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Overview

• Block angular LP (BALP) problems

◦ Structure

◦ Origin

• Revised simplex method for BALP problems

◦ Basis matrix and its inversion

◦ Solution of linear systems

• Parallel revised simplex schemes for BALP

◦ Structural data parallelism

◦ Algorithmic task parallelism

• Conclusions
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Block angular LP (BALP) problems

minimize f = cTx

subject to Ax = b x ≥ 0 A =


A00 A01 A02 . . . A0r

A11

A22
. . .

Arr


• Structure

◦ The linking rows are [ A0 A01 A02 . . . A0r ]

◦ The master columns are

[
A0

0

]
◦ The diagonal blocks are A11, . . ., Arr

• Origin

◦ Occur naturally in (eg) decentralised planning and multicommodity flow

◦ BALP structure can be identified in general sparse LPs
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pds-02: 3518 rows, 7535 columns, 11 diagonal blocks

Source: Patient Distribution System, Carolan et al. (1990)
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dcp1: 4950 rows, 3007 columns, 87 diagonal blocks

Source: Industrial, H (1997)
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BALP form of general LP problems

A general LP problem may be partitioned into BALP form

Ferris and Horn (1998)

• Apply a graph partitioning algorithm to the matrix A

• Rows and columns are removed until remaining partitions are disjoint

• Order A according to partition with removed rows and columns in a border
A00 A01 A02 . . . A0r

A10 A11

A20 A22
... . . .

Ar0 Arr


• Remove linking columns by splitting
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Example

• Matrix... with bipartite graph
1 2 3 4 5 6 7

1 ? ? ?

2 ? ?

3 ? ?

4 ? ? ?

5 ?
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• Partitioned graph... yields BALP form
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Revised simplex method

minimize f = cTx

subject to Ax = b x ≥ 0

• Major computational components of the revised simplex method (RSM) are

◦ Invert B

◦ Solve Bx = r

◦ Solve BTy = d

◦ Form z = NTy

where [B : N ] is a partition of A

• Data parallel RSM for general LP problems

(eg) Forrest and Tomlin (1990), Shu (1995), Wunderling (1996), H and McKinnon (1996,

1998), Bixby and Martin (2000), H (2010)

◦ Inversion and solving the systems are “hard” to parallelise

◦ Forming z = NTy is “easy” to parallelise

◦ Other computational components scan vectors and are “easy” to parallelise
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Revised simplex method for BALP problems

• Matrices B and N in the revised simplex method inherit structure of A

B =


B00 B01 . . . B0r

B11
. . .

Brr

 N =


N00 N01 . . . N0r

N11
. . .

Nrr


• Operations with B and N must exploit its structure

(eg) Lasdon (1970)
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RSM for BALP problems: inverting B

B =


B00 B01 . . . B0r

B11
. . .

Brr


• Matrices Bii, i = 1, . . . , r are rectangular

◦ Partition of Bii as [ Ri Ti ] with Ti nonsingular is guaranteed

◦ Yields structure 
S0 S1 . . . Sr C1 . . . Cr

R1 T1
. . . . . .

Rr Tr


• More simply, write

B =

[
S C

R T

]
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RSM for BALP problems: inverting B

• For B =

[
S C

R T

]
◦ S is (hopefully!) small and square

◦ C is unstructured and rectangular

◦ R is block-rectangular

◦ T is block-diagonal

• Consider decomposition [
S C

R T

]
=

[
I C

T

] [
W

R̂ I

]
◦ R̂ = T−1R has the same structure as R

◦ W = S − CT−1R = S − CR̂ is the Schur complement of T

• To solve systems involving B requires operations with

◦ matrices C and R̂

◦ invertible representations of T and W
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RSM for BALP problems: solving Bx = r

• To solve

[
S C

R T

] [
x0

x•

]
=

[
r0

r•

]
Solve Tz = r•
Form w = r0 − Cz

Solve Wx0 = w

Form x• = z − R̂x0

• In detail, partitioning r• and x• according to blocks,

Solve Tizi = ri i = 1, . . . , r

Form w = r0 −
r∑

i=1

Cizi

Solve Wx0 = w

Form xi = zi − R̂ix0 i = 1, . . . , r
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RSM for BALP problems: exploiting RHS of Bx = r

When Bx = r is solved to form a column of the tableau, r is a column of A

• Let r be column q in block i, then r =


[A0i]q

0

[Aii]q
0


• Exploiting this structure, Bx = r is solved as

Solve Tizi = ri

Form w = r0 − Cizi

Solve Wx0 = w

Form xi = zi − R̂ix0 i = 1, . . . , r

• Insufficient scope for data parallelism

• Hyper-sparsity exploited structurally
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RSM for BALP problems: solving BTy = d

• To solve

[
ST RT

CT T T

] [
y0

y•

]
=

[
d0

d•

]
Form w = d0 − R̂Td•
Solve W Ty0 = w

Form z = d• − CTy0

Solve T Ty• = z

• In detail, partitioning d• and y• according to blocks,

Form w = d0 −
r∑

i=1

R̂
T
i di

Solve W Ty0 = w

Form zi = di − CT
i y0 i = 1, . . . , r

Solve T T
i yi = zi i = 1, . . . , r
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RSM for BALP problems: exploiting RHS of BTy = d

When BTy = d is solved to form a row of B−1, d is a column of I

• Let d correspond to row p in block i, then d =

 0

ep

0


• Exploiting this structure, BTy = d is solved as

Form w = d0 − R̂T
i ep

Solve W Ty0 = w

Form zi = di − CT
i y0 i = 1, . . . , r

Solve T T
i yi = zi i = 1, . . . , r

• Still scope for data parallelism

A parallel revised simplex solver for large scale block angular LP problems
14



RSM for BALP problems: forming z = NTy

N =


N00 N01 . . . N0r

N11
. . .

Nrr



• Form z = NTy as

Form z0 = NT
00y0

Form zi = NT
0iy0 + NT

iiyi i = 1, . . . , r

• Scope for data parallelism

A parallel revised simplex solver for large scale block angular LP problems
15



A parallel revised simplex scheme for BALP

• Scope for data parallelism when exploiting BALP structure

◦ When inverting B: full
◦ When solving Bx = r: little
◦ When solving BTy = d: some
◦ When forming z = NTy: full

• Data parallelism is insufficient (Amdahl’s law)

• Exploit task parallelism via tableau simplex method suboptimization
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Revised simplex method with suboptimization

• Primal simplex method: Orchard-Hays (1968)

◦ Form a small subset of tableau columns
◦ Perform minor iterations of standard primal simplex method

◦ Update reduced costs and weights

• Dual simplex method: Rosander (1975)

◦ Form a small subset of tableau rows
◦ Perform minor iterations of standard dual simplex method

◦ Update RHS and dual weights

• Parallel primal revised simplex method with suboptimization

Wunderling (1996), H and McKinnon (1996, 1998)

• Forming tableau rows and columns and updating reduced costs/weights requires

◦ Solution of linear systems with multiple RHS

◦ Forming products between matrices and multiple vectors

• Updating tableau parallelises readily

(eg) Eckstein et al. (1995), Lentini et al. (1995)
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Design of a parallel primal simplex solver with suboptimization

• Aiming at desktop parallelism

• Architecture dictates algorithm

◦ Assume p CPU processors, each with c cores: perhaps p = 2 and c = 4

◦ Assume GPU is available

• Distribution of problem

◦ Natural BALP problems: one set of blocks per core

◦ Partitioned problems: one block per core

• Distribution of computational components

◦ Inversion and system solution on CPUs

◦ Matrix-vector product and minor iterations on GPU?
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Prototype parallel primal simplex scheme

• Choose a set of attactive columns q ∈ Q
• Solve Bâq = aq, q ∈ Q
• Perform minor iterations to identify set P of pivotal rows

• Solve BTπp = ep, p ∈ P
• Form âT

p = πT
p N , p ∈ P

• Update reduced costs and (Devex) weights

• Periodically reinvert B
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Prototype parallel dual simplex scheme

• Choose a set of attactive rows p ∈ P
• Solve BTπp = ep, p ∈ P
• Form âT

p = πT
p N , p ∈ P

• Perform minor iterations to identify set Q of pivotal columns

• Solve Bâq = aq, q ∈ Q
• Update RHS and (steepest edge) weights

• Periodically reinvert B
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Conclusions

• Identified BALP structure as offering significant scope for parallel revised simplex

• Defined parallel primal and dual simplex schemes for BALP problems

• Implementation is “in progress”
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