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Abstract

We present an instance generator for problems:

minimize fτ (x) := τ‖x‖1 +
1

2
‖Ax− b‖22, (1)

where A ∈ Rm×n, b ∈ Rm and τ > 0. The generator is inspired by
the one presented in Section 6 of [2], for details see [1]. The advantage
of our modified version is that it allows to control the properties of
matrix A and the optimal solution x̃ of (1). For example, the sparsity
of matrix A, its spectral decomposition, the sparsity and the norm of
x̃. The generator has very low memory requirements and scales well
with the dimensions of the problem. We believe that the flexibility of
the proposed generator will cover the need for generation of various
good test problems.

Using the proposed generator we study the performance of first-
and second-order optimization methods as the conditioning and the
dimensions of the problem increase up to one trillion.
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