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Formation of Liesegang patterns: Simulations using a kinetic Ising model
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A kinetic Ising model description of Liesegang phenomena is studied using Monte Carlo
simulations. The model takes into account thermal fluctuations, contains noise in the chemical
reactions, and its control parameters are experimentally accessible. We find that noisy, irregular
precipitation takes place in dimensiah=2 while, depending on the values of the control
parameters, either irregular patterns or precipitation bands satisfying the regular spacing law emerge
ind=3. © 2001 American Institute of Physic§DOI: 10.1063/1.1342858

I. INTRODUCTION in the reaction zone. It has been shotfmowever, that this

o o . noise is irrelevant fod>2 so, in principle, it could be ne-
Quasiperiodic precipitation patterns emerging in theglected.

wake cs)fzchemical reaction fronts are called Liesegang |, this work, another approach is taken for including the
patterns.” They have been studied for more than a centuryctuations. Namely, we shall study the kinetic Ising model
and a number of theoretical approaches have been developggsion of the process and thus include the noise through the

to explain the experimental obse_rva_\ti&nslevertheless, it probabilistic description of the transitions between discrete
was only recently that a model with input parameters fewek;atas of the system.

than the number of static and dynamic parameters character- There are several reasons for our choice. First. the prob-

izing the patterns has appeafed. _ lem of difference between the handling of fluctuations in the
This last theory is based on the assumption that the maifitsjve and reaction processes does not arise. Second, the

ingredients of a macroscopic description should be a moving;atic Ising version of the model has a meaning of a meso-

reaction front and the phase separation of the reaction pro%‘copic (or perhaps a microscopicdescription. Since the

uct behind the front. Taking the properties of the reaction,ochanism of band formation may be at work at a length-

front from the theory of the fronts in the+B—C procesd s e that makes possible the construction of submicron Lie-

and describing téwe phase separation process by the Cahnggang structures, this kinetic Ising model approach may

Hilliard equation; one arrives at a model with a minimal e 3 direct bearing on future experimeltshird, our

number of parameters. _ . choice was also influenced by having more expertise in
The above theory successfully explains that the positiong;.,1ations of kinetic Ising models.

X, Of the precipitation bands form a geometric series,
~(1+p)" (spacing law’), and gives the spacing coefficient kin
p in terms of the initial concentrations of the reactaftand  the simulation results for this model are presented in Sec.
B in agreement with the Matalon—Packter L&#Further- Ill. First, the d=2 case is treated where we do not find
more, the parameters in the model can be determined fromugjar hand formation. Then thie=3 simulations are dis-
experiments and the time scale of the emergence of a bang,sseq which show the emergence of Liesegang patterns sat-
can be calculat_e&’. Finally, the width law relating the POSi- isfying the usual spacing law. A summary, suggestions for
tion and the width of the bands can also be derifedin experiments, and comments about a possible comparison of

agreement with observatioﬁ%... _ _ _ the parameters in the Cahn—Hilliard and the kinetic Ising
The success and versatility notwithstanding, this theory,, e description can be found in Sec. IV.

needs further developments since, in its present fbitis a

mean field theory without the fluctuations being accounted|. KINETIC ISING MODEL DESCRIPTION
for. There are two ways to include the fluctuations. One is to
add conserved thermal noise to the Cahn—Hilliard equatioﬁ"
as it is done in Model B of critical dynamids.In this case, The aim of the theories of Liesegang phenomena is to
there would be an additional problem of handling the noiseexplain how a high-concentration electrolyediffuses into

We shall start(Sec. I) by a detailed discussion of the
etic Ising model designed to describe the band formation.

General aspects of the theory
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a gel soaked by a low-concentration electrolit@nd how the theory. Consequently, one has a theory which has only a

the spatial distribution of the precipitai2 is formed in the single adjustable parameter apart from the parameters setting

wake of the diffusive reaction front. Accordingly, all the the scale of the length, time, and the concentration field.

theories follow the scheme As discussed in the Introduction, all the observed gen-
eral features of Liesegang phenomena can be derived from

A+tB—=C—D, @ the above theor§,including the time scale of the emergence

whereC is an intermediate reaction product which is gener-of a single band and the length-scale for the width of the

ally not very well known. This uncertainty is then the basisbands'®! Actually, it is somewhat surprising that the mean-

for the existence of a number of competing thedfigSwith  field level description in terms of Eq2) performs so well.

the differences arising from the interpretation®fnd from  The reason for this may lie in the experimental observation

the level of details in the description of the dynamic<C. that the patterns are frozdithey do not evolve over time

A significant drawback of all these theories is that they conscales extending up to 30 ye3rseaning that the dynamics

tain a large number of parameters and many of them argakes place at a very low effective temperature, i.e., the noise

uncontrollable experimentally. Thus it is not entirely surpris-is negligible.

ing that thorough comparisons between experiments and The noise may indeed be negligible in the late stages of

theories have not been carried out. the formation of precipitation bands but the initial stages
should be related to some instabilities and there the fluctua-
tions should play a more prominent role. In particular, the

B. Cahn—Hilliard equation with source mean-field description relies on a spinodal-decomposition in-

In our view, the uncertainty about the intermediate prod_stability (th_e moving front generates particles_ qqd pushes the

uct and its dynamics can be used to advantage in building §ncentration past the spinogl@ind the possibility for the

general theory of band formation. One can interpret the conPrecipitation to take place through a nucleation-and-growth

centration ofC’s, ¢, as a kind oforder parametetthat takes Mechanism(where the fluctuations are importaris com-

a valuec, in the ordered(precipitat¢ phase and another pletely lost.

valuec, in the disorderedlow-density phase. TheC's are

obtained from the\ + B— C process so they are produced in o . .

the reaction zone. Furthermore, the dynamic<Csf obeys c. K'”ei“c Ising model with Kawasaki  +Glauber

. . . dynamics

global conservation and it should be a phase-separation typ

dynamics since, in the expected final state, one has regions In order to include fluctuations in the Liesegang process,

of high<(precipitation and low-densityinterband regions in  a kinetic Ising model will now be considered that is, we

equilibrium. This phase-separation dynamics can be debelieve, a finite-temperature extension of the theory embod-

scribed on a coarse-grained level by the Cahn-—Hilliarded in Eq.(2). The model introduced below can be viewed in

equatiofi with the generation of appearing as an additional two ways. Either it is a discretization scheme to E2).and

source term. The resulting equation for the space- and timghen the description is on a mesoscopic level wiflx,t)

dependent order-parameter densitfx,t) is given by being the discretized concentration of the order param@ter,
5%(c) Or, it can also be viewed as a simulation of the stochastic
9C=—NA| ——— + gAc|+S(x,t). (29  motion of C's which are now particles at microscopic scales
ac (in this case the coarse graining has been carried out in.time

Here\ is a kinetic coefficientf(c) is the Landau—Ginzburg In the following we shall use the latter “particle” language.
free energy of the system which should have two equal Let us begin the introduction of discretized description
minima atc=c, andc=c,. The termoAc with >0 pro- by identifying the particlesC with the up-spins of an Ising
vides stability against short-wavelength fluctuations, and fimodel on a hypercubic lattice. Then the down-spin sites are
nally S(x,t) is the production rate of’s in the reaction- empty places and the formation of precipitation bands is
diffusion proces# +B— C. The properties of the source are modeled by a combination of spin-flip and spin-exchange
known52425|t is localized, its centerx;, moves diffusively ~dynamics:® Namely, the initial state is prepared with all
(x;=+/2D{t), and it leaves behind a uniform concentrationSPins down(no C particles presentand the localized front
co Of C's. flips the down spingGlauber dynamic?) thus producing the
The parameters ando in Eq. (2) can be used to set the C's. The flip ratew, at siter is given by
time-scale and length-scale, respectively, and the so&ce, _ 1
is completely specified by the initial densitiesq(b,) and Wi =S(x.Dz(1=0ov), ®
diffusion constants =D ,~D,) of AandB.>?*?°0Only the ~ where o,==*1 is the Ising spin at site=(x,r,) with x
function f(c) remains to be parameterized. One expects thabeing the coordinate in the direction of the motion of the
the details of this function will not affect the overall proper- reaction front whiler, representing the coordinates in the
ties of the pattern-formation process, the existence of twaransverse directiofiength is measured in units of the lattice
minima atc, andcg being the only important feature. Thus, spacinga). The factor (o) ensures that the front flips
assuming, e.g., a coexistence curve that is symmetric aboonly down spingthe particles are produced in the front and
c=(cptcy)/2, one can parametrize this function &&) the back reaction is negligibleFinally, S(x,t) is a function
= —¢e(c—C)?+ y(c—7C)“. The scale of the concentration can describing the motion of the reaction front and the change of
be set by the parameterand e remains a free parameter in the reaction rate with time. The front is assumed to be ho-
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mogeneous in the transverse direction and its actual shapg,) The temperatur@ is measured in units af/kg , whereJ

S(x,t), can be taken from the solution and simulations of the

A+ B— C process:?® Since the width of the reaction zone is
small and it changes with time very slowly, for all practical
purposes, the functio8(x,t) can be approximated by a con-
stant within a small intervdlx; — A, x;+ A] around the cen-
ter of the reaction zong;=/2Dt,

A
S(X,t)=—=0(X—X;+A)O(Xs +A—X), (4)
Vt
where #(x) is the step function and the amplitude
A V2Dj 5
- AA Co ( )

is chosen such that the front leaves behind a cons@y)t (
concentration of particle$®

Once the particles are created, they diffuse and interact.
This part of the dynamics can be described by a spin ex-

change proces&kawasaki dynamics). The rates of the ex-

changes are assumed to satisfy detailed balance at tempera-

ture T with ferromagnetic couplingd>0) between the spins
in order to describe the expected attraction amongQlse
Assuming the usual nearest-neighbor Ising Hamiltonian,

_J 2 0.0y,

(r.r')

the rate of exchange between neighboring sitesdr’ can
be chosen to 5

H

(6)

err,=i[1+eﬁE’<kBT>]-l, 7
Te

where 7, sets the time scald, and kg are the temperature

and the Boltzmann constant, respectively, aste is the

change in the energypE=6H (o, 0o,/) due to the ex-

change of spins at andr’.

Without the spin-flip dynamics, the system would relax

to the equilibrium of the Ising model at temperatdrand at

is the nearest-neighbor coupling of the Ising mod&!

Itis clear from the considerations of the previous section
that T<T,. should be used.

The particle concentratiorg,, deposited by the front
must be chosen so that, at the givénit places the
system in the metastable or unstable region of the phase
diagram of the Ising model.

Length is measured in units of the lattice spacmdt
should be noted that the value @fiepends on the inter-
pretation ofC anda can be a microscopic length-scale as
well as a mesoscopic one.

Time is measured in units of the “microscopic” time
scale 7, [see Eq.(7)]. Again, this time scale may be
coming from microscopic or mesoscopic processes de-
pending on the interpretation &.

The diffusion coefficient of the front[¥;) is, in prin-
ciple, a well defined quantity.The uncertainty of the
connection between the microscopic and macroscopic
length- and time-scales, however, makes it difficult to set
a value forDy in terms ofa and 7,. We shall thus treat

D; as a parameter that can be freely varied.

The width of the reaction fronf2A) does not appear to
influence the emerging patterrighis is the experience
both from the mean-field thedhand from small scale
simulation$. Thus, in most of our simulations, we set
A=1/2, i.e., the front coincides with one of the lattice
planes perpendicular to the motion of the front.

2

)

4

©)

(6)

The three important parameters arec,, andD;, and
one should search for pattern formation in this three-
dimensional parameter space. This is not necessarily an easy
task since it is known, both experiment&llyand
theoretically?! that patterns are formed only in a restricted
domain of the available free parameters. Since our search is
finite, our statementgespecially about the absence of pat-
terng are always pertinent only to the parameter domain in-
vestigated.

B. Two-dimensional simulations

fixed magnetization. Thus choosing the temperature oW  gimuylations have been performed on stripes of letgth

enough(below T, of the Ising model and making the spin-
flip front produce the right magnetization density,

and widthL, =50 or 100 with periodic boundary conditions

the systemp, the transversey() direction. L, was chosen to be long

will be in the unstable part of the phase diagram of the 'Singenough so that no end effects would be observed with

model and phase separation will take place.

If this modeL 3000 peing a typical value. The initial position of the front

represents the pattern forming process correctly then one ex;,¢ always ax=1 and we used closed boundary conditions
pects the emergence of bands of up and down spins in tl“@]O particle crossingat bothx=0 andx=L
X

wake of the moving spin-flip front.

Ill. SIMULATION RESULTS
A. Parameters

Monte Carlo simulations of the kinetic Ising model de-
scribed above have been performed in dimenstbag2 and

The possible formation of patterns was investigated for
the following ranges of the adjustable parameters, €.02
=<1.5, 0.0kD¢=<1, and 0.05¢cy=<0.5. About 200 sets of
values have been studied in the above domain and no regular
patterns were observed. A typical result is displayed in Fig. 1
for T=0.7,D;=0.025, andcy=0.3.

We have also made a few simulations outside of the
above domain in order to check the possible strong effect of

3. The dimension-specific properties of the lattices used ithe changes in a single parameter. These nonsystematic
the simulations will be given in the appropriate subsectionsearches did not lead to pattern-forming regimes either.
below. Here we enumerate and discuss only those adjustable We have extended the simulations to cases where the

parameters which are used independently of dimension:

interactions are not restricted to nearest neighbors but extend
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C. Three-dimensional simulations

The simulations were performed on slabs of length

08 | _ and of cross section of sidg, X L,. Periodic boundary con-
ditions were used in the transversg,4) directions while
§ 06 ﬂ ] closed boundary conditions were employed at the two ends
§ of the slabs. As in the two-dimensional cakg,was chosen
g 04 L 1 so (L,~3000) as to avoid end effects from the transverse
8 wall at x=L,. Most of the simulations were done fdr,
=L,=L=10, 20, and 40 in order to observe finite-size ef-
0.2 . " " . ;
fects. The initial condition was again an empiil spins
0 ) ' down) state with the front situated at=1.

0 200 400 600 800 1000 Precipitation patterns were observed fo<1 if ¢,

=0.25 was chosen well in the metastable or unstable region

of the phase diagram of tlte=3 Ising model. For large front

FIG. 1. Co_ncentr_ation profile of’'s :_;wera_ged over the transverse o_Iirection diffusion (szl)' these patterns were not regularly Spaced

for a two-dimensional pattern obtained in a stripe of siz&x 8000 with T .

=0.7,D;=0.025, anccy,=0.3. The distance along the slak) (s measured ar_ld_ were not stable. Namely‘_ co_arsenmg Was_ observed

in units of the lattice spacing. The dotted line shows the position of the frontWithin reasonable observation tim@me of formation of

at the time {=1.8x10") the concentration was measured. The time is in about 7—10 bandsA typical example is shown on Fig. 3.

units of the inverse of the rate of hopping for fr€eparticles (). The bands are more stable at lower temperatufies (
=<0.8) and their spacing becomes more regular, as the front
diffusion coefficient is decreased belo;=<0.1. For D;

up to seven lattice spacings. No patterns were found, al<0.05, one observes the emergence of Liesegang-type band

though the randomness of the pattern slightly decreasegatterns, typical examples being those shown on Figg—4

when the range of the interaction was increased. This is eX4(c). In this case, the system is of sideX L x 3000) and the

pected as in the limit of long-range interactions one shoultharameter values used afe=0.7, D;=0.025, andc,=0.3.

reach a continuum, noiseless limit. Thus the Cahn—Hi”iaquesu“S of runs for three cross SeCtiOIhF(lO, 20, and 4D

description[Eq. (2)] should apply and we should observe gre displayed. Comparing these pictures, one cannot see any

regular band formation. obvious finite-size trends.

The nonexistence of regular banding should not be con- | order to investigate the spacing law one would need a
sidered as a contradiction with the experimental observation@rge number of bands. Unfortunately, in the regime where
of d=2 Liesegang patterns. The experimental systems akhe pest Liesegang-type patterns are obtained one is re-
ways have maCfOSCOpiC width in the third dimension and th|35tr|cted in the extent of exp|orations by the Computing re-
appears to stabilize the patterns. Indeed, F|g 2 shows a Simgources_ Due to the low value ﬁf! the front is moving
lation with the same parameters as those in Flg 1, except %ry SlOle and Consequenﬂy the Computation time for ob-
extra Iayer in the third dimension is added. As one can SeQaining' e.g., 10 bands becomes very large. The CPU time
the bands in the two-layer system are much better defineﬁecessary to produce the pattern in Fig) 4vas about 1500
and they display some regularity. Note in particular, that they on a Sun Ultra-10 workstation.
concentration within the bands in Flg 2 has reached the Figure 4 shows rough|y the limits of the possib”ities of
equilibrium value €~c,~1) while the maximum concen- oyr simulations at present. To establish the spacing law
tration regions in Fig. 1 are roughly halfway in between thefirmly, we would certainly need more bands. Using the last
equilibrium valuesg,~0 andcy~1. 4—6 bands obtained from pictures similar to those on Fig. 4,

one can see that the positions of the bandg @lo approxi-
mate a geometric serieg~(1+p)" well, and one can ex-

X

1 T ﬁ W T T tract an approximate the spacing paramegieh general, we
m find that the spacing coefficient does not show discernible
08 f C finite-size trends. For example, the spacing parameter is
- ~0.17 for all values oL in Fig. 4.
£ 06 F 1 An interesting feature of the patterns emerging in our
g simulations is the presence of materi@) in between the
§ 04 f . bandq see Figs. @) —3(c) and 4a)—4(c)]. Of course, it is not
°© entirely clear whether part of this material should be consid-
02 4 ered as a low density precipitaigeen in many experimeRjs
or should it be just regarded as a “gas” phase of parti€les
0 Visual inspection of the interband region reveals the pres-
0 200 400 600 800 1000 ence of both small clusters and single particles. The small
X clusters live long(especially at lower temperatujesheir

FIG. 2. Concentration pattern in a system of size&x2X 3000. The param- lifetime is compqrable to the time of format_lon of several
etersT, D¢, andc, and the notations are the same as on Fig. 1. The dottecp'ands- Thus the'lnterpre{ta'mon of part of the |nterbar.1d' mate-
line shows the position of the front. rial as low density precipitate may have some validity. In
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X
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=
2 06| 1 |
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° 0 200 400 600 800 1000
0.2 W LU Wm u u' X
'i N FIG. 4. Concentration averaged over the transveyse) (directions in slabs
0 1 L L of sizeL X L X3000. The values of the parametes<(0.7,D;=0.025, and

0 200 400 600 cp=0.3) are the same for three transverse slzesi0 (a), L =20 (b), and
X L=10(c). The distance along the slak)(is measured in units of the lattice
spacing. The dotted lines show the positions of the reaction fthatfront
FIG. 3. Time evolution of the concentration Gfparticles averaged over the is off the scale on Fig. @)].
transverse ¥, z) directions in slabs of size 2020x 3000. The parameters
(T=1.0,D;=1.0,cy=0.4) were chosen to be in the “coarsening pattern”
regime. The time is given in units aof, that is the inverse of the rate of
hopping for freeC particles. The distance along the slad) (s measured in
units of the lattice spacing. The dotted lines show the positions of the rea
tion front at timet.

indicate that Liesegang type patterns are absent=2 di-

“mension while they exist ill=3 dimensional samples.
Another advantage of including the noise is that the

model has pattern-forming regimes which have characteris-

q ‘ i thi b ” ics of either the prenucleation theori&$ or the postnucle-
order to make progress In this problem, one would neeg., competitive growth theori€$. Indeed, one can see

larger scale simulations as well as more understanding of thﬁ:ig. A(b)] that the bands are forming at the position of the

connection between the microscopic and macroscopic timer'eaction front forD; small, while the bands are formed as a

and length-scales. result of coarsening and competitive growth well behind the
front in case of largedD; (Fig. 3. Note that the absence of
Liesegang-type patterns in the second regime is in agreement
with the inability of producing such patterns in postnuclation
Apart from the simplicity, an important feature of our competitive growth theorie%.
model is that fluctuations are included. A frequent conse- We feel that the most important feature of the model is
guence of the presence of fluctuations is the disappearance thfat it makes clear that the important and experimentally
order in low dimensions and, indeed, our simulations alsaontrollable parameters afie c,, andD;. Indeed, botic,

IV. FINAL REMARKS
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