
Multiphysics simulations of  
collisionless plasmas 

Numerical Methods in MHD  
Dundee 07. Sept. 2018 

Rainer Grauer, Simon Lautenbach, Thomas Trost 
TP I   RUB



What are we doing in Bochum ?
Numerical Methods Dynamos

Vlasov Simulations Instantons in turbulence
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spatial scales time scales

hours106 km

system scale:

global scale:

105 km minutes

ion scales ⍴i, di: 103 km seconds

de: 10 km 10-3 s

⍴e: 1 km 10-4 s

λe:

electron

scales

100 m 10-5 s

Plasma = physics of scales



Coupling of different plasma models             

Motivation

‣ fluid description    
MHD, Hall-MHD, 5- or 10 moment 2 Fluid

‣ kinetic description  
PIC, Vlasov

‣ Coupling fluid and kinetic simulations

fluid kinetic



MHD

2 Fluid + gen. Ohms Law

2 Fluid 5 Moment + Maxwell

2 Fluid 10 Moment + Maxwell

Dream:

Vlasov + Maxwell
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Abstract. The multi-hierarchy simulation model for magnetic reconnection is devel-
oped, where both micro and macro hierarchies are expressed consistently and simulta-
neously. Two hierarchies are connected smoothly by shake-hand scheme. As a numer-
ical test, propagation of one-dimensional Alfvén wave is examined using the multi-
hierarchy simulation model. It is found that waves smoothly pass through from macro
to micro hierarchies and vice versa.
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1 Introduction

Magnetic reconnection is a fundamental process to lead to the fast energy release from
magnetic field to plasmas. For instance, solar flares [1, 2], Earth magnetic substorms [3],
and tokamak disruptions [4] are widely believed to be triggered by magnetic reconnec-
tion. Even though magnetic reconnection causes macroscopic phenomenon that global
field topology changes, such high-temperature and low-density plasmas are collisionless,
and frozen-in condition is satisfied macroscopically. Hence, occurrence of magnetic re-
connection requires microscopic processes which break the frozen-in constraint. Namely,
magnetic reconnection is a phenomenon bridging across different hierarchies, and thus
the full understanding of magnetic reconnection needs a multi-hierarchy model which
can deal with both microscopic and macroscopic physics consistently and simultane-
ously [5].
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Very active field (we are not alone)

MHD            PIC

Multi-scale plasma simulation by the interlocking
of magnetohydrodynamic model and particle-in-cell

kinetic model
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Abstract

Many kinds of simulation models have been developed to understand the complex plasma systems. However, these sim-
ulation models have been separately performed because the fundamental assumption of each model is different and
restricts the physical processes in each spatial and temporal scales. On the other hand, it is well known that the interactions
among the multiple scales may play crucial roles in the plasma phenomena (e.g. magnetic reconnection, collisionless
shock), where the kinetic processes in the micro-scale may interact with the global structure in the fluid dynamics. To take
self-consistently into account such multi-scale phenomena, we have developed a new simulation model by directly inter-
locking the fluid simulation of the magnetohyrdodynamics (MHD) model and the kinetic simulation of the particle-in-cell
(PIC) model. The PIC domain is embedded in a small part of MHD domain. The both simulations are performed simul-
taneously in each domain and the bounded data are frequently exchanged each other to keep the consistency between the
models. We have applied our new interlocked simulation to Alfvén wave propagation problem as a benchmark test and
confirmed that the waves can propagate smoothly through the boundaries of each domain.
! 2007 Elsevier Inc. All rights reserved.

Keywords: Multi-scale; Interlocked simulation; MHD; PIC; Plasma

1. Introduction

Plasma consists essentially of a multi-scale system, that is, various structures and waves are spontaneously
formed and excited in widely different scales. The hierarchy of spatial and temporal structure is attributed to
the kinetic of particles and the fluid dynamics. Therefore, to capture accurately the property in each scale,
numerical plasma simulation has to be performed by an appropriate model. Magneteohydrodynamic
(MHD) simulation is one of the most widely utilized tools in plasma research, and it has given substantial
contribution to the study of global scale dynamics in space, astrophysical, and experimental plasmas.

0021-9991/$ - see front matter ! 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jcp.2007.09.011
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Daldorff, Toth, Gombosi, Lapenta, Amaya, Markidis,Brackbill 2014:

implicit PIC + MHD, buffer zone, Maxwellian

Our approach:

several models, no buffer zone, no assumption on Maxwellian form

+ adaptive and criteria

status: proof of principle, not really mature

What are we doing different?



Suitable situations for adaptive modelling

In which situations can adaptive modelling be applied?

turbulence: 7 magnetic reconnection: 3

Phenomena must...

... be localized.

... occur in a specific plasma regime.

T. Trost, M. Rieke (tp1 - RUB) Coupling of di↵erent plasma models 2013/06/18 7 / 24



Hyperbolic fluid equations:
‣CWENO                                                 Kurganov, Levy 2000
‣5- and 10-moment equations                     Hakim,  Loverich,  Shumlak 2006,  Johnson, Rossmanith 2010  
                                                                  Wang, Hakim, Germaschewski, Bhattacharjee 2015

Vlasov:
‣semi-Lagrangian PFC                         Filbet, Sonnendrücker, Bertrand 2001
‣Boris push + back-substitution               Schmitz, Grauer 2006
‣CUDA

Coupling:
‣kinetic -> fluid
‣fluid -> kinetic
‣refinement criteria

Ingredients

Explicit Maxwell solver:
‣Yee
‣FDTD

Sub-cycling
‣Maxwell                                     (factor 4)
‣reduced speed of light                 (c = 20 valfven)



Models
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5-moment model:
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10-moment model:
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Vlasov equation

@t fs + v ·rrfs +
qs
ms

(E+ v ⇥ B) ·rv) fs = 0

Maxwell’s equations
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compressible MHD

in conservation form:

⇤⇥
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compressible MHD

Riemann solvers
examples: Godunov, PPM, HLL(*), wave-propagation
‣very good resolution of shocks
‣very bad in smooth regions

ENO-schemes
‣shock resolution not as good as from Riemann solvers,
‣much better resolution of waves in smooth regions
‣very easy!!!

We use CWENO-type schemes.

Main reason: easy !!!



1. Semi-discrete central schemes, CWENO

Nessyahu and Tadmor (1990)
Kurganov and Levy (2000) SIAM J. Sci. Comput. 22, 1461

surface plot (20482)

with grids (40962)

1. Semi-discrete central schemes, CWENO

Nessyahu and Tadmor (1990)
Kurganov and Levy (2000) SIAM J. Sci. Comput. 22, 1461

surface plot (20482)

with grids (40962)

2. Why central schemes?

• no (aproximate) Riemann solver necessary

• dimension by dimension approach makes sence

• high order

• monotone, WENO, TVD depends on the reconstruction

• easy for complex problems

Lax-Friedrich

un+1
i =

1
2
(un

i+1 + un
i�1)�

dt

2dx
(f(un

i+1)� f(un
i�1)

=⇥ dissipation =
(�x)2

2�t

useless, since

i) high dissipation need high order

ii) dissipation depends on timestep need semi-discrete scheme

2. Why central schemes?

• no (aproximate) Riemann solver necessary

• dimension by dimension approach makes sence

• high order

• monotone, WENO, TVD depends on the reconstruction

• easy for complex problems
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useless, since

i) high dissipation need high order

ii) dissipation depends on timestep need semi-discrete scheme

low Mach number limit ok



Maxwell Solver: FDTD and Yee mesh (1966)

inspired by lectures by A.  Spitkovsky

Fields are decentered both in time and in space

Finite-difference Time-Domain Maxwell solver on Yee (1966)

mesh: robust and very simple. Second order in space and time.

Decentering conserves div B to machine precision

Electromagnetic codes

Yee mesh: div B 

Electromagnetic codes

Load Particle Distribution

Monte-Carlo CollisionsMonte-Carlo CollisionsModel Surface EmissionModel Surface Emission

Solve Particle EQM

( ),
p p p
!F x p

Extrapolate to Grid

( ) ( ), ,
p p i i

!"x p j

Solve Maxwell’s Equation

( ) ( ), ,
i i i i
! "j E B

Particle Interpolation
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i i p

!E B F

t!

! 

d

dt
"mv = q(E +

v

c
#B)

Fields are decentered both in time and in space

Finite-difference Time-Domain Maxwell solver on Yee (1966)

mesh: robust and very simple. Second order in space and time.

Decentering conserves div B to machine precision

Electromagnetic codesFDTD: second order in space and 

Fields are decentered both in time and in space

Finite-difference Time-Domain Maxwell solver on Yee (1966)

mesh: robust and very simple. Second order in space and time.

Decentering conserves div B to machine precision

Electromagnetic codes



4.1 Finite-Difference Time-Domain Method 4 NUMERICS

Using this discretization and the notation F (i ·�x, j ·�y, n ·�t) = F
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(i, j) the nondimen-
sionalized Maxwell’s equations in the 2.5-dimensional form read:
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where the discretization error, which is quadratic in the spatial and the temporal stepsize
as in equation (4.1), is not explicitly enlisted for clarity.
It must be pointed out, that the current densities j

⇠

with ⇠ 2 {x, y, z} have no subscripts
indicating the timestep at which their values hold. This is specific for the scheme in this
work, because the current densities, which are calculated during the integration of the fluid
variables, are regarded as constants while the electromagnetic fields are updated. Because
of the subcycling method described below it is in general not possible to give the currents’
time relative to the electromagnetic fields’ time explicitly.

By placing the fields according to Figure 4.1 and using the time-staggered leapfrog scheme
the equations above can easily be implemented numerically.

The second approach in deriving the FDTD algorithm is approximating Maxwell’s equation
in integral form. The latter can be obtained from (3.5) by integrating over a surface ⌃ bound
by @⌃ and making use of Stokes’ theorem. Faraday’s (3.5c) and Ampére’s (3.5d) law, which
are relevant for the time development of the electromagnetic fields, yield
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Choosing rectangular ⌃’s for each component of the electromagnetic field as depicted in
Figure 4.2 and placing the fields correctly supports this form of Maxwell’s equations in a
very natural way and directly leads to a discrete version in the form of equations (4.2), just
as the finite-difference approach did. Each component of the field is surrounded by a little
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Yee mesh motivated by integral form:

4.2 Central Weighted Essentially Non-Oscillatory Methods 4 NUMERICS
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y

B

x

B

x

Figure 4.2: Yee Grid Interpreted for Integral Form of Maxwell’s Equations
The 3-dimensional Yee grid gently suits the integral formulation of Maxwell’s equations
(4.3). Figure 4.1 shows the grid projected to the x-y-plane.

In this section a method belonging to the category of central weighted essentially non-
oscillatory (CWENO) schemes [9],[10] is presented, i.e. a central Godunov-type scheme,
which is used to solve the equations of the fluid model in this work. Such schemes are
designed for solving hyperbolic differential equations which are capable of developing non-
smooth states from smooth initial conditions, especially for the demanding case of a coexis-
tence of non-smooth fields and smooth regions exhibiting rich structures in one simulation.
A good overview can be found in [13].

The method presented here is a finite volume method. Such methods are suitable for
conservation laws as (4.5) as they permit for schemes that fully guarantee the conservation
properties. Beginning with the one dimensional case, the solution at a given point x 2
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respective spot. Here only equidistant cells are considered. Assuming one knows the exact
solution u(x, t) of some quantity u you get the approximation
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) the volume of the j-th cell. Solving the equation means determining the temporal
change of the ū
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Taking into account the definition of I
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Apart from the fact, that ū

j

is an averaged value there are no approximations (i.e. loss
of information) in equation (4.8) compared to equation (4.5). It can be seen, that the
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Figure 4.1: 2.5 Dimensional Yee Grid
Position of the electromagnetic and fluid fields within a single cell, according to [18]. The
components, that would lie outside the plane in the 3-dimensional case are simply projected
into the x-y-plane, which is equivalent under the assumption of perfect symmetry along the
z-axis.

loop on which the respective fields, that influence it, are placed.
This formulation is especially valuable in the context of boundary conditions, because these
can often be formulated well for the line integrals.

4.1.2 Timestep Restrictions

As shown in [16] the FDTD method requires a timestep that is limited by the CFL-condition

CFL = c

�t

�x

 1q
1 +

�
�x

�y

�2 . (4.4)

in the case of a 2-dimensional non-equally spaced grid. In the case �x = �y the right hand
side of (4.4) equals 1p

2
⇡ 0.71.

4.2 Central Weighted Essentially Non-Oscillatory Methods

The fluid equations are a system of non-linear hyperbolic partial differential equations of
the form

@

t

U(x, t) +r · F(U(x, t)) = b(U,x, t). (4.5)

In the case of b ⌘ 0 these equations describe conservation of the quantities U, otherwise
there are sources or sinks.
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Coupling FDTD- and CWENO Method
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is chosen.

This scheme can be implemented in an iterative way. This way you avoid carrying along
vast amounts of temporal data. In order to obtain v

n+1 only v

n has to be stored in memory:

v

0
= v

n

+

�t

6

f

�
v

n

, t

n

�
(4.31)
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v
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2�t
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f

⇣
3
2v

00 � 1
2v

n

, t

n

+

1
2�t

⌘
(4.33)

4.3 Coupling of FDTD- and CWENO-Method

In the previous sections methods suited to the properties of Maxwell’s equation and the
5- and 10-moment model have been presented at which the source terms, that couple the
underlying systems of equations have been regarded as constant in both cases. This practice
has to be substantiated and justified.

The underlying method, which is used to couple the two systems and their respective
schemes is referred to as Strang splitting. The basic idea is to divide a problem into smaller
parts, which are easier to handle, instead of solving the complete problem, which might be
hard to do. In order to obtain useful partitions of real problems, the occurence of an error
is accepted, i.e. the separated problem differs from the original one (in some cases a lossless
separation is possible, but this is usually only the case for relatively simple problems). In
the context of numerical methods this is no problem, because there is always some kind of
error due to the discretization anyway. Nevertheless it is important to make sure that the
error is sufficiently well behaved and under control.
In this section Strang splitting and general results with respect to it are presented before
this considerations are employed on the multifluid Maxwell model and the coupling of the
two methods described above.

Consider a Cauchy problem

@

t

y = f(y), y(t = 0) = y0, (4.34)

in which the operator f can be decomposed into two distinct operators:

f = f1 + f2

As a simplification suited to the actual problem that is considered below, let f1 be linear.
The Cauchy-Kowalevski theorem guarantees the existence of a unique solution to this prob-
lem in some neighbourhood of 0 for many physically relevant cases. Let �

⌧,f

(y0) be the
function, that maps (4.34) to its solution at the time t = ⌧ .
Now instead of solving (4.34) (i.e. getting �

⌧,f

(y0)) it might be advantageous to solve the
two problems

@

t

y = f1(y), y(t = 0) = y0 and @

t

y = f2(y), y(t = 0) = �

⌧,f1(y0) (4.35)
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Fluid: strongly stable TVD Runge Kutta (Shu-Osher 1988)

subcycling and interpolation



Ok, now we have a fluid code !

Let’s do Vlasov



Vlasov simulations

collisionless Plasma: Vlasov equation

�fk
�t

+ v ·⇤xfk +
qk

mk
(E + v ⇥ B) ·⇤vfk = 0

+ Maxwell, k = e, i

important: positive conservative scheme, semi-Lagrangian,
Boris, backsubstitution method
(Filbet, Sonnendrücker, Bertrand 2001)



Darwin-Approximation

CFL-condition too restrictive
=⇤ Darwin approximation

electric field split into longitudinal and transversal part

E = EL + ET mit ⌅ · ET = 0und ⌅⇥ EL = 0

Maxwell equations

⌅⇤ E = �⌅B
⌅t

⌅ · E =
⇥

⇤0

⌅⇤ B = µ0

�
⇤0

⌅E
⌅t

+ j

⇥
⌅ · B = 0



Darwin-Approximation

CFL-condition too restrictive
=⇤ Darwin approximation

electric field split into longitudinal and transversal part

E = EL + ET mit ⌅ · ET = 0und ⌅⇥ EL = 0

Maxwell equations

⌅⇤ ET = �⌅B
⌅t

⌅ · EL =
⇥

⇤0

⌅⇤ B = µ0

�
⇤0

⌅E
⌅t

+ j

⇥
⌅ · B = 0



Darwin-Approximation

CFL-condition too restrictive
=⇤ Darwin approximation

electric field split into longitudinal and transversal part

E = EL + ET mit ⌅ · ET = 0und ⌅⇥ EL = 0

Maxwell equations with Darwin approximation

⇧⇤ ET = �⌅B
⌅t

⇧ · EL =
⇥

⇤0

⇧⇤ B = µ0

�
⇤0

⌅EL

⌅t
+ j

⇥
⌅ ⇧ · B = 0

no timestep restriction by the speed of light, but 8 elliptic equations



Semi-Lagrangean scheme

Consider

The characteristics of this PDE are given by:

Denote the solution as

@

t

f + @

x

(v(t, x)f) = 0

dX

ds

(s) = v(s,X(s))

X(t) = x

X(s, t, x)

Since

df

ds

= 0 (r.h.s. of the PDE), we have

Z
x2

x1

f(t, x)dx =

Z
X(s,t,x2)

X(s,t,x1)
f(s, x)dx

With this we can update the cell-average of f in the ith cell:

Z
x

i+1
2

x

i� 1
2

f(tn+1
, x)dx =

Z
X(tn,tn+1

,x

i+1
2
)

X(tn,tn+1
,x

i� 1
2
)
f(tn, x)dx



Conservative semi-Lagrangian schemes

Let f̄n

i

denote the cell-average in the ith cell at time t

n.

f̄

n+1
i

= f̄

n

i

+ �
i� 1

2
� �

i+ 1
2

= f̄

n

i

+

Z
x

i� 1
2

X(tn,t

n+1
,x

i� 1
2
)
f(tn, x)dx�

Z
X(tn,t

n+1
,x

i+1
2
)

x

i+1
2

f(tn, x)dx

Strategy:

Follow the Characteristics ending at the cell borders backwards in time and find their
footpoint

Reconstruct the integral of f from the footpoint to the cell border

Update with f̄

n+1
i

= f̄

n

i

+ �
i� 1

2
� �

i+ 1
2

This will lead to a conservative scheme.

Martin Rieke (Ruhr-Uni Bochum) The PFC scheme February 22, 2013 5 / 8



The PFC scheme

Developed by Filbet, Sonnendrücker, Bertrand (JCP 2001)

PFC = Positive Flux-Conservative

Let’s consider the simple second-order scheme for positive velocities: Approximate the primitive
function of f in the interval [x

i� 1
2
, x

i+ 1
2
] (again, f̄

i

denotes the cell average):

F (x) =

Z
x

�1
f(x)dx

by

F̃ (x) = w

i�1 + (x� x

i� 1
2
)f̄

i

+
1

2
(x� x

i� 1
2
)(x� x

i+ 1
2
)
f̄

i+1 � f̄

i

�x

Now we can reconstruct f itself:

f̃(x) =
dF

dx
(x) = f̄

i

+ (x� x

i

)
f̄

i+1 � f̄

i

�x
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The PFC scheme

However this scheme can cause negative reconstructed f̃ . To avoid this, one can introduce a
slope-limiter ✏ to ensure that the reconstruction lies between 0 and f1:

✏

i

=

⇢
min(1; 2f̄

i

/(f̄
i+1 � f̄

i

)) if f̄
i+1 > f̄

i

min(1;�2(f1 � f̄

i

)/((f̄
i+1 � f̄

i

)) if f̄
i+1 < f̄

i

,

to obtain

f

h

(x) = f̄

i

+ ✏

i

(x� x

i

)
f̄

i+1 � f̄

i

�x

Let’s denote the distance from the footpoint of the characteristic to the cell-boundary by ↵.
Integrating f

h

then gives the flux through the boundary at x
i+ 1

2
:

�
i+ 1

2
=

Z
x

i+1
2

x

i+1
2
�↵

f

h

(x)dx

= ↵

⇣
f̄

i

+
✏

i

2

⇣
1�

↵

�x

⌘
(f̄

i+1 � f̄

i

)
⌘
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The PFC scheme

Some remarks:

This scheme can be extended to higher orders. We use the third order one.

A similar derivation produces the scheme for negative velocities.

The length of the characteristics can be arbitrarily large with only a minor change in the
derivation.

The accuracy in time depends only on how good the characteristics can be calculated.

Martin Rieke (Ruhr-Uni Bochum) The PFC scheme February 22, 2013 8 / 8



The Vlasov equation

@

t

f

s

+ v ·r
x

f

s

+

q

s

m

s

(E+ v ⇥B) ·r
v

f

s

= 0

We want to solve this PDE using a one-dimensional semi-Lagrangian scheme.
Why? Becase one-dimensional schemes can have fancy limiters, conservation-properties and
e�cient implementations that are di�cult to generalise to higher dimensions.
Remember: The Vlasov equation is a conservative, hyperbolic PDE in 6 dimension (plus time)

One way to do this is splitting.

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 24, 2013 2 / 13



Splitting

Consider @
t

f = Af + Bf , where A and B are linear operators (with no time dependance).

The formal solution to this is
f(t) = exp

�
(A+ B)t�f0

If A and B commute, we can also write:

f(t) = exp(Bt) exp(At)f0

This means we can just solve @

t

f = Af , use the result as an initial value for
@

t

f = Bf and still get the correct solution!

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 24, 2013 3 / 13



Godunov splitting

What happens when A and B do not commute?
Let’s look at the Zassenhaus formula (A variation on Baker-Campbell-Hausdor↵):

exp ((A+ B)t) = exp (Bt) exp (At) exp

✓
[A,B] t

2

2

◆
exp

�O(t

3
)

�

So now we have:
f(t) = exp(Bt) exp(At)f0 +O(t

2
)

We still get an approximate solution accurate to first order in time.
This is called Godunov splitting or Lie-Trotter splitting

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 24, 2013 4 / 13



Strang splitting

Can we do better?

A scheme accurate to second order in time is the Strang-Splitting:

f(t) = exp(Bt/2) exp(At) exp(Bt/2)f0 +O(t

3
)

By manipulating the Baker-Campbell-Hausdor↵ formula, splitting schemes of arbitrary order can
be constructed.

However, the Sheng-Suzuki theorem states that all splitting schemes better than second order will
have at least one negative exponent (i.e. negative time-steps).

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 24, 2013 5 / 13



Strang splitting and the Vlasov equation

We will now use Strang splitting on the Vlasov equation:

@

t

f

s

+ v ·r
x| {z }

A

f

s

+

q

s

m

s

(E+ v ⇥B) ·r
v

| {z }
B

f

s

= 0

f

s

(t

n+1
) = exp(Bt/2) exp(At) exp(Bt/2)f

s

(t

n

) +O(t

3
)

This means we update the velocity-part of f
s

over one half time-step,
then update the position-part over one full time-step,
then update the velocity-part again over one half time-step.

This is equivalent to the Leapfrog or Strömer-Verlet schemes in PIC simulations!

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 24, 2013 6 / 13



The position update

We want to solve
@

t

f

s

+ v ·r
x

f

s

= 0

Let’s rewrite this equation to

@

t

f

s

+ @

x

v

x

f

s

+ @

y

v

y

f

s

+ @

z

v

z

f

s

= 0

Since v is just a variable and does not depend on x, we can write this in a conservative form.
Now we have three linear operators that all commute!

We can just solve each step seperately and the solution is still exact. By using a conservative
numerical scheme, the conservation property of the Vlasov equation is kept.

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 27, 2013 7 / 13



The velocity update

The velocity part is not that easy.

@

t

f

s

+

q

s

m

s

(E+ v ⇥B) ·r
v

f

s

=

@

t

f

s

+

q

s

m

s

@

v

x

(E

x

+ v

y

B

z

� v

z

B

y

)f

s

+

q

s

m

s

@

v

y

(E

y

+ v

z

B

x

� v

x

B

z

)f

s

+

q

s

m

s

@

v

z

(E

z

+ v

x

B

y

� v

y

B

x

)f

s

= 0

We can still rewrite this in a conservative way, but the three operators do not commute because
of the velocity in the v ⇥B term.
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The velocity update

Can we use Strang splitting?

If we denote the individual operators by V
x

, V
y

, and V
z

we will have

f(t

n+1
) = exp(V

x

t/4) exp(V
y

t/2) exp(V
x

t/4)

⇥ exp(V
z

t)

⇥ exp(V
x

t/4) exp(V
y

t/2) exp(V
x

t/4)f(t

n

) +O(t

3
)

This means 7 steps for the velocity update and we have a numerically preferred direction.
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Backsubstitution

What we really want is:

Just one step per operator

No splitting error in time

So let’s revisit what the semi-Lagrangian scheme does (for simplicity in 2D).
A full two-dimensional scheme would transport the value of f along the black characteristic.

Martin Rieke (Ruhr-Uni Bochum) Splitting and Backsubstitution February 27, 2013 10 / 13

Equations of motion:

d

dt
mv = q(E+ v ⇥B)

d

dt
x = v

looks implicit

leap-frog

vn+1/2 � vn�1/2

�t
=

q

m

✓
En +

1

2
(vn+1/2 + vn�1/2)⇥Bn

◆



Solution: Boris (1970)                                 explicit

vn�1/2 = v� � qEn

m

�t

2

vn+1/2 = v+ +
qEn

m

�t

2
v+ � v�

�t
=

q

2m
(v+ + v�)⇥B

v� = vn�1/2 +
q�tEn

2m
v0 = v� + v� ⇥ tn

v+ = v� + v0 ⇥ 2tn

1 + tn · tn

vn+1/2 = v+ +
q�tEn

2m

with tn =
q�tBn

2m



So let’s revisit what the semi-Lagrangian scheme does (for simplicity in 2D).
A full two-dimensional scheme would transport the value of f along the black characteristic.

H. Schmitz, R. Grauer / Computer Physics Communications 175 (2006) 86–92 89

Fig. 3. Schematic diagram of the first step of integration of the characteristics
using the backsubstitution algorithm. The distribution function is shifted in the
vx -direction from the source point S(1) of the characteristic to the grid point G.
Gray lines show corresponding characteristics in the other cells. The dashed
line is the characteristic ending on G which is important in the second step.

above drawbacks. Here we will present first the general idea of
this backsubstitution method and then write down the equations
for the general system described above.

Suppose we are given a one dimensional integration scheme
for the transport equation (2). To create a scheme for the in-
tegration of the three-dimensional velocity space there is no
other choice but to split the full three-dimensional problem into
a number of one-dimensional substeps. For each of these sub-
steps the characteristics will be calculated and then projected
onto the direction of the advection step. We still have the free-
dom, which characteristics to integrate and in which order to
integrate them.

To start with, let us again consider the standard case de-
scribed in the last section. Our aim is to formulate a splitting
scheme in which the characteristics are integrated exactly, and
which uses the minimum number of integration steps. Since we
can ignore the vz-direction, this means we want only two inte-
gration steps, one for vx , and one for vy .

The distribution function is first shifted in the vx , and then
in the vy -direction. Fig. 3 illustrates the first step while Fig. 4
illustrates the second step. Both shifts together should trans-
port the value of the distribution function from a source point
S = (Sx, Sy) of a characteristic to its destination point D =
(Dx,Dy) with S = X(t − !t, t,D). Here the indices x, y, and
z are used to denote the velocity components vx , vy , and vz.
This means that we aim to find a scheme such that

(17)f new(Dx,Dy) = f old(Sx, Sy).

In the first step the shift in vx has to transport f from S to an
intermediate point (Dx,Sy). In the semi-Lagrangian schemes
which we are considering here, the characteristics are integrated
backward from the grid points. This implies that in the first
step (1) the grid point G has to coincide with the intermediate

Fig. 4. Schematic diagram of the second step of integration of the characteris-
tics using the backsubstitution algorithm. The distribution function is shifted in
the vy -direction from the intermediate point to the destination point G of the
characteristic. Gray lines show corresponding characteristics in the other cells.

point G = (D
(1)
x , S

(1)
y ), or equivalently S(1) = (S

(1)
x ,Gy) and

D(1) = (Gx,D
(1)
y ). We have displayed these characteristics in

Fig. 3. In this way the distribution function has been shifted
along vx according to

(18)f inter(Gx,Gy) = f old(S(1)
x ,Gy

)
.

Given a sufficiently smooth behavior of the characteristics we
can assume that the interpolation scheme causes all other points
of the distribution function to be shifted accordingly. This is
particularly true for the characteristic that ends in the grid
point G (dashed line in Fig. 3). This characteristic will be im-
portant in the following step.

In the second step (Fig. 4) we, therefore, need to choose the
characteristic that ends in G. Then the source point S(2) is given
by S(2) = X(t − !t, t,G). The shift is performed in the vy -di-
rection so that

(19)f new(Gx,Gy) = f inter(Gx,S
(2)
y

)
.

Since in the first step we had (assuming again correct interpo-
lation)

(20)f inter(Gx,S
(2)
y

)
= f old(S(2)

x , S(2)
y

)
,

we finally have

(21)f new(Gx,Gy) = f old(S(2)
x , S(2)

y

)
.

We now use this motivation to write down a general scheme
for three-dimensional velocity space. For every grid point G

we perform the integration in three one-dimensional substeps,
one for each component vx, vy, vz. For each integration a source
coordinate S

(1)
x , S(2)

y , and S
(3)
z is calculated from a characteristic

which does not necessarily pass through G. To find S
(1)
x for the

vx -integration we demand

(22)Gx = D(1)
x ,

fnew(D
x

, D
y

) = fold(S
x

, S
y

)

Splitting:

would like to have:

f inter(G
x

, G
y

) = fold(S(1)
x

, G
y

)

fnew(G
x

, G
y

) = f inter(G
x

, S(2)
y

)

assuming correct interpolation f inter(G
x

, S(2)
y

) = fold(S(2)
x

, S(2)
y

)

fnew(G
x

, G
y

) = fold(S(2)
x

, S(2)
y

) X=)

fold is lossed, only have f inter



Backsubstitution for the velocity update

The characteristics for the velocity update can be calculated by the Boris scheme. Define

k =

�t

2

q

s

m

s

B s =

2k

1 + k

2

Now the backward in time Boris scheme is given by:

v

+
= v

n+1 � �t

2

q

s

m

s

E

˜

v = v

+ � v

+ ⇥ k

v

�
= v

+ � ˜

v ⇥ s

v

n

= v

� � �t

2

q

s

m

s

E

This formula has to be brought into this form:

v

n

x

= v

n

x

(v

n+1
x

, v

n

y

, v

n

z

)

v

n

y

= v

n

y

(v

n+1
x

, v

n+1
y

, v

n

z

)

v

n

z

= v

n

z

(v

n+1
x

, v

n+1
y

, v

n+1
z

)
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Backsubstitution for the velocity update

v

n

x

= v

n

x

(v

n+1
x

, v

n

y

, v

n

z

) (1)

v

n

y

= v

n

y

(v

n+1
x

, v

n+1
y

, v

n

z

) (2)

v

n

z

= v

n

z

(v

n+1
x

, v

n+1
y

, v

n+1
z

) (3)

The last equation (3) is given simply by the z-component of Boris’ scheme.
To find (2) we solve (3) for vn+1

z

and substitute this into the y-component of Boris’ scheme.
Equation (1) can be found by using the x-component of the forward in time Boris scheme and
solving for vn

x

.
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Example: magnetic reconnection with DSDV I

Electron out of plane current

Electron distribution function



New Code: DSDV II (Martin Rieke)

‣full Maxwell Solver
‣parallel CUDA 



The DaVinci-cluster at the Ruhr-Universität 
Bochum consists of 17 nodes with a total of 

‣16320 cores and 272 GB RAM on GPUs 
   (68~NVidia Tesla S1070 cards with  
    240 cores and 4 GB RAM each)
‣136 respectively 272 (with HT) cores and 
  408 GB on CPUs (34 Xeon E5530 Quad Core CPUs 
  (2.4 GHz) with 8 cores respectively 16 cores  
  (with HT) and 12~GB RAM each)

Hardware and CUDA performance

system resolution duration of run

CPUs (Schmitz, Grauer) 256⇥ 128⇥ 30

3 ⇠ 150 h

GPUs (this work) 256⇥ 128⇥ 32

3 ⇠ 8 h

Comparison of the time necessary to simulate one quarter

of the GEM setup until t = 40⌦

�1
i .



Basic idea

0 1 2 3

4 5 6 7

8 9 10 11

12 13 14 15

Vlasov

Multifluidx

y

Domain is subdivided into
mostly autonomous blocks

In each block, one physical
model is applied

Communication via exchange of
boundary conditions

T. Trost, M. Rieke (tp1 - RUB) Coupling of di↵erent plasma models 2013/06/18 18 / 24

GPUs

Parallelization: space-filling Hilbert-curve



Fitting moments

kinetic region ! fluid region:

Calculating moments via simple
integration

fluid region ! kinetic region:

Lack of su�cient information

Extrapolation of shape of pdf
into outer region

Fitting of moments by advection
step with suitable velocity field
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Ion Sound Waves



First Results

kinetic

fluid

fluid

GEM challenge (reconnection)

kinetic fluid

ion hole

T. Trost, M. Rieke (tp1 - RUB) Coupling of di↵erent plasma models 2013/06/18 22 / 24



Where is fluid and where is the kinetic region ?



Issues and ToDo’s

numerical errors act differently in fluid and kinetic codes:

numerical dissipation in Vlasov leads to heating

numerical dissipation in fluid     leads to cooling

Strategy:

errors are “smaller” in fluid than in Vlasov, thus

‣ in the kinetic region solve fluid equations with heat flux Q from Vlasov 
if there were no numerical errors: fluid = Vlasov
‣ trust fluid  

adjust distribution function with the fluid moments

Example: Whistler wave (Daldorff, Toth, Gombosi, Lapenta, Amaya, Markidis,Brackbill JCP 2014)





Adaptive Multiphysics Simulations

Criterion

Consider 1D:
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Issues and ToDo’s

‣other models (Landau fluid?)
‣better subcycling
‣3D
‣Newton challenge
‣shocks
‣MHD



2D Simulations: GEM Setup

5.1 Geospace Environment Modeling Problem 5 SETUP AND SIMULATIONS

For the 10-moment model the initial conditions read
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Herein, the perturbation terms are marked in red, while the other terms describe an equi-
librium configuration.
Note that it is necessary to have an unisotropic temperature for an equilibrium solution in
the presence of a non-vanishing background density. For the 10-moment model, right from
the definition (3.15) the following profile can be obtained:
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where T

s

is the isotropic scalar equilibrium temperatur that remains for the case n1 = 0.

5.1.3 Parameters and their Impact

In accordance to [2] the following parameters are chosen in the implementation of (5.1) and
(5.2):
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This means:
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5.2 Simulations 5 SETUP AND SIMULATIONS

B0 is simply the magnitude of the magnetic field and determines how steep the gradient of
B

x

is at the sheet. Thus it also implies the initial magnitude of the current that is necessary
to keep the system in an equilibrium and the thermal pressure that balances the magnetic
pressure.
The magnitude of the perturbation �0 is chosen in a way, that the initial magnetic island’s
width is of the same order as that of the current sheet. As pointed out in [2] the perturbation
is rather large, but directly drives the configuration into the nonlinear reconnection process,
thus saving simulation time and circumventing the phase, in which the tearing mode grows
linearly and strongly depends on the electron physics. This is avoided, because it is the
independence of the reconnection rate from the electron mechanisms in the later stage that
should be investigated in the GEM challenge [? ].

The background density n0n1 is important because of the sensitivity of the simulation to
small densities, which was discussed above. Nevertheless, as pointed out for example in [?
] the amplitude of this density has a serious impact on the results and therefore needs to
be kept in mind in the interpretation of the results.

The basic length scales that are implied by the parameters are �, which corresponds to the
sheet width and L

x

respectively L

y

as a kind of global length scale. Defining the borders
of the sheet as the lines, where the current’s magnitude is half of its maximum value, the
sheet width can be estimated as 2�.

Name Expression Electrons Ions

thermal velocity vth,s =
p
2T0,s

q
m
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2.0 0.91

plasma frequency !p,s = c

q
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Larmor radius r

s

=

p
2T0,s

q
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s
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1
B0

0.082 0.91

Debye length �D,s
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1
c

q
T0,s

n0,s
0.014 0.032

skin depth/inertial length �

s

=

q
m

s

m

i

1p
n0,s

0.2 1

Table 5.1: Plasma Regime in GEM Problem
List of relevant plasma parameters in SI-units and in non-dimenzionalized form. If there are
species specific quantities involved the respective parameters are marked with a subscript
s.

5.2 Simulations

In Table 5.2 an overview of the simulations that were carried out is given.
The focus of the subsequent analysis lies on 5m-2048, because this 5-moment based simula-
tion exhibits the highest resolution and is thus expected to give the most useful results. The
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Parameters:
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226 Cells 
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225 Cells/GPU
226 Cells/GPU
227 Cells/GPU
228 Cells/GPU
229 Cells/GPU
230 Cells/GPU
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Vision and advertisement: Tensor Networks
Katharina Kormann 
A Semi-Lagrangian Vlasov Solver in Tensor Train Format 
SIAM J. Sci. Comput., 37(4), B613–B632
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tensor networks

tensor trains, 
hierarchical Tucker
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2D: singular value decomposition SVD

!"×$ = %"×" Σ"×$ ('()$×$

diagonal

orthogonal matrix



2D: singular value decomposition SVD

!"×$ = %"×)* Σ)*×)+ ('())+×$

diagonal

orthogonal matrix

only few singular values )* ≪ " , )+ ≪ $



tensors: example 4D

!-*×-+×-.×-/ ⟶ !-*⋅-+×-.⋅-/ = %-.-/×)./
./ %-*-+×)*+

*+ 2)./×)*+
*+./

! = (%./ ⊗ %*+)2*+./

%*+ = (%+ ⊗ %*)2*+ %./ = (%/ ⊗ %.)2./

! = (%/ ⊗ %. × %+ ⊗ %*)(2./ × 2*+)2*+./



hierarchical Tucker HT tensor train TT

3.4 Tensor network diagrams
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Figure 3.6: Tensor network diagrams representing (i) a vector, (ii) a matrix, (iii) a
matrix-matrix multiplication, (iv) a tensor in Tucker decomposition, and
(v) a tensor in HTD.

3.4 Tensor network diagrams

In the following, we briefly introduce the concept of tensor network diagrams [35, 36].
These will be convenient for the description of algorithms for the contraction of tensors
in HTD in Section 3.5. Each node in the diagram represents a tensor and each edge
of a node represents a mode of that tensor. An edge connecting two nodes indicates a
contraction of the respective tensors in the associated pair of modes. As an example of
the contraction of two tensors, consider X 2 Cn

1

⇥k and Y 2 Cn
2

⇥n
3

⇥k. The contraction
of X and Y in modes 2 and 3, respectively, results in the tensor Z 2 Cn

1

⇥n
2

⇥n
3 ,

Zi
1

,i
2

,i
3

=
kX

j=1

Xi
1

,jYi
2

,i
3

,j .

A more detailed description of the contraction of two tensors is given in Section 3.5.
A tensor network representing Z would consist of two nodes representing X and Y,
respectively, connected by one edge.

In contrast to a graph, in tensor network diagrams an edge need not connect two nodes,
but may be connected to only one node. Each such dangling edge corresponds to a mode
that is not contracted and, hence, the order of the represented tensor is given by the
number of dangling edges. Thus in our example above, the nodes representing X and Y
have 1 resp. 2 dangling nodes. Moreover, a tensor network may not contain any loops,
i.e. any edges connecting a node with itself. Some examples of tensor network diagrams
are given in Figure 3.6. Note that we only indicate the precise mode(s) belonging to an
edge when necessary. Except for the CP decomposition, all the tensor decompositions
introduced in this thesis (i.e. Tucker, HTD, TT) can be represented as tensor networks.

If a tensor network is a tree, i.e. if it does not contain any cycles, each of its edges
splits the modes of the represented tensor X 2 Cn

1

⇥n
2

⇥···⇥n
d into two groups, t and
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3 Hierarchical Tucker Decomposition

Figure 3.7: Di↵erent dimension trees with same underlying tensor network. The leaf
matrices are left out for clarity of presentation.

Order 3:

Order 4:

Order 5:

Order 6:

Order 7:

Order 8:

Figure 3.8: Possible tensor networks for tensors in HTD of order 3 to 8. The leaf matrices
are left out for clarity.

tc = {1, . . . , d} \ t. Thus, this edge is directly related to the matricization of the tensor
X(t). Specifically, we can write X(t) = UtV T

t , where Ut and Vt are matricizations of
the tensors corresponding to the two tree tensor networks that remain when edge t is
removed. If, in such a tree tensor network, all nodes have degree 3 or less, it corresponds
to an HTD of the represented tensor. Di↵erent dimension trees can be chosen for a given
tensor network, as illustrated in Figure 3.7; the set H-Tucker

�
(kt)t2T

�
is equivalent for

all dimension trees T that are related to the same tree tensor network. In the htucker

toolbox, the dimension tree can be changed while the underlying tensor network stays
the same, using the commands change root and change dimtree.

All possible underlying tensor networks for a tensor in HTD of order 3 to 8 are shown
in Figure 3.8. For order 9, there are 7 such tensor networks, and for order 10 there are
11. The Tensor Train (TT) format, proposed by Oseledets in [62], can be interpreted as
a special case of the HTD, where all nodes of the underlying tensor network are aligned
and where, moreover, the leaf matrices are assumed to be identities (and thus need not
be stored). An advantage of the TT format is the simpler implementation, as no binary
tree need be involved.

For certain applications from computational quantum mechanics, it has been observed
that the ranks increase rapidly with the order of the tensor, for any choice of tensor
network that is a tree. For such situations, the multi-scale entanglement renormalization
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Lot’s of things to do

Thank you
Rieke M, Trost T, Grauer R.  
Coupled Vlasov and two-fluid codes on GPUs.  
Journal of Computational Physics 283 (2015) 436–452

Lautenbach  S., Grauer R.  
Multiphysics simulations of collisionless plasmas  
arXiv:1805.05698 (2018)

Now: not parallel, electrostatic with constant guide field

Master Student Florian Allmann-Rahn: parallelization with domain decomposition
in his Phd: generalisation to Maxwell


