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Abstract

We study Hardy spaces on C1 and Lipschitz domains in Riemannian manifolds.
Hardy spaces, originally introduced in 1920 in complex analysis setting, are in-
valuable tool in harmonic analysis. For this reason these spaces have been studied
extensively by many authors.

Our main result is an equivalence theorem proving that the definition of Hardy
spaces by conjugate harmonic functions is equivalent to the atomic definition of
these spaces. We establish this theorem in any dimension if the domain is C1, in
case of a Lipschitz domain the result holds if dim M ≤ 3. The remaining cases
for Lipschitz domains remain open. This result is a nontrivial generalization of flat
(Rn) equivalence theorems due to Fefferman, Stein, Dahlberg and others.

The material presented here required to develop potential theory approach for
C1 domains on Riemannian manifolds in the spirit of earlier works by Fabes, Jodeit
and Rivière and recent results by Mitrea and Taylor. In particular, the first part
of this work is of interest in itself, since we consider the boundary value problems
for the Laplace-Beltrami operator. We prove that both Dirichlet and Neumann
problem for Laplace-Beltrami equation are solvable for any given boundary data
in Lp(∂Ω), where 1 < p < ∞. Same remains true in Hardy spaces ~

p(∂Ω) for
(n− 1)/n < p ≤ 1.

In the whole work we work with Riemannian metric g with smallest possible
regularity. In particular, mentioned results for the Laplace-Beltrami equation re-
quire Hölder class regularity of the metric tensor; the equivalence theorem requires
g in C1,1.
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CHAPTER 0

Introduction

The concept of Hardy spaces arose between 1910-20 in the context of Fourier
series and complex analysis in one variable. The important feature of the Hardy
spaces is that they naturally extend the interpolation scale of the Lp spaces, 1 <
p < ∞ to all p > 0. Classically, the theory works only in one complex variable, as
the attempts to extend the Hardy spaces to several complex variables ran into a
lot of trouble. For a long time this had blocked all attempts to extend the deeper
properties of Hardy spaces to several variables.

Around 1960 Elias Stein and Guido Weiss [28] realized that the several complex
variables was a narrow generalization of Hardy spaces for the purposes of Fourier
analysis. Their idea was very simple, yet completely changed the subject. They
realized that the important feature of an analytic function of one complex variable is
that both its real and imaginary parts are harmonic functions. In several variables,
the gradient of a harmonic function is a system (u1, u2, . . . , un) of functions on R

n

that satisfies the Stein-Weiss Cauchy-Riemann equations

∂uj
∂xk

=
∂uk
∂xj

,
∑

k

∂uk
∂xk

= 0.

This idea led to the development of Hardy spaces on R
n. Hardy spaces at-

tracted the interest of many mathematicians and become a centerpiece of harmonic
analysis. The reason for this success is clear, these spaces are extremely useful tool
for studying various problems in harmonic analysis, partial differential equations,
and probability.

The ‘hallmark’ property of Hardy spaces is the multiplicity of definitions. On
R
n several definitions of Hardy spaces can be given which are equivalent and there-

fore can be used interchangeably. It was Charles Fefferman and Elias Stein who first
discovered this feature in [17] and used it to prove that singular integral operators
are bounded on Hardy spaces for all p > 0.

The usefulness of having several equivalent definitions cannot be overempha-
sized. Different mathematical problems requires different approaches and the fact
that one can use the most convenient definition in the appropriate setting makes
work much easier.

In particular, as presented in [26], the Hardy spaces ~
p(Rn) can be defined

in terms of atoms; via harmonic functions in the upper half space R
n+1
+ using a

certain maximal function and finally, for (n−1)/n < p ≤ 1 also using the conjugate

harmonic functions in R
n+1
+ .

The success of Hardy spaces on R
n led to several successful attempts to gen-

eralize this concept further. For example, Fabes and Kenig in [15] introduced the
Hardy space ~

1 on a boundary of a C1 domain in R
n and established an equivalence
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2 0. INTRODUCTION

theorem in this setting. Namely, they proved the equivalence between atomic and
maximal function definitions.

The settings where Hardy spaces can be defined can be extended further.
Namely given any n-dimensional compact Riemannian manifold M and an open
subset Ω on M with Lipschitz boundary, we can without complication modify the
atomic definition of Hardy spaces from R

n and define the Hardy space ~
p on the

boundary of the set Ω (cf. Chapter 1 of this work).
The natural and important question arises - whether the other two characteri-

zations of the Hardy space can also be modified and whether they yield the same
space.

The main goal of this work is to provide an answer to this question. Namely,
in the main result we show that the definition using conjugate harmonic functions
adapted to our setting is equivalent to the atomic definition provided the metric
tensor on M is of class C1,1 and the boundary ∂Ω is C1. If dim M ≤ 3 we have
this result even for Lipschitz domains.

This result for the standard Laplacian on R
n was obtained by Dahlberg in [7].

He also asked what happen for n ≥ 4 for Lipschitz domains (cf. problem #2 in
[7]). This question remains open.

At this point it is important to say that our results on manifolds are not a
straightforward generalization of the flat R

n case. Two major obstacles hamper
such approach.

The first problem is the basic nature of a Riemannian manifold - the existence
of a curvature. In contrast, the flatness of R

n give rise to important features of
harmonic functions which cannot be observed in the presence of nonzero curvature.
In particular, for a harmonic function u on R

n, the function |∇u|q is subharmonic
(i.e. ∆(|∇u|q) ≥ 0) for any q ≥ (n− 1)/n. It is straightforward to check that this
is not true for harmonic functions on manifolds. Hence a different approach has to
be developed, using weaker notions transferable to manifolds.

The second obstacle was to develop further the techniques of boundary layer
potentials on C1 domains in Riemannian manifolds.

The boundary layer techniques have been successful in the treatment of the
Laplace equation and certain other constant coefficient elliptic partial differential
equations on C1 and Lipschitz domains in Euclidean space. The first successful
result in this direction for the Dirichlet problem for the classical flat Laplacian was
in the paper by Dahlberg [6]. The idea of the paper was to use certain estimates
on the harmonic measure. The breakthrough for the C1 domains followed in the
paper by Fabes, Jodeit and Rivère [14] who showed the solvability of the Laplace
boundary problem in Lp, 1 < p < ∞ for both Neumann and Dirichlet problem, as
well as the Dirichlet regularity problem, i.e., with boundary data in the Sobolev
space H1,p.

Finally, the question whether similar results can be obtained for a Lipschitz
boundary was affirmatively answered for flat Laplacian and restricted range of p
by Dahlberg and Kenig in [10] and Verchota in [30]. Related questions for the
system of elastostatics on Lipschitz domains were considered by Dahlberg, Kenig
and Verchota in [11]; the Stokes system on Lipschitz domains is considered in [16]
by Fabes, Kenig and Verchota. Of interest is also work by M. Mitrea, D. Mitrea
and Pipher [20] on vector potential theory on nonsmooth domains in R

3.
Recently, a very successful approach generalizing these techniques to the Lapla-

ce-Beltrami equation on Riemannian manifolds for Lipschitz domains has appeared
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in [22], [23] and [24] by M. Mitrea and M. Taylor. In [25] the authors also stated
several results about the solvability of the Laplace-Beltrami equation in Lp, 1 <
p <∞ and in the Besov spaces for Ω with C1 boundary.

In this work we develop approach for C1 domains similar to the work [14] by
Fabes, Jodeit and Riviere. We are particularly interested in the optimal range of
p for which solvability and regularity of the solution of Laplace-Beltrami equation
in Lp and Hardy spaces ~

p with Dirichlet and Neumann boundary data can be
established. For the sake of completeness of the exposition we also state the results
(obtained by different techniques) from [25] for Lp, 1 < p <∞. The results for the
Hardy spaces are new.

Let us mention one somewhat unexpected impact of this work. In Appendix
B we introduce a Banach space D0,p. We originally introduced this space mainly
for technical reasons to prove one particular result necessary for the main exposi-
tion. However, as we discovered in our subsequent works [12], [13], which consider
semilinear elliptic problem for Lipschitz domains on Riemannian manifolds, the
usefulness of this space does not end there. In some instances it can be success-
fully used instead of the Sobolev space Hs,p(Ω), when the use of Sobolev space is
inconvenient or impossible.

To bring this introduction to an end, we briefly describe the organization of
this paper. In Chapter 1 we give basic definitions and state results necessary for
our work that can be found in the literature, Chapters 2 and 5 are devoted to the
question of compactness of layer potential on C1 domains. In Chapters 3, 4 and 5
we present solvability of the Dirichlet, Neumann and Dirichet regularity problem
for C1 domains in Riemannian manifolds, respectively. These results are of interest
in themselves and therefore we spend considerable space to present them. Finally,
the main result on equivalence of definitions of the Hardy space is presented in
Chapter 6. The work also has two appendices containing material outside the main
flow of the exposition. Appendix A presents various results on variable coefficient
Cauchy integrals and Appendix B contains material on the actions of the operator
(∆ − V )−1 on functions from the space D0,p already mentioned above.

Acknowledgments. Presented material is an outgrowth of my Ph.D. dissertation
that I wrote as a student of Michael Taylor at the University of North Carolina at
Chapel Hill. I am very grateful to him for his guidance and support to me while
working on my thesis. His knowledge and deep insight helped me to sharpen my
arguments and avoid many embarrassing mistakes.

I have had the good fortune to benefit from conversations with Alan McIntosh
from Australian National University and Marius Mitrea from University of Missouri
at Columbia. I want to thank them for answering my emails with questions and
helping me to overcome certain obstacles I came across. Their contribution is
acknowledged at appropriate places.

Finally, I would also like to thank the anonymous referee and the editor William
Beckner for their valuable suggestions that improved overall organization of this
paper.



CHAPTER 1

Background and Definitions

1.1. Notation, terminology and known results

We recall the setting of the papers [22], [23] and [24], which is used throughout
this work. Let M be a smooth, compact Riemannian manifold, of real dimension
dim M = n, with a Riemannian metric tensor, which is assumed to be of Hölder
class Cα. (For some results we will have to assume higher regularity of the metric
tensor.) That is, M is covered by local coordinate charts with the components gjk
of the metric tensor being of Hölder class Cα. The Laplace-Beltrami operator on
M is defined by

(1.1) ∆ : H1,p(M) → H−1,p(M), (∆u, v)
def
= −

∫

M

〈du, dv〉 dVol,

where Hs,p, s ∈ R, p ∈ (1,∞), denotes the usual class of Lp Sobolev spaces on M .
Here, the metric tensor determines the pointwise inner product on T ∗

xM and the
volume element dVol. In local coordinates

(1.2) ∆u = g−1/2∂j(g
jkg1/2∂ku).

Here we use the summation convention, take (gjk) to be inverse matrix to (gjk)
and set g = det(gjk). For V ∈ L∞(M) we introduce the second order, elliptic
differential operator

(1.3) L = ∆ − V.

We assume V ≥ 0 on M and also V > 0 on a set of positive measure in each
connected component of M \ Ω. Here Ω ⊂ M is assumed to be open, connected
and with C1 boundary.

Our goal is to use boundary layer methods in the treatment of the Dirichlet
boundary problem

(1.4) Lu = 0 in Ω, u
∣∣
∂Ω

= f ∈ Lp(∂Ω),

and the Neumann boundary problem

(1.5) Lu = 0 in Ω, ∂νu
∣∣
∂Ω

= g ∈ Lp(∂Ω).

Here ∂ν = ∂/∂ν is the normal derivative on ∂Ω. Here and hereafter, all boundary
traces are taken in the nontangential limit sense, i.e., given a function u defined
and continuous on Ω, set

(1.6) u
∣∣
∂Ω

(x)
def
= lim

y→x
y∈γ(x)

u(y), x ∈ ∂Ω,

4



1.1. NOTATION, TERMINOLOGY AND KNOWN RESULTS 5

when this limit exists. In (1.6) γ(x) ⊂ Ω is a nontangential approach region with
“vertex” at x; cf. [22] for more details. Furthermore,

(1.7) ∂νu
∣∣
∂Ω

(x)
def
= 〈ν, du

∣∣
∂Ω

〉,

where ν ∈ T ∗(M) is the (outward) unit normal to ∂Ω.
Now using the approach in [22] under our hypothesis on V , the operator

(1.8) L : H−1,p(M) → H1,p(M)

is an isomorphism, for each p ∈ (1,∞). Denote by E(x, y) the integral kernel of
L−1, so

(1.9) L−1u(x) =

∫

M

E(x, y)u(y) dVol(y), x ∈M.

For a function f : ∂Ω → R define the single layer potential

(1.10) Sf(x) =

∫

∂Ω

E(x, y)f(y) dσ(y), x /∈ ∂Ω,

where dσ is the natural area element on ∂Ω. Similarly, we define the double layer
potential by

(1.11) Df(x) =

∫

∂Ω

∂E

∂νy
(x, y)f(y) dσ(y), x /∈ ∂Ω.

The following results on the behavior of these potentials were demonstrated in [22],
extending previously known results for the flat Euclidean case.

Define Ω+ = Ω and Ω− = M \ Ω, note that Ω± are C1 domains. Given
f ∈ Lp(∂Ω), 1 < p <∞ we have, for a.e. x ∈ ∂Ω,

(1.12) Sf
∣∣
∂Ω+

(x) = Sf
∣∣
∂Ω−

(x) = Sf(x),

and

(1.13) Df(x)
∣∣
∂Ω±

(x) = (± 1
2I +K)f(x),

where for a.e. x ∈ ∂Ω

Sf(x) =

∫

∂Ω

E(x, y)f(y) dσ(y),

Kf(x) = P.V.

∫

∂Ω

∂E

∂νy
(x, y)f(y) dσ(y).(1.14)

Here P.V.
∫
∂Ω

indicates that the integral is taken in the principal value sense. More
concretely for a fixed smooth background metric which induces a distance function
on M we can talk about balls on ∂Ω. P.V.

∫
∂Ω

is defined in the sense of removing
such small geodesic ball around the point x ∈ ∂Ω and then passing to the limit.
Furthermore for a.e. x ∈ ∂Ω

(1.15) ∂νSf
∣∣
∂Ω±

(x) = (∓ 1
2I +K∗)f(x),

where K∗ is the formal adjoint of K. Moreover, the operators

(1.16) K,K∗ : Lp(∂Ω) → Lp(∂Ω), 1 < p <∞,
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and

(1.17) S : Lp(∂Ω) → H1,p(∂Ω), 1 < p <∞,

are bounded and we have nontangential maximal function estimates

(1.18) ‖(∇Sf)∗‖Lp(∂Ω) ≤ Cp‖f‖Lp(∂Ω), ‖(Df)∗‖Lp(∂Ω) ≤ Cp‖f‖Lp(∂Ω),

for 1 < p < ∞. Here and hereafter, if u is defined on Ω then u∗ will denote the
nontangential maximal function of u, defined at the boundary points by

(1.19) u∗(x) = sup{|u(y)| : y ∈ γ(x)}, x ∈ ∂Ω.

The major difference between the treatment in the Lipschitz and the C1 case is
that in the C1 case operators K,K∗ : Lp(∂Ω) → Lp(∂Ω) are compact for p ∈ (1,∞)
and hence the operators

(1.20) ± 1
2I +K,± 1

2I +K∗ : Lp(∂Ω) → Lp(∂Ω)

are Fredholm in this range of p. In the Lipschitz case establishing the Fredholm-
ness of these operators is a major obstacle which reduces the range of p in which
solvability of (1.4) and (1.5) can be established.

In order to establish compactness of the operators K,K∗ we need to understand
the structure of the singularity in the kernel E(x, y) of L−1 along the diagonal. The
main result of [24] in this direction is the decomposition of this kernel as

(1.21) E(x, y) = g(y)−1/2 {e0(x− y, y) + e1(x, y)} ,
where:

(1.22) e0(x− y, y) = Cn

(∑
gjk(y)(xj − yj)(xk − yk)

)−(n−2)/2

.

Here Cn is a suitable constant and the residual term e1(x, y) satisfies

|e1(x, y)| ≤ Cε|x− y|−(n−2−α+ε),

|∇xe1(x, y)| ≤ Cε|x− y|−(n−1−α+ε),(1.23)

where α is the Hölder coefficient of continuity of the metric tensor g and ε > 0.

1.2. Hardy spaces and layer potentials

To bring this chapter to an end, we discuss several definitions which are of
importance to us. By ~

p(∂Ω) we mean the localization of the atomic Hardy space
~
p
at(∂Ω). We recall that a function f ∈ L∞(∂Ω) is an p-atom for (n− 1)/n < p ≤ 1

if

(1.24) supp f ⊂ Br(x0) ∩ ∂Ω

for some x0 ∈ ∂Ω, r ∈ (0,diam Ω], and

(1.25) ‖f‖L∞(∂Ω) ≤
1

r(n−1)/p
,

∫

∂Ω

f dσ = 0.

Then g ∈ Lp(∂Ω) is said to belong to ~
p
at(∂Ω) provided it can be written in the

form

(1.26) g =
∑

ν≥1

aνfν , fν an p-atom,
∑

ν≥1

|aν |p <∞.
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There is a “norm” defined by

(1.27) ‖g‖~
p
at(∂Ω) = inf



(
∑

ν≥1

|aν |p)1/p : g =
∑

ν≥1

aνfν , fν a p-atom



 .

Then we can set

(1.28) ~
p(∂Ω)

def
= ~

p
at(∂Ω) + C = ~

p
at(∂Ω) + Lq(∂Ω), ∀q ∈ (1,∞],

where C consists of functions on ∂Ω that are constant on each connected component
of ∂Ω. Under f 7→ ϕf this space is a module over Cr(∂Ω), for any r > (n−1)(p−1−
1). If (n− 1)/n < p < 1 then ~

p(∂Ω) is only a quasi-Banach space and its dual is

(1.29) (~p(∂Ω))∗ = Cα(∂Ω) for α = (n− 1)(p−1 − 1).

As usual, by Cα we denoted the space of Hölder continuous functions on ∂Ω. The
dual of the Banach space ~

1(∂Ω) is bmo(∂Ω).
Now we can briefly discuss layer potentials on ~

p(∂Ω), (n − 1)/n < p ≤ 1
following the supplement B of [23]. Using the decomposition (1.21) of the kernel
E(x, y) we can apply Proposition A.8. of the appendix on the ∇xe0(x − y, y),
provided the Hölder coefficient α is bigger than (n − 1)(p−1 − 1). Also e1(x, y)
satisfies (1.23) hence using analysis similar to (B.5)-(B.6) in [23] for this term we
can show:

Proposition 1.1. For max{n−1
n , n−1

α+n−1} < p ≤ 1

(1.30) ‖(∇Sf)∗‖Lp(∂Ω) ≤ C‖f‖~p(∂Ω),

uniformly for f ∈ ~
p(∂Ω). In particular if the metric tensor on M is Lipschitz

(1.30) holds for (n− 1)/n < p ≤ 1.

Similarly according Proposition B.6 of [23] in our setting we can prove:

Proposition 1.2. The operators

(1.31) K∗ : ~
p(∂Ω) → ~

p(∂Ω),

and

(1.32) ν ∧ dS : ~
p(∂Ω) → ~

p(∂Ω),

are well defined and bounded for each max{n−1
n , n−1

α+n−1} < p ≤ 1.

Here we use notation (ν ∧ dS)f instead of ∂νSf since for p < 1 f ∈ ~
p(∂Ω) is

in general only distribution. Now we treat double layer potential. We can establish
a weaker statement:

Proposition 1.3. Assume that the boundary ∂Ω is of class C1+α. Then the
operators

(1.33) D
∣∣
∂Ω±

: ~
p(∂Ω) → ~

p(∂Ω),

and

(1.34) K : ~
p(∂Ω) → ~

p(∂Ω),

are well defined and bounded for each max{n−1
n , n−1

α+n−1} < p ≤ 1.
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Proof. Using the decomposition (1.21) and symmetry of E(x, y) we can write

(1.35)
∂E

∂νy
(x, y) =

1√
g(x)

{
∂

∂νy
e0(x− y, x) +

∂

∂νy
e1(y, x)

}
.

The reason we need smoothness C1+α of the boundary is that evaluating ∂
∂νy

e0(x−
y, x) yields

(1.36)
∂

∂νy
e0(x− y, x) = −

n∑

i=1

∂

∂yi
e0(x− y, x)νi(y),

where νi(y) is the i-th component of the outer normal to the boundary ∂Ω at y.
Hence assuming only C1 boundary yields that νi(y) is just a continuous function.
However, ~

p(∂Ω) is not a module over continuous functions which means that the
product νi(y)f(y) might not be in ~

p(∂Ω) for f ∈ ~
p(∂Ω). So we really need the

assumption ∂Ω ∈ C1+α and then everything works for max{n−1
n , n−1

α+n−1} < p ≤ 1.

Same is true for the other term in (1.35).
Now we can use Proposition A.7 on the first term in (1.35) and analysis similar

to (B.5)-(B.6) on the second term to conclude:

(1.37) ‖(Df(x))∗‖Lp(∂Ω) ≤ C‖f‖~p(∂Ω).

Consider now f in L2(∂Ω), say. Then by the approach developed in [31] in R
n

but working also for Lipschitz domains on manifolds since it uses only the ordinary
nontangential maximal operator together with cancellations based on integration
by parts we get

(1.38) Df(x) ∈ ~
p(∂Ω) and ‖Df(x)

∣∣
∂Ω±

‖~p(∂Ω) ≤ C‖(Df(x))∗‖Lp(∂Ω).

Combining (1.37), (1.38) and (1.13) we have

(1.39) ‖Df(x)
∣∣
∂Ω±

‖~p(∂Ω) = ‖(± 1
2I +K)f(x)‖~p(∂Ω) ≤ C‖f‖~p(∂Ω).

From this (1.34) follows by a density argument.



CHAPTER 2

The Boundary Layer Potentials

2.1 Compactness of operators K, K∗

The main goal of this section is to show that the operators K,K∗ defined in
the first chapter are compact on Lp for 1 < p < ∞. We will also establish similar
result for Hardy spaces ~

p. In the second part, using this result, we will establish
invertibility of the operators

(2.1) ± 1
2I +K,± 1

2I +K∗ : Lp(∂Ω) → Lp(∂Ω).

Recall the definition of K and K∗. We have

Kf(x) = lim
ε→0+

∫

y∈∂Ω,r(x,y)>ε

∂E

∂νy
(x, y)f(y) dσ(y),

K∗f(x) = lim
ε→0+

∫

y∈∂Ω,r(x,y)>ε

∂E

∂νx
(x, y)f(y) dσ(y),(2.2)

where r(x, y) stands for the geodesic distance between x, y ∈M .
To prove the result we use the following idea. We approximate the set Ω by

a increasing sequence of open sets Ωk, such that Ωk ր Ω, each Ωk has smooth
boundary, and for each point x ∈ ∂Ω there exists a small neighborhood U of x,
such that in this neighborhood there are smooth local coordinates in which

U ∩ Ω = {x = (x′, xn) ∈ U : xn > ϕ(x′)},
U ∩ Ωk = {x = (x′, xn) ∈ U : xn > ϕk(x

′)}.(2.3)

Here ϕ : R
n−1 → R is a C1 function and ϕk : R

n−1 → R are C∞ functions such
that

(2.4) ϕk → ϕ and ∇ϕk → ∇ϕ.
Now we define operatorsKk, K

∗
k exactly asK, K∗ are defined in (2.2); the difference

is that we integrate over ∂Ωk. We will show that these operators are compact on
Lp(∂Ωk) and ~

p(∂Ωk) and converge in the norm to K, K∗, respectively.
In order to simplify the whole thing we decompose K, K∗, Kk, K

∗
k using a

partition of unity (φi) on M . We get that K can be written as a sum of
(2.5)

K =
∑

i,j

Kij , where: Kijf(x) = lim
ε→0+

∫

y∈Oε

φi(x)φj(y)
∂E

∂νy
(x, y)f(y) dσ(y),

and

(2.6) Oε = {(x, y) ∈ ∂Ω × ∂Ω : r(x, y) > ε}.
The other operators are decomposed similarly.

9
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Clearly, proving compactness of each Kij would suffice. As we can see immedi-
ately, if Ui ∩Uj = ∅ (where Ui = supp φi), then the compactness of such operator
is trivial, in fact it follows from the fact that the kernel of Kij is not singular. Also
showing that Kij

k → Kij in the norm as k → ∞ is trivial. The problematic cases
are when Ui ∩ Uj 6= ∅, since the operator contains singularity that has to be taken
care of.

We can also assume that the partition of unity (φi) we picked has the property
that on each U i ∪ U j (for all pairs i, j for which Ui ∩ Uj 6= ∅), the sets Ω, Ωk can
be written as in (2.3) in some smooth coordinate chart.

Recall now the decomposition of the kernel E(x, y) in (1.35). Using it we can
write

Kijf(x) = lim
ε→0+

∫

y∈Oε

φi(x)φj(y)
1√
g(x)

∂e0
∂νy

(x− y, x)f(y) dσ(y)

+ lim
ε→0+

∫

y∈Oε

φi(x)φj(y)
1√
g(x)

∂e1
∂νy

(y, x)f(y) dσ(y)

= Kij
1 f(x) +Kij

2 f(x),

K∗ijf(x) = lim
ε→0+

∫

y∈Oε

φi(x)φj(y)
1√
g(y)

∂e0
∂νx

(x− y, y)f(y) dσ(y)

(2.7)

+ lim
ε→0+

∫

y∈Oε

φi(x)φj(y)
1√
g(y)

∂e1
∂νx

(x, y)f(y) dσ(y)

= K∗ij
1 f(x) +K∗ij

2 f(x).

Similarly, we can decompose Kij
k and K∗ij

k for any k = 1, 2, . . . . The key point here
is that the decomposition (1.35) of the kernel depends on chosen coordinates. This
is a very desirable property, because it will allow us to pick coordinates in which
the more singular piece K∗ij

k,1 is arbitrary small for any k ≥ 1. Hence if we prove

compactness of the other piece K∗ij
k,2 , we get that the operator K∗ij

k is compact for
any k ≥ 1.

We deal with these matters now. We begin withK∗ij
k,1 . For the sake of simplicity

we drop indices i, j for all operators and instead of φi(x)φj(y) we will write ψ(x, y).
Assume first that the metric tensor g on M is smooth. This gives us that for a fixed
k ∈ N we can pick smooth coordinates on some small neighborhood U of a point
z ∈ ∂Ωk such that the following holds:

Ωk ∩ U = {x ∈ R
n : xn > 0} ∩ U,

∂Ωk ∩ U = {x ∈ R
n : xn = 0} ∩ U,

gjn(x) = δjn for x ∈ ∂Ωk,(2.8)

ν(x) = − ∂
∂xn

for x ∈ ∂Ωk.

One way to pick such coordinate system is to take C∞ vector field which on
∂Ωk coincide with inner unit normal vector to ∂Ωk. The flow generated by such
vector field parameterizes some small collar neighborhood of ∂Ωk.

In this coordinate system we see that

∂e0
∂νx

(x− y, y) = − ∂e0
∂xn

(x− y, y) = Kn

∑
δjn(y)(xj − yj)

(
∑
gjk(y)(xj − yj)(xk − yk))

n/2
.
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Hence the kernel of the operator K∗
k,1 is equal to

(2.9) K∗
k,1(x, y) = Knψ(x, y)g(y)−1/2 xn − yn

(
∑
gjk(y)(xj − yj)(xk − yk))

n/2
.

This gives that for x, y ∈ ∂Ωk K∗
k,1(x, y) = 0. Indeed, in this coordinates

x, y ∈ ∂Ω can be written as x = (x′, 0) y = (y′, 0) for some x′, y′ ∈ R
n−1, i.e., the

numerator of (2.9) is zero.
If the metric tensor g on M is not smooth, we proceed similarly. We can find a

sequence gµ of smooth metric tensors on M so that gµ → g uniformly (in Cγ for all
γ < α) on M as µ→ ∞. Then for each µ we can pick a smooth coordinate system
on a small neighborhood U of any given point z ∈ ∂Ω by the process described
above for the metric tensor gµ.

Since the metric tensor g is close to gµ, we get from (2.8) that

gjn(x) = δjn + hµjn(x), for x ∈ ∂Ωk,

ν(x) = −Aµ(x) ∂
∂xn

+Bµ(x)( ∂
∂x1

, ∂
∂x2

, . . . , ∂
∂xn−1

)T , for x ∈ ∂Ωk.(2.10)

Here A is scalar and B a vector valued function. Also hµjn(x) → 0, Aµ → 1 and

Bµ → 0 uniformly (in Cγ for all γ < α) on ∂Ωk as µ→ ∞.
This means that for any given ε > 0 we can find µ big enough such that in the

coordinate system corresponding to gµ the kernel of the operator Kk,1 has small
coefficients in the numerator. It follows by Proposition A.5 that the L(Lp) norm
(1 < p < ∞) of the Kk,1 is small (< ε). Similar statement for Hardy spaces ~

p

follows from Proposition A.8. Finally, the same claim can be done also for the
operators Kk,1. The argument is very similar.

Now we turn our attention to the operators K2, K
∗
2 , Kk,2 and K∗

k,2. We treat
again only one of them, namely K2. The analysis for the operators Kk,2 is same,
since for less singular kernels there is no difference between treating ∂Ω and ∂Ωk.
Also the treatment of K∗

2 and K∗
k,2 is close to the treatment of K2. The goal is to

establish the following:

Lemma 2.1. Let U be a small neighborhood of a point x ∈ ∂Ω. Consider any
smooth coordinates on U and decompose the kernel E(x, y) as in (1.35) in this
coordinate system. Let supp ψ(x, y) ⊂ U × U . Then the operator

(2.11) K2f(x) = lim
ε→0+

∫

y∈Oε

ψ(x, y)
1√
g(x)

∂e1
∂νy

(y, x)f(y) dσ(y)

is compact on Lp(∂Ω) for any 1 < p < ∞. Similar statement holds also for the
operators K∗

2 , Kk,2 and K∗
k,2.

Proof. Define operators K2,ε the same way we defined the operator K2 in
(2.11) but without taking the limit lim

ε→0+
. We claim that K2,ε → K2 in the norm

of L(Lp(∂Ω)), 1 < p < ∞ as ε → 0+. To see this, let us estimate the difference
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(K2 −K2,ε)f in the L1 norm and then in Lp norm for p very big. We get:

‖(K2 −K2,ε)f‖L1(∂Ω)

≤
∫

∂Ω

∣∣∣∣∣

∫

∂Ω

(1 − χOε
(x, y))

ψ(x, y)√
g(y)

∂e1
∂νy

(y, x)f(y) dσ(y)

∣∣∣∣∣ dσ(x) ≤

≤
∫

∂Ω

∫

∂Ω

(1 − χOε
(x, y))

ψ(x, y)√
g(y)

∣∣∣∣
∂e1
∂νy

(y, x)

∣∣∣∣ |f(y)| dσ(y) dσ(x) ≤
(2.12)

≤C
∫

∂Ω

∥∥∥∥(1 − χOε
(., y))

∂e1
∂νy

(y, .)

∥∥∥∥
L1(∂Ω)

1√
g(y)

|f(y)| dσ(y) ≤ Cλ(ε)‖f‖L1(∂Ω),

‖(K2 −K2,ε)f‖pLp(∂Ω)

≤
∫

∂Ω

∣∣∣∣∣

∫

∂Ω

(1 − χOε
(x, y))

ψ(x, y)√
g(y)

∂e1
∂νy

(y, x)f(y) dσ(y)

∣∣∣∣∣

p

dσ(x) ≤

≤C
(∫

∂Ω

(∫

∂Ω

(1 − χOε
(x, y))

∣∣∣∣
∂e1
∂νy

(y, x)

∣∣∣∣
q

dσ(y)

)p/q
‖f‖pLp(∂Ω) dσ(x)

)
≤

(2.13)

≤C
∫

∂Ω

∥∥∥∥(1 − χOε
(x, .))

∂e1
∂ν.

(., x)

∥∥∥∥
p/q

Lq(∂Ω)

‖f‖pLp(∂Ω) dσ(x) ≤ Cλ(ε)p/q‖f‖pLp(∂Ω).

Here q = p/(p− 1), i.e., for p big q is close to 1. In (2.13) we used the Hölder
inequality and then the estimate (1.23) on the L∞ norm of the gradient of e1(., .)
which gives that ∇xe1(x, y) belongs to Lq for q close to 1. Thus the functions λ(.)
in (2.12) and (2.13) tends to zero as ε→ 0. Interpolating between (2.12) and (2.13)
yields that K2,εf → K2f in Lp norm for any 1 ≤ p <∞.

The second claim is that the operators K2,ε are compact for any ε > 0. From
this compactness of K2 follows. The operators K2,ε are compact, because any
operator of the form

(2.14) Tf(x) =

∫

∂Ω

k(x, y)f(y) dσ(y)

with kernel k(x, y) continuous on ∂Ω × ∂Ω is compact in L(Lp(∂Ω)), 1 < p <∞.

In our case the kernel k(x, y) = ψ(x,y)√
g(x)

∂e1
∂νy

(y, x)χOε
(x, y) is not continuous at the

points (x, y) where the geodesic distance r(x, y) = ε. But this is not a problem, since
the characteristic function χOε

of the set Oε can be approximated by a sequence of
continuous functions

(2.15) χk : ∂Ω × ∂Ω → R, supp χk ⊂ Oε, k = 1, 2, . . . ,

with the property that χk(x, .) → χOε
(x, .) in any Lq(∂Ω), q < ∞ uniformly

in x ∈ ∂Ω. Hence the operators with continuous kernels ψ(x,y)√
g(x)

∂E
∂νy

(x, y)χk(x, y)

converges in the operator norm to K2,ε as k → ∞. �

As we already indicated an immediate corollary of this lemma is:
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Corollary 2.2. Let U be a small neighborhood of a point x ∈ ∂Ω. Consider
any smooth coordinates on U and decompose the kernel E(x, y) as in (1.35) in this
coordinate system. Assume also that supp ψ(x, y) ⊂ U ×U . Pick any k ∈ N . Then
the operators Kk,1, Kk,2 (and hence Kk), as well as, the operators K∗

k,1, K
∗
k,2 (and

hence K∗
k) are compact on Lp(∂Ωk) for any 1 < p <∞.

Proof. We have shown that for any given ε > 0 there is a special coordinate
system on U in which the operator norm of Kk,1 and K∗

k,1 is less than ε. By Lemma
2.2 in the same coordinate system the operators Kk,2 and K∗

k,2 are compact. These
two things together guarantee that Kk = Kk,1 + Kk,2 and K∗

k = K∗
k,1 + K∗

k,2 are
compact.

Now pick any smooth coordinate system. Lemma 2.1 still applies, that is the

operators K̃k,2 and K̃∗
k,2 obtained by the decomposition (1.35) in this coordinate

system are again compact. Hence also K̃k,1 = Kk− K̃k,2 and K̃∗
k,1 = K∗

k − K̃∗
k,2 are

compact, because they can be written as a difference of two compact operators. �

So far, we dealt mainly with Lp spaces. The case of Hardy spaces ~
p is similar

but slightly more complicated. We begin with the following lemma.

Lemma 2.3. Let (n − 1)/n < p ≤ 1 and r > (n − 1)(p−1 − 1). Assume that
the function K : ∂Ω×∂Ω → R is continuous on ∂Ω×∂Ω and Hölder continuous of
modulus r in the second variable, i.e., the function y 7→ K(x, y) is in Cr uniformly
for x ∈ ∂Ω. Then the operator

Tf(x) =

∫

∂Ω

K(x, y)f(y) dσ(y),

T : ~
p(∂Ω) → ~

p(∂Ω)(2.16)

is well defined, bounded and compact.

Proof. We first show that for f ∈ ~
p(∂Ω) we have Tf ∈ L∞(∂Ω). Actually,

this is a trivial observation. We just have to realize that the duality (1.29) and the
fact that r > α = (n− 1)(p−1 − 1) imply

(2.17) |Tf(x)| ≤ C‖K(x, .)‖Cα‖f‖~p(∂Ω) ≤ C‖K‖Cr‖f‖~p(∂Ω),

for (n− 1)/n < p < 1. If p = 1 we replace the Cα norm by bmo in (2.17).
(2.17) means that Tf ∈ ~

p(∂Ω) boundedly, since L∞(∂Ω) ⊂ ~
p(∂Ω). Now we

look at the compactness of T . Take any x, y, y′, z ∈ ∂Ω and examine the expression

(2.18) K(x, y′) −K(x, y) −K(z, y′) +K(z, y).

Let us for simplicity denote the geodesic distance on ∂Ω between two points x, y
by |x− y|. Using the continuity of K in the first variable we get

(2.19) |K(x, y′) −K(x, y) −K(z, y′) +K(z, y)| ≤ 2ω(|x− z|).
Here ω is the modulus of continuity of K. Similarly using the Hölder continuity of
K in the second variable we get

(2.20) |K(x, y′) −K(x, y) −K(z, y′) +K(z, y)| ≤ C|y′ − y|r.
Combining (2.19) and (2.20) for any θ ∈ [0, 1] we get

(2.21) |K(x, y′) −K(x, y) −K(z, y′) +K(z, y)| ≤ C|y′ − y|rθω(|x− z|)1−θ.
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In particular choosing θ = α
r we have for some ε > 0

(2.22) |K(x, y′) −K(x, y) −K(z, y′) +K(z, y)| ≤ C|y′ − y|αω(|x− z|)ε.
This proves that the function G(x, z, y) = K(x, y) −K(z, y) could be written as

(2.23) G(x, z, y) = ω(|x− z|)εT (x, z, y),

where the function T (x, z, y) is Cα Hölder continuous in the y variable uniformly
for all x, z. From this we get
(2.24)

|Tf(x)−Tf(z)| =

∣∣∣∣
∫

∂Ω

G(x, z, y)f(y) dσ(y)

∣∣∣∣ ≤ Cω(|x−z|)ε‖T (x, z, .)‖Cα‖f‖~p(∂Ω).

If p = 1 we replace the norm Cα by bmo. Since our sequence (fn) is bounded in
~
p(∂Ω) we get by (2.17) and (2.24) that

(2.25) ‖Tfn‖L∞(∂Ω) ≤ C and |Tfn(x) − Tfn(z)| ≤ Cω(|x− z|)ε.
This means (Tfn) is sequence of uniformly bounded and equicontinuous function.
By the Ascoli theorem it has a subsequence which converges in C(∂Ω). Since
C(∂Ω) ⊂ ~

p(∂Ω) our subsequence is convergent also there. This concludes the
proof. �

Now we can prove a lemma analogous to Lemma 2.1.

Lemma 2.4. Assume that ∂Ω ∈ C1. Let U be a small neighborhood of a point
x ∈ ∂Ω. Consider any smooth coordinates on U in which we can write Ω∩U as in
(2.3) and decompose the kernel E(x, y) as in (1.35) in this coordinate system. Let
supp ψ(x, y) ⊂ U × U . Then the operator

(2.26) K∗
2f(x) = lim

ε→0+

∫

y∈Oε

ψ(x, y)
1√
g(y)

∂e1
∂νx

(x, y)f(y) dσ(y)

is compact on ~
p(∂Ω) for any max{n−1

n , n−1
α+n−1} < p ≤ 1. Similar statement holds

also for the operators K∗
k,2. If we also assume that the boundary ∂Ω is of class

C1+α we have the same statement for the operators K2, Kk,2.

Proof. The assumption ∂Ω ∈ C1 implies that the part of the boundary ∂Ω∩
U can be written as x = (x′, ϕ(x′)) where x′ ∈ R

n−1 and ϕ is a C1 function.
Hence, there is a number m such that |∇ϕ| ≤ m. By en we denote the vector
(0, 0, . . . , 0, 1) ∈ R

n. Observe that if we take x̃ = x+ ten, then

(2.27) r(x, x̃) ≈ r(x̃, ∂Ω) ≈ t, for any x ∈ ∂Ω and t small.

Here r(., .) again means the geodesic distance on M .
For ε 6= 0 we define the operator K∗

2,ε from ~
p(∂Ω) to ~

p(∂Ω) by

(2.28) K∗
2,εf(x) =

∫

∂Ω

ψ(x, y)
1√
g(y)

∂e1
∂νx

(x+ εen, y)f(y) dσ(y).

We claim that for ε 6= 0 Lemma 2.3 applies and hence K∗
2,ε is a family of compact

operators from ~
p(∂Ω) to ~

p(∂Ω), provided max{n−1
n , n−1

α+n−1} < p ≤ 1. Verifying

this is not difficult. By Proposition 2.4 of [24] the kernel E(x, y) is C1+α
loc of the
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diagonal. Hence (1.21), (1.22) and (1.35) give us that the kernel of K∗
2,ε is contin-

uous and of class Cα in the second variable provided ε 6= 0, i.e., we stay away from
the singularity.

The claim of Lemma 2.4 will be established if we prove that K∗
2 is a limit of

K∗
2,ε in the norm of L(~p(∂Ω)) as ε→ 0.

For this we need a little more regularity on e1(x, y) than follows from (1.23).
We get it by rereading the proof of Lemma 2.5 in [24]. Namely, let |x0 − y| = 2ρ,
we want to estimate e1(x, y) on {x : |x− x0| ≤ ρ}. We shift coordinates so x0 = 0
and introduce dilation operators

(2.29) uρ(x) = u(ρx), |x| ≤ 1.

If u(x) = e1(x, y) for |x| ≤ ρ, then (2.76)-(2.80) of [24] yields

(2.30) ‖uρ‖Hs,q(B1/2) ≤ C(s, q, δ)ρ−(n−2−α+δ), ∀s < 1 + α, q <∞, δ > 0.

Hence for any δ > 0

(2.31) ‖∇xuρ‖Cα−δ(B1/2) ≤ Cδρ
−(n−2−α+δ).

We actually do not need Hölder regularity of the order of α − δ. Therefore by
possibly making δ > 0 smaller so that α− δ > δ we can get

(2.32) ‖∇xuρ‖Cδ(B1/2) ≤ Cδρ
−(n−2−α+δ).

This means that for |x− x0| ≤ 1
4 |x0 − y| we get

(2.33) |∇xe1(x, y) −∇xe1(x0, y)| ≤ Cδ|x0 − y|−(n−1−α+2δ)|x− x0|δ.
In our setting we want to take x0, y ∈ ∂Ω and x = x0 + εν(x0). So, by (1.23)

even for |x − x0| > 1
4 |x0 − y| (2.33) remains true, because then |x − x0| ≈ |x − y|.

Indeed, in this case

|∇xe1(x, y) −∇xe1(x0, y)| ≤ C(|x− y|−(n−1−α+δ) + |x0 − y|−(n−1−α+δ)) ≤
≤C|x0 − y|−(n−1−α+δ) ≤ C|x0 − y|−(n−1−α+2δ)|x0 − y|δ ≤

≤C|x0 − y|−(n−1−α+2δ)|x− x0|δ.
(2.34)

Finally, (2.33) and (2.34) allow us to estimate the difference between the kernels
K2 and K2,ε. We get

|Tε(x, y)| =|K∗
2,ε(x, y) −K∗

2 (x, y)| =

=ψ(x, y)
1√
g(y)

∣∣∣∣
∂e1
∂νx

(x+ εen, y) −
∂e1
∂νx

(x, y)

∣∣∣∣ ≤

≤Cδεδ|x− y|−(n−1−α+2δ).(2.35)

This is the estimate we sought. As we have observed before an operator with
a kernel T (x, y) which has singularity of the order |y − x|−(n−1−α+2δ) on diagonal
maps ~

p(∂Ω) into itself boundedly. Notice also that off the singularity the operator
Tε is continuous in the first variable and of class Cα in the second one. As we
let ε → 0+ the constant Cδε

δ goes to zero and hence the family (Tε)ε>0 goes to
to zero in the operator norm. This establishes the lemma for K∗

2 . The proof for
the operator K2 goes exactly as the proof above. The additional assumption that
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∂Ω belongs to C1+α is required in this case, because ~
p(∂Ω) is not a module over

C(∂Ω), but it is over Cα(∂Ω). �

As a corollary we get:

Corollary 2.5. Let ∂Ω ∈ C1 and U be a small neighborhood of a point
x ∈ ∂Ω. Consider any smooth coordinates on U in which we can write Ωk ∩ U as
in (2.3) and decompose the kernel E(x, y) as in (1.35) in this coordinate system.
Assume also that supp ψ(x, y) ⊂ U × U . Pick any k ≥ 1. Then the operators K∗

2 ,
K∗
k,1, K

∗
k,2 (and hence K∗

k) are compact for any max{n−1
n , n−1

α+n−1} < p ≤ 1.

If we also assume ∂Ω ∈ C1+α then the operators K2, Kk,1, Kk,2 (and hence
Kk) are compact on ~

p(∂Ω) for the same range of p.

The final point that will establish compactness of the operators K, K∗ is the
convergence Kk → K and K∗

k → K∗, as k → ∞. First, we again consider the
technically easier Lp case.

Proposition 2.6. Assume that the metric tensor on M is of class Cα. Let
1 < p <∞ and ∂Ω ∈ C1. Then the operators

(2.36) K,K∗ : Lp(∂Ω) → Lp(∂Ω)

are well defined, bounded and compact.

Proof. We do the proof for the operator K only. By Lemma 2.2 it suffices to
show compactness of K1. To simplify the notation we put ϕ0 := ϕ and K0,1 := K1.

Recall, that we have localized the problem to some neighborhood U where (2.3)
and (2.4) hold. By Corollary 2.2, the operators Kk,1 are compact on Lp for any
k = 1, 2, . . . and 1 < p <∞. The another way to look at these operators is to think
of them as operators on Lp(Rn−1). This can be done by putting

Kk,1f(x′) = lim
ε→0+

∫

|x′−y′|>ε

ψ((x′, ϕk(x
′)), (y′, ϕk(y

′)))
1√

g(x′, ϕk(x′))
×

(2.37)

(
n∑

i=1

∂e0
∂zi

((x′ − y′, ϕk(x
′) − ϕk(y

′)), (x′, ϕk(x
′)))νik(y

′)

)
f(y′)

√
g(y′, ϕk(y′)) dy

′,

for k = 0, 1, 2, . . . . We have that (2.37) is a compact operator on Lp(Rn−1) if
and only if Kk,1 is compact on Lp(∂Ωk). Here νik(y

′) is the i-th component of the

outer normal to the curve ∂Ωk at the point (y′, ϕk(y
′)), ∂e0∂zi

is a partial derivative of

e0(z, y) with respect to the first variable and g is the metric tensor on ∂Ωk inherited
from M . Also clearly, because νik depends continuously on the metric tensor gij and
on ∇ϕk, as k → ∞, νik → νi0 uniformly in y′, where νi0(y

′) is the i-th component
of the outer normal to the curve ∂Ω at the point (y′, ϕ0(y

′)). The same could be
said about g(y′, ϕk(y

′)), i.e., g(y′, ϕk(y
′)) → g(y′, ϕ0(y

′)) uniformly in y′ because
of (2.4).

The advantage of looking at Kk,1 instead of Kk,1 is that Kk,1 act on the same
space for each k. Now, Proposition A.4. of Appendix A which is a modification of
a result of A. P. Calderon in [2] and Theorem 4 of [3] used on (2.37) gives us the
convergence of Kk,1 to K1 in the L(Lp(Rn−1)) norm for 1 < p <∞.
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Subsequently, the operator K0,1 is compact on Lp(Rn−1) and therefore the
operator K1 = K0,1 is compact on Lp(∂Ω). �

Now, a similar statement for Hardy spaces.

Proposition 2.7. Assume that the metric tensor on M is of class Cα. Let
1 < p < ∞ and ∂Ω ∈ C1. Let max{n−1

n , n−1
α+n−1} < p ≤ 1 and ∂Ω ∈ C1. Then the

operator

(2.38) K∗ : ~
p(∂Ω) → ~

p(∂Ω)

is well defined, bounded and compact. Moreover if the boundary ∂Ω is of class C1+α

same is true about the operator

(2.39) K : ~
p(∂Ω) → ~

p(∂Ω).

Proof. We again do our work for only one of these operators, namely K∗.
First, we pick Θ to be a smooth vector field on M transverse to ∂Ω pointing inside
Ω. Flow Ft generated by such vector field allows us to identify ∂Ω with ∂Ωk (at
least for k big), since for such k the vector field Θ is also transversal to ∂Ωk and
therefore for each point x ∈ ∂Ω there is a exactly one point Ftx ∈ ∂Ωk for a certain
t and vice versa. Via such identification, for any f ∈ ~

p(∂Ω) the function fρk can
be thought of as a function on ∂Ωk and moreover fρk ∈ ~

p(∂Ωk). Here ρk = dσ
dσk

is the Radon-Nikodym derivative of surface measures we consider on ∂Ω and ∂Ωk.
Fix f ∈ ~

p(∂Ω) with norm bounded by 1 and consider u = Sf for f ∈ ~
p(∂Ω)

and x ∈ Ω. For simplicity consider just the case when V = 0 in Ω. The other case
V 6= 0 is similar. By (1.15) and (1.34) we have that

(2.40) f0 = ∂νSf = (− 1
2I +K∗)f ∈ ~

p(∂Ω).

We want to apply Proposition A.8. In order to do that, we again localize the
operator K∗ onto a neighborhood U by a partition of unity. Then Proposition A.8
applies to the main piece ∇e0(x− y, y) in the decomposition (1.35) of the kernel of
K∗, while the contribution of the remaining term ∇e1(x, y) dealt with using (1.23).
This yields

(2.41) ‖(∇(Sk(fρk) − Sf))∗‖Lp(∂Ω) ≤ εk, as k → ∞.

Here Sk is the corresponding single layer potential on Ωk and εk ց 0 as k → ∞
does not independent on f , as long as, f is bounded in the norm by one.

The estimate (2.41) should be understood in the following sense. The gradient
∇(Sk(fρk)) is defined on Ωk, whereas ∇(Sf) is defined on Ω. Hence, if we want to
compare their maximal functions, we have to do is as in Proposition A.8. For any
point x0 ∈ Ω there is a unique x′0 ∈ Ωk for which

(2.42) x′0 = Ftx0 for some t > 0,

where the flow Ft is as above. So, if γ(x0) is a nontangetial approach region to Ω at
x0, then γ′(x′0) = Ft(γ(x0)) is a nontangential approach region to Ωk at x′0. Hence,
if we take ∇(Sk(fρk)) at γ′(x′0) where it is well defined, pull it back to γ(x0) via
the flow, we finally get two objects ∇(Sk(fρk)) and ∇(Sf) well defined on γ(x0).
Then we can compute (2.41).
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In particular, we take the normal derivative ∂
∂ν we get from (2.41)

(2.43) ‖( ∂∂ν (Sk(fρk) − Sf))∗‖Lp(∂Ω) ≤ εk, as k → ∞.

Again the meaning of (2.43) should be clarified. With a point x0 ∈ ∂Ω fixed ∂
∂ν (x0)

is a well defined vector at x0 which could be simply extended by a parallel transport
to a neighborhood U of x0. This means

(2.44) ∂
∂ν (Sk(fρk) − Sf)

is well defined on Ω ∩ U and thus we can evaluate the maximal operator in (2.43).
If ∂
∂νk

denotes the outer normal to ∂Ωk from the assumption about our domains
Ωk we get that it can be written as

(2.45)
∂

∂νk
= Ak

∂

∂ν
+Bk∇Tk

,

where ∇Tk
denotes a tangential derivative with respect to ∂Ωk, Ak is a real and Bk

a vector valued function and Ak → 1 and Bk → 0 in the L∞ norm as k → ∞.
Combining (2.45) with (2.43) and the fact that from (2.41) we get a uniform

Lp bound on ∇Tk
Sk(fρk) we conclude

(2.46) ‖( ∂
∂νk

(Sk(fρk)) − ∂
∂ν (Sf))∗‖Lp(∂Ω) ≤ ε′k, as k → ∞

for a sequence (ε′k)n∈N converging to zero. (2.46) is again understood in the sense
explained above, i.e., via the flow Ft. In particular, we have

(2.47) ( ∂
∂νk

(Sk(fρk))∗ ∈ Lp,

and hence due to result of Wilson [31] it follows that

(2.48) ∂
∂νk

Sk(fρk) ∈ ~
p(∂Ωk),

or

(2.49) 1
ρk

∂
∂νk

Sk(fρk) ∈ ~
p(∂Ω).

This means that (2.49) and (2.47) are equivalent. Hence ( ∂
∂νk

(Sk(fρk))− ∂
∂ν (Sf))∗

could be seen as a function on ∂Ω in Lp and therefore again due to [31] this is
equivalent to
(2.50)
‖ 1
ρk

∂
∂νk

(Sk(fρk)) − ∂
∂ν (Sf)‖~p(∂Ω) ≈ ‖( ∂

∂νk
(Sk(fρk)) − ∂

∂ν (Sf))∗‖Lp(∂Ω) ≤ ε′k → 0.

Notice that

(2.51) 1
ρk
K∗
k(fρk) −K∗f = 1

ρk
(− 1

2I +K∗
k)(fρk) − (− 1

2I +K∗)f.

Combining (2.50) and (2.51) finally yields

(2.52) ‖ 1
ρk
K∗
k(fρk)−K∗f‖~p(∂Ω) = ‖ 1

ρk

∂
∂νk

(Sk(fρk))− ∂
∂ν (Sf)‖~p(∂Ω) ≤ ε′k → 0.

This is the desired result. Now the compactness of K∗
k gives us compactness of

K∗. �
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2.2 Invertibility of ± 1
2I + K, ± 1

2I + K∗

In the second part of this chapter we apply Propositions 2.6 and 2.7.

Proposition 2.8. Let ∂Ω ∈ C1. The operators

± 1
2I +K,± 1

2I +K∗ : Lp(∂Ω) → Lp(∂Ω) 1 <p <∞,

± 1
2I +K∗ : ~

p(∂Ω) → ~
p(∂Ω) max{n−1

n , n−1
α+n−1} <p ≤ 1(2.53)

are Fredholm of index zero. If ∂Ω ∈ C1+α then also

(2.54) ± 1
2I +K : ~

p(∂Ω) → ~
p(∂Ω)

is Fredholm of index zero for the same range of p.

Proof. Since ± 1
2I is Fredholm and K, K∗ are compact the Fredholmness of

the operators (2.53) and (2.54) is guaranteed. The claim that these operators have
index zero then follows from the fact that any compact perturbation of identity has
index zero. �

Theorem 2.9. Assume the same as in Proposition 2.8. The maps

1
2I +K, 1

2I +K∗ : Lp(∂Ω) → Lp(∂Ω) 1 <p <∞,
1
2I +K, 1

2I +K∗ : ~
p(∂Ω) → ~

p(∂Ω) max{n−1
n , n−1

α+n−1} <p ≤ 1(2.55)

are isomorphisms. If V > 0 on a set of positive measure in Ω then − 1
2I + K,

− 1
2I +K∗ are also invertible in this range of p. If V = 0 on Ω then

− 1
2I +K∗ : Lp0(∂Ω) → Lp0(∂Ω) 1 <p <∞,

− 1
2I +K∗ : ~

p
at(∂Ω) → ~

p
at(∂Ω) max{n−1

n , n−1
α+n−1} <p ≤ 1(2.56)

are isomorphisms where Lp0(∂Ω) consists of Lp functions integrating to zero.

Proof. The special case of (2.55) when p = 2 has been established in Propo-
sition 4.1 of [22] for the operator 1

2I + K∗. Duality gives the same result for the

other operator. Now let max{n−1
n , n−1

α+n−1} < p ≤ 1, we want to show invertibility

of (2.55) in ~
p(∂Ω). It suffices to show that the operators 1

2I +K∗, 1
2I +K have

dense range in ~
p(∂Ω). But this is a consequence of the fact that the invertibility

of this operator for p = 2 implies that the range of 1
2I +K∗, 1

2I +K contains all

L2(∂Ω) functions. The space L2(∂Ω) is dense in ~
p(∂Ω).

Now for any p > 1 since Lp ⊂ ~
1 and on ~

1(∂Ω) these operators are invertible
(hence their kernel is zero), it follows that operators (2.55) have zero kernel in Lp

and therefore are invertible.
Now, let V > 0 on a set of positive measure in Ω. Again the case of invertibility

of operators − 1
2I +K, − 1

2I +K∗ for L2(∂Ω) has been established in Proposition
4.6 of [22]. By the same argument as above we are again able to prove that these
operators have dense range in any ~

p, max{n−1
n , n−1

α+n−1} < p ≤ 1. Then the fact

that Lp ⊂ ~
1 for p > 1 and injectivity on ~

1 establishes the invertibility on Lp.
Finally, let V = 0 on Ω. Again the L2 case is dealt with in Proposition 4.6 of

[22]. It follows, that in this case both the kernel and cokernel of − 1
2I +K∗ in L2

contain just the constants. By a density argument then the kernel and cokernel of
− 1

2I+K
∗ contain the constants in any Lp and ~

p space we consider. Take again any
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max{n−1
n , n−1

α+n−1} < p ≤ 1. If we show that the cokernel of this operator in ~
p(∂Ω)

is exactly one dimensional we will be done. The argument goes exactly as above;
the range of − 1

2I + K∗ contains L2
0(∂Ω) and therefore is dense in ~

p
at(∂Ω). From

this we also get that the kernel of − 1
2I + K∗ contains only constants in ~

1(∂Ω),
and hence also in Lp(∂Ω) for any p > 1. �

From Theorem 2.9 by duality we also get:

Theorem 2.10. Assume that ∂Ω ∈ C1. For any 0 < r < min{1, α} the maps

(2.57) 1
2I +K : Cr(∂Ω) → Cr(∂Ω)

and

(2.58) 1
2I +K : bmo(∂Ω) → bmo(∂Ω)

are isomorphisms. If ∂Ω ∈ C1+α the same result is true about

(2.59) 1
2I +K∗ : Cr(∂Ω) → Cr(∂Ω)

and

(2.60) 1
2I +K∗ : bmo(∂Ω) → bmo(∂Ω).

If V > 0 on a set of positive measure in Ω then − 1
2I + K∗ is invertible on

bmo(∂Ω) and Cr(∂Ω), granted 0 < r < min{1, α} and ∂Ω ∈ C1+α. If V = 0 on Ω
then

(2.61) − 1
2I +K∗ : Cr(∂Ω)

/
(1) → Cr(∂Ω)

/
(1)

and

(2.62) − 1
2I +K∗ : bmo(∂Ω)

/
(1) → bmo(∂Ω)

/
(1)

are isomorphisms. Here Cr(∂Ω)
/

(1) means a Banach space Cr(∂Ω) modulo con-

stants.

Proof. The only remaining part is to establish (2.61) and (2.62) since these
results does not follow immediately from duality. Nevertheless duality gives us that
− 1

2I +K∗ on Cr and bmo is Fredholm of index zero and the previous result for Lp

gives that its kernel and cokernel contains only constants. �



CHAPTER 3

The Dirichlet Problem

3.1. Lp boundary data

We retain all hypothesis on M , Ω and L = ∆ − V we made before. Let us
explicitly assume that the metric tensor is of class Cα for some 0 < α < 1.

Theorem 3.1. Let ∂Ω ∈ C1. Given f ∈ Lp(∂Ω), 1 < p ≤ ∞ there exists a
unique function u ∈ C1+α

loc (Ω) satisfying

(3.1) Lu = 0 in Ω, u∗ ∈ Lp(∂Ω), u
∣∣
∂Ω

= f ∈ Lp(∂Ω),

the limit on ∂Ω taken in the nontangential a.e. sense. Moreover, u is representable
in the form

(3.2) u = D(( 1
2I +K)−1f) in Ω,

and there is a uniform estimate

(3.3) ‖u∗‖Lp(∂Ω) ≤ Cp‖f‖Lp(∂Ω).

Proof. By Theorem 2.9 1
2I + K is invertible and therefore the function u

defined by (3.2) due to (1.13) and (1.18) solves (3.1) and satisfies (3.3) for any
1 < p < ∞. If p = ∞ the same argument as used in Proposition 5.7 of [22] shows
that the L2 solution of (3.1) with f ∈ L∞(∂Ω) satisfies

‖u‖L∞(Ω) ≤ ‖f‖L∞(∂Ω).

It remains to establish uniqueness. For p > 2−ε this is done in Proposition 9.1
of [23]. Before we prove uniqueness for our range of p we first need to do a little
more work.

Let Θ be a smooth vector field on M which is transversal to ∂Ω and points into
Ω. Denote by Ft the flow generated by Θ on M and introduce domains Ωt for t > 0
small by mapping Ω onto Ωt via the flow Ft. Clearly Ω and Ωt are diffeomorphic
and Ωt, t ց 0 are increasing domains Ωt ⊂⊂ Ω approximating Ω so that νt the
outer unit normal to ∂Ωt converges in C1 to ν the outer unit normal to ∂Ω as
t ց 0. Now let gt = F∗

t g denote the metric tensor on M that is the pull-back of
the original metric g under Ft. Also let ∆t denote the Laplace operator on M for
the metric gt and dσt the surface measure on ∂Ω induced by this metric tensor.
Set vt(x) = F∗

t v(x) = v(Ftx) and Lt = ∆t + Vt.
Let u be any function solving (3.1) with boundary data u

∣∣
∂Ω

= 0. If we show
that u = 0 on Ω, the uniqueness in Theorem 3.1 will follow. By interior regularity
u ∈ C1+α

loc (Ω) and therefore u
∣∣
∂Ωt

is a continuous function for all t > 0. Hence,

also ut
∣∣
∂Ω

is continuous. It has been established in [22] that for such functions the

21
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solution given by (3.2) coincides with the classical solution (Poisson integral) to the
problem:

(3.4) Lu = 0 in Ω, u ∈ C(Ω), u
∣∣
∂Ω

= f ∈ C(∂Ω),

which is unique. Hence we get that

(3.5) ut(x) = u(Ftx) = Dt((1
2I +Kt)

−1ut
∣∣
∂Ω

), for x ∈ Ω and t > 0,

where Dt and Kt are defined as in the chapter 1, with the metric tensor gt. We
want to establish the following lemma.

Lemma 3.2. For any 1 < p < ∞ the operators Kt converge to K and the
operators Dt converge to D in the Lp norm as tց 0. More precisely

‖K −Kt‖L(Lp(∂Ω),Lp(∂Ω)) → 0 as tց 0,

and for any x ∈ Ω: ‖D(x) −Dt(x)‖L(Lp(∂Ω),R) → 0 as tց 0.
(3.6)

Moreover, the same is true in the Hardy space norm ~
p for max{n−1

n , n−1
α+n−1} <

p ≤ 1, provided ∂Ω ∈ C1+α.

Proof. The results from Chapter 2, namely an equivalent of (2.52) for the
operator K gives us this result for Hardy spaces. Consider therefore just the Lp

case. From the proof of Proposition 2.6 it follows that in the decomposition (2.7)
of the operator K = K1 + K2 we can concentrate on the part K2 only, since the
convergence (3.6) of the part K1 has been established there.

We have to clarify what norm on Lp(∂Ω) we have in mind, since ∂Ω is now
equipped with measures dσ and dσt. However with the assumption of having a C1

boundary ∂Ω and a Cα metric tensor, the Radon-Nikodym derivative ρt = dσt/ dσ
of dσt with respect to the original surface measure dσ is continuous and tends to
1 in L∞ as t ց 0. (For the Hardy spaces the assumption ∂Ω ∈ C1+α gives us
ρt ∈ Cα, i.e., we can freely multiply and divide by ρt, since ~

p(∂Ω) for our range
of p is a module over Cα).

This implies that all norms on Lp(∂Ω) and ~
p(∂Ω) with respect to the measures

dσ and dσt are uniformly equivalent. We can write the operator K2,t on ∂Ω as

(3.7) K2,tf(x) = lim
ε→0+

∫

y∈Oε

1√
g(Ftx)

∂e1
∂νFty

(Fty,Ftx)f(y)ρt(y) dσ(y).

Our first claim is that the norm of an operator

(3.8) lim
ε→0+

∫

y∈∂Ω;ε<r(x,y)<s

1√
g(Ftx)

∂e1
∂νFty

(Fty,Ftx)f(y)ρt(y) dσ(y)

could be bounded in Lp or ~
p norm by Csδ for some δ > 0 small (δ and C in-

dependent of t). Showing this is trivial. It can be established that the kernel of
the operator (3.8) is bounded by Csδ|x − y|−(n−1−α+2δ) by (1.23). However, as
it was already shown an operator with such kernel maps Lp to Lp (and ~

p to ~
p)

boundedly with a norm depending on p and the constant Csδ. The other part of
the operator (3.7), i.e., when we subtract (3.8) from (3.7) has much better kernel
without singularity. Using the fact that ∇xe1(x, y) is Cα off the diagonal we get
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∣∣∣∣
∫

y∈∂Ω;r(x,y)≥s

1√
g(Ftx)

∂e1
∂νFty

(Fty,Ftx)f(y)ρt(y) dσ(y)−

−
∫

y∈∂Ω;r(x,y)≥s

1√
g(x)

∂e1
∂νy

(y, x)f(y) dσ(y)

∣∣∣∣ ≤Cstδ‖f‖.(3.9)

Putting these two things together yields

(3.10) ‖(K2,t −K2)f‖ ≤ (Csδ + Cst
δ)‖f‖.

Notice that the second constant Cs depends on chosen s > 0. Nevertheless, (3.6)
follows from (3.10). The proof of the other part of (3.6) for D is much easier since
x ∈ Ω means that the integral we have to consider is not singular. We leave it to
the reader. �

Once having (3.6) it follows that for t ∈ [0, ε], ε > 0 small there are constants
C1, C2 > 0 independent on t such that

(3.11) C1‖f‖Lp(∂Ω) ≤ ‖( 1
2I +Kt)f‖Lp(∂Ω) ≤ C2‖f‖Lp(∂Ω).

(This estimate hold also for ~
p). Take now

(3.12) gn = (1
2I +K1/n)

−1u1/n

∣∣
∂Ω
.

By (3.11) and we can estimate:

(3.13) ‖gn‖Lp(∂Ω) ≤ C‖u1/n

∣∣
∂Ω

‖Lp(∂Ω) ≈ ‖(u1/n)
∗‖Lp(∂Ω) ≤ ‖u∗‖Lp(∂Ω).

It follows, that the sequence (gn) is bounded in Lp. Since p > 1, there is a subse-
quence, that we also denote by (gn), which is weakly convergent in Lp(∂Ω). Let g
be the weak limit of (gn). For x ∈ Ω fixed using (3.5) we get

(3.14) u(F1/nx) = D1/n(gn)(x).

The left hand side of (3.14) converges to u(x) as n → ∞, since u is continuous
inside the domain Ω. Meanwhile, due to the weak convergence of gn and (3.6) we
immediately get that the right side of (3.14) converges to Dg(x). Thus,

(3.15) u(x) = Dg(x) for all x ∈ Ω.

This means that u
∣∣
∂Ω

= (1
2I+K)g. However, we assumed that u

∣∣
∂Ω

= 0. This and

invertibility of 1
2I +K gives that g = 0. By (3.15) then u = 0 on Ω. This finishes

the proof. �

3.2. Hardy space boundary data

The existence and uniqueness can be also established for Hardy spaces in a
spirit similar to the Lp case.
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Theorem 3.3. Let ∂Ω ∈ C1+α and the metric tensor g on M be of class
Cα. Given f ∈ ~

p(∂Ω), max{n−1
n , n−1

α+n−1} < p ≤ 1 there exists a unique function

u ∈ C1+α
loc (Ω) satisfying

(3.16) Lu = 0 in Ω, u∗ ∈ Lp(∂Ω), u
∣∣
∂Ω

= f ∈ ~
p(∂Ω),

the limit on ∂Ω taken in the nontangential a.e. sense. Moreover u is representable
in the form

(3.17) u = D(( 1
2I +K)−1f) in Ω,

and there is a uniform estimate

(3.18) ‖u∗‖Lp(∂Ω) ≤ Cp‖f‖~p(∂Ω).

Proof. It remains to establish the uniqueness, since the existence of a solution
in the form (3.17) satisfying (3.16) follows from results above. Assume therefore
again that u

∣∣
∂Ω

= 0. We look at the proof of a uniqueness given above for Lp.
Instead of (3.12) take now

(3.18) fn = u1/n

∣∣
∂Ω
.

Define a family of maximal operators u∗,t as follows.

(3.19) u∗,t(x) = sup
y∈γ(x)
y/∈Ωt

|u(y)|, for x ∈ ∂Ω.

Clearly u∗,t ≤ u∗ and u∗,t ≤ u∗,t
′

if and only if 0 < t ≤ t′. Since u
∣∣
∂Ω

= 0 it

follows that u∗,t(x) → 0, as t → 0+ for almost every x ∈ ∂Ω. This and the fact
that u∗ ∈ Lp(∂Ω) gives us that ‖u∗,t‖Lp(∂Ω) → 0, as t→ 0+.

Now, given the definition of fn, we have that fn ∈ ~
p(∂Ω) and

(3.20) ‖fn‖~p(∂Ω) ≤ C‖u∗,t‖Lp(∂Ω), for any t > 1/n.

Hence, as n→ ∞ the norm ‖fn‖~p(∂Ω) goes to zero, or equivalently

(3.21) fn → 0 in ~
p(∂Ω).

Now let gn = (1
2I +K1/n)

−1fn. Using (3.6) for Hardy spaces implies that

(3.22) gn → g = 0 in ~
p(∂Ω).

With this in hand the final point is that

(3.23) u(F1/nx) = D1/n(gn)(x) → Dg(x) = 0, as n→ ∞.

Really,

|D1/n(gn)(x) −Dg(x)| ≤ |D(gn − g)(x)| + |(D1/n −D)(gn)(x)| ≤

≤|D(gn − g)(x)| + ‖D(x) −D1/n(x)‖L(Lp(∂Ω),R)‖gn‖~p(∂Ω).
(3.24)

Lemma 3.2 guarantees that the second term converges to zero. The first term also
goes to zero, since the kernel of D for fixed x ∈ Ω is of the class Cα in the second
variable and gn − g → 0 in ~

p(∂Ω) by (3.22).
This was the only missing ingredient to establish (3.23). Since the left hand

side of (3.23) converges to u(x) we conclude that u(x) = 0. �
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3.3. Hölder space boundary data

Finally, we have similar result in Hölder spaces Cr.

Theorem 3.4. Let ∂Ω ∈ C1 and let the metric tensor on M be of class C1+α

for some α > 0. Then for any r ∈ (0, 1) and f ∈ Cr(∂Ω), the L2 solution of the
Dirichlet problem

(3.25) Lu = 0 in Ω, u∗ ∈ L2(∂Ω), u
∣∣
∂Ω

= f,

has the property that

(3.26) u ∈ Cr(Ω) and ‖u‖Cr(Ω) ≤ C‖f‖Cr(∂Ω).

Furthermore, u = Dh in Ω for some h ∈ Cr(∂Ω) with ‖h‖Cr(∂Ω) ≈ ‖u‖Cr(Ω).

Proof. In the light of Theorems 3.1 and 2.10 we only need to check that

(3.27) D : Cr(∂Ω) → Cr(Ω) is bounded for any r ∈ (0, 1).

As it is well known, this will follows from the estimate

(3.28) dist(x, ∂Ω)1−r|∇Df(x)| ≤ C‖f‖Cr(∂Ω) uniformly for x ∈ Ω.

This estimate has been proven in [23] for Lipschitz domains, thus our theorem
follows. �

Remark. At this point we would like to make a small remark on a Dirichlet
problem

(3.29) Lu = f on Ω, u
∣∣
∂Ω

= 0,

where we assume that f ∈ Lp(Ω) for some p > 1. Later in Chapter 8, we will need
the fact that ut = u

∣∣
∂Ωt

is a uniformly bounded family of functions in Lp and that

(3.30) ‖ut‖Lp(∂Ωt) ≤ C‖f‖Lp(Ω).

Seeing (3.30) is not difficult. Define a new function F on M by extending f
onto the whole M , i.e.,

(3.31) F (x) =

{
f(x), for x ∈ Ω,

0, otherwise.

Clearly ‖F‖Lp(M) = ‖f‖Lp(Ω). Let U = L−1(F ), where L−1 is defined by (1.9). On

Ω L U = f . Also by (1.8) U ∈ H1,p(M) and therefore U has Lp traces on ∂Ω and
∂Ωt for t > 0. Moreover

(3.32) ‖U
∣∣
∂Ωt

‖Lp(∂Ωt) ≤ C‖U‖H1,p(M) ≤ C‖f‖Lp(Ω).

The constant C in (3.32) does not depend on t > 0. (3.32) also works for U
∣∣
∂Ω

.
Consider now the following boundary problem

(3.33) Lw = 0 on Ω, w
∣∣
∂Ω

= −U
∣∣
∂Ω

∈ Lp(∂Ω).

The boundary problem (3.33) is solvable for all 1 < p < ∞ by Theorem 3.1.
Moreover, this theorem also gives us the following estimate on w∗:

(3.34) ‖w∗‖Lp(∂Ω) ≤ C‖U
∣∣
∂Ω

‖Lp(∂Ω) ≤ C‖f‖Lp(Ω).
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The last inequality comes from (3.32). It also follows from (3.34) that

(3.35) ‖w
∣∣
∂Ωt

‖Lp(∂Ωt) ≤ C‖w∗‖Lp(∂Ω) ≤ C‖f‖Lp(Ω).

Now clearly u = U + w solves (3.29) and the claim (3.30) follows from (3.32)
and (3.35). �



CHAPTER 4

The Neumann Problem

4.1. Lp boundary data

In this chapter we look at the Neumann problem. First, we again treat the Lp

case.

Theorem 4.1. Let ∂Ω ∈ C1, g ∈ Lp(∂Ω) and 1 < p < ∞. If V = 0 on Ω
assume also

∫
∂Ω
g dσ = 0. Then the Neumann problem

(4.1) Lu = 0 in Ω, ∂νu
∣∣
∂Ω

= g, (∇u)∗ ∈ Lp(∂Ω)

has a solution satisfying

(4.2) ‖(∇u)∗‖Lp(∂Ω) ≤ Cp‖g‖Lp(∂Ω).

If V > 0 on a set of positive measure in Ω then the solution u is unique. If V = 0
on Ω then u is unique up to an additive constant. Moreover, u is representable in
the form

(4.3) u = S((− 1
2I +K∗)−1g).

Proof. From the results above it follows that u given by (4.3) solves (4.1).
The uniqueness for the Neumann problem was established in Proposition 5.5 of
[23]. �

4.2. Hardy space boundary data

Now we turn to the Hardy spaces ~
p(∂Ω) for 1 − p ≥ 0 small. Recall the

setting from the proof of Theorem 3.1, i.e., let Θ be a smooth vector field on M
transversal to ∂Ω and pointing into Ω. Define Ft, gt, dσt, νt etc. as in that proof.
If u ∈ C1

loc(Ω), we say that ∂νu = g ∈ ~
p(∂Ω) for some (n− 1)/n < p < 1, provided

(4.4) lim
tց0

∫

∂Ω

∂ut
∂νt

ψ dσt =

∫

∂Ω

gψ dσ, ∀ψ ∈ Cα(∂Ω),

where α = (n− 1)(p−1 − 1) > 0. Let us also mention that the jump formula (1.15)
remains valid since it holds for p-atoms.

Theorem 4.2. Let ∂Ω ∈ C1, g ∈ ~
p(∂Ω) and max{n−1

n , n−1
α+n−1} < p ≤ 1. If

V = 0 on Ω assume also g ∈ ~
p
at(∂Ω). Then the Neumann problem

(4.5) Lu = 0 in Ω, ∂νu
∣∣
∂Ω

= g, u ∈ C1
loc(Ω), (∇u)∗ ∈ Lp(∂Ω)

has a solution satisfying

(4.6) ‖(∇u)∗‖Lp(∂Ω) ≤ Cp‖g‖~p(∂Ω).

27
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If V > 0 on a set of positive measure in Ω, then u is unique. If V = 0 on Ω then u
is unique up to an additive constant. Moreover, the solution u is representable in
the form

(4.7) u = S((− 1
2I +K∗)−1g).

Proof. Again by previous results, (4.7) is well-defined, solves (4.5) and satis-
fies the estimate (4.6). Therefore we can concentrate on the question of uniqueness.
Assume therefore that u solves (4.5) with g = 0.

For a moment, consider the case when V = 0 on Ω. Recall that ρt = dσt/dσ.
Using self-explanatory piece of notation emphasizing the dependence on the metric
tensor, we claim that

(4.8) ∂ut

∂νt
∈ ~

p(∂Ω, dσt) =⇒ ∂ut

∂νt
ρt ∈ ~

p(∂Ω, dσ), ∀t > 0,

and
∥∥∥∂ut

∂νt
ρt

∥∥∥
~p(∂Ω,dσ)

≤ C

∥∥∥∥
∂ut
∂νt

∥∥∥∥
~p(∂Ω,dσt)

≤ C‖(gradtut)
∗‖Lp(∂Ω, dσt)

≤ C‖(∇u)∗‖Lp(∂Ω),(4.9)

uniformly for t > 0. The first membership (4.8) together with the second and
third estimate in (4.9) follows from [31]. The second membership and the first
inequality in (4.9) follow from Appendix A of [23]. In the case V > 0 on a set
of positive measure in Ω all work for ũ = u −

∫
Ω
E(., y)V (y)u(y) dVol and we get

similar conclusions.
To finish the proof we need to establish an analogue of Lemma 3.2.

Lemma 4.3. For any max{n−1
n , n−1

α+n−1} < p ≤ 1, the operators K∗
t converge

to K∗ and the operators St converge to S in the norm as tց 0. More precisely

sup
‖f‖=1

‖K∗f − ρt(K
∗
t

1
ρt
f)‖~p(∂Ω) → 0 as tց 0,

and for any x ∈ Ω: sup
‖f‖=1

|Sf(x) − St(f 1
ρt

)(x)| → 0 as tց 0,
(4.10)

sup
‖f‖=1

|∇xSf(x) −∇xSt(f 1
ρt

)(x)| → 0 as tց 0.

Proof. We recall that (2.52) applies and validates the first line of (4.10). As
far as the operators St are concerned, since ∇xE(x, y) is of class Cα off the diagonal,
and we have

(4.11) (∇S)f(x) =

∫

M

∇xE(x, y)f(y) dσ(y) x ∈ Ω,

we will get (4.10) for a fixed x, by Hölder continuity of ∇xE(x, y). �

Once having Lemma 4.3, let us assume first that V > 0 on a set of positive
measure in Ω. Take

(4.12) gn =
∂u1/n

∂ν1/n
.
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Since gn ∈ C(Ω), the uniqueness result for (4.1) in L2 gives

(4.13) u(F1/nx) = St((− 1
2I +K∗

1/n)
−1gn).

Then (4.9) implies that the sequence (gnρn) is bounded in hp(∂Ω, dσ). In fact,
if (∇u)∗,t is defined exactly as in (3.19), we get that (∇u)∗,t → 0 in Lp(∂Ω), as
t→ 0+. This and (4.9) then gives us that gnρn → 0 in ~

p(∂Ω), as n→ ∞.
We put fn = (− 1

2I+K∗
1/n)

−1gn. By Lemma 4.3 then fnρn → f = 0 in ~
p(∂Ω).

With this in hand the final point is that

(4.14) u(F1/nx) = S1/n(fn)(x) → Sf(x) = 0, as n→ ∞.

Actually, also

(4.15) ∇u(F1/nx) = ∇S1/n(fn)(x) → ∇Sf(x) = 0, as n→ ∞.

Here (4.14) and (4.15) are established by techniques used in Theorem 3.3 (using
Lemma 4.3). We do not repeat these arguments. Hence u(x) = 0 for all x ∈ Ω.

Similarly, if V = 0 on Ω (4.14) does not hold, since (4.13) is no longer true,
but (4.15) can still be established. That is, ∇u(x) = 0 at any point x ∈ Ω. We
conclude that u is a constant function. �

4.3. Hölder space boundary data

Finally, it is also possible to establish the Neumann problem in Hölder spaces.

Theorem 4.4. Assume that the metric tensor on M and the boundary ∂Ω are
of class C1+α for some α > 0. Then for any r ∈ (0, α) and g ∈ Cr(∂Ω), the L2

solution to the Neumann problem

(4.16) Lu = 0 in Ω, ∂νu
∣∣
∂Ω

= g

belongs to C1+r(Ω). Moreover, the estimate

(4.17) ‖u‖C1+r(Ω) ≤ C‖g‖Cr(∂Ω)

holds. If V > 0 on a set of positive measure in Ω then u is unique. If V = 0 on Ω
then u is unique up to an additive constant.

Proof. As in Theorem 3.4, it remains to show that given the assumptions, the
single layer potential S maps Cr(∂Ω) into C1+r(Ω) boundedly for any r ∈ (0, 1).
This will follow from the estimate

(4.18) dist(x, ∂Ω)1−r|∇2Sf(x)| ≤ C‖f‖Cr(∂Ω), uniformly for x ∈ Ω.

To see this we fix a function f ∈ Cα, a point x ∈ Ω and select p ∈ ∂Ω such
that d = dist(x, ∂Ω) = dist(x, d). Since, ∇(S1) ∈ L∞, without loss of generality
we can assume that f(p) = 0. Now, for a large constant C we split the domain
of integration into {y ∈ ∂Ω : dist(y, p) ≤ Cd} and {y ∈ ∂Ω : dist(y, p) > Cd}.
In the first subdomain, the kernel of resulting integral ∇2D (which is essentially
∇2
xE(x, y)) can be majorized by Cdn, while in second subdomain we majorize the

kernel by Cdist(y, p)−n. This works in the present context due to the decomposition
(1.21), as well as, the estimates

(4.19) (∇2
ze0)(z, y) = O(|z|−n) as z → 0 uniformly in y,
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and

(4.20) (∇2
xe1)(x, y) ≤ Cε|x− y|−(n−1+ε),

for any ε > 0. (4.20) can be found in [21]. Finally, the fact that |f(y)| ≤
C dist(y, p)r is used. �



CHAPTER 5

Compactness of Layer Potentials, Part II

The Dirichlet regularity problem

5.1. Preliminaries

In this chapter we return to the topic studied in the first part of Chapter 2 -
the compactness of the operator K. This time we would like to prove that K is
well defined, bounded and compact on H1,p(∂Ω), where H1,p(∂Ω) is the Sobolev
space (Hardy-Sobolev space if p ≤ 1).

In general, for (n− 1)/n < p ≤ 1 we define the Hardy-Sobolev space H1,p(∂Ω)
by

(5.1) H1,p(∂Ω) = {f ∈ ~
p(∂Ω) : ∇f ∈ ~

p(∂Ω)}.
Here

(5.2) ∇f = ∇T f

is the tangential gradient of f (with respect to ∂Ω). By the embedding theorem
(which remains to hold even though p ≤ 1 as can be seen using atoms) in this case

(5.3) f ∈ H1,p(∂Ω) =⇒ f ∈ Lq(∂Ω) for some q > 1.

For 1 < p <∞ the Sobolev space H1,p(∂Ω) is defined similarly, i.e.,

(5.4) H1,p(∂Ω) = {f ∈ Lp(∂Ω) : ∇f ∈ Lp(∂Ω)}.
Again (5.4) guarantees that

(5.5) f ∈ Lq(∂Ω), for
1

q
=

1

p
− 1

n
.

Our approach as before is going to be a direct analysis of the kernel of the
operator K. From now on, let us assume higher regularity of the metric tensor
on M ; namely we require that g ∈ C1+α for some α > 0. A result from [21]
(Propositions 2.5 and 2.8) gives us that in the decomposition (1.21) of the kernel
E(x, y) we have for any ε > 0

(5.6) |∇j
x∇k

ye1(x, y)| ≤ Cε|x− y|−(n−3+j+k+ε),

for each j, k ∈ {0, 1}.
By (5.3), for our range of p Corollary 2.2 applies and gives us that

(5.7) K : H1,p(∂Ω) → Lq(∂Ω)

is well defined and compact for some q > p. Hence, it suffices to deal with the
tangential derivatives of K; the goal is to show that

(5.8) ∇K : H1,p(∂Ω) → Lp(∂Ω)

31
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(Lp replaced by ~
p when p < 1) is well defined and compact. Here ∇ means gradient

on ∂Ω.
Fist we look at a very special case, namely we would like to show that

(5.9) ∇K1 ∈ L∞(∂Ω).

Here 1 represents a constant function equal to 1 on ∂Ω. Recall that from the
definition of K:

(5.10) K1(x) = P.V.

∫

∂Ω

∂E

∂νy
(x, y) dσ(y) = lim

ε→0

∫

Oε

∂E

∂νy
(x, y) dσ(y).

Here Oε = {y ∈ ∂Ω; |x − y| > ε}. For a fixed x ∈ ∂Ω, consider the region
Ωε = {y ∈ Ω; |x−y| > ε}. Clearly, ∂Ωε = Oε∪Sε, where Sε = {y ∈ Ω; |x−y| = ε}.
We want to compute

(5.11) lim
ε→0+

∫

Sε

∂E

∂νy
(x, y) dσ(y).

It follows from (5.6) that the contribution of the second term (with e1) to (5.11)
goes to zero, as ε→ 0.

On the other hand, for x fixed, we can pick coordinates arbitrarily, in particular,
we can achieve that gij(x) = δij . Hence near x, gij ≈ δij and thus

(5.12)
∂

∂νy
≈
∑

i

yi − xi
|x− y|

∂

∂yi
.

This makes the first term of (1.35) look like:

(5.13)
1√
g(x)

∂

∂νy
e0(x− y, x) =

∂

∂νy
Cn|x− y|−(n−2) ≈ Kn|x− y|−(n−1).

Also notice that, for almost every x ∈ ∂Ω, Sε is essentially half of the surface of a
sphere centered at x of radius ε. This means that for almost every x ∈ ∂Ω

(5.14) lim
ε→0+

∫

Sε

∂E

∂νy
(x, y) dσ(y) = const.

A careful computation reveals that this constant is equal to 1
2 . Therefore

(5.15) K1(x) =
1

2
+ lim
ε→0

∫

∂Ωε

∂E

∂νy
(x, y) dσ(y).

On each set Ωε the function ∂E
∂νy

is not singular. Integration by parts and (5.15)

yield:

(5.16) K1(x) =
1

2
+ lim
ε→0

∫

Ωε

∆yE(x, y) dVol(y).

Since ∆yE(x, y) − V (y)E(x, y) = LyE(x, y) = δx(y), we get that

(5.17) K1(x) =
1

2
+

∫

Ω

V (y)E(x, y) dVol(y).

Thus

(5.18) ∇xK1(x) =

∫

Ω

V (y)∇xE(x, y) dVol(y).
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By (1.23), it is clear that (5.18) is bounded. This proves (5.9).
Recall that the operator K could be decomposed into two parts K1 and K2

(see (2.7)). Hence, we can write

(5.19) ∇K1 = ∇K11 + ∇K21.

The two integral operators on the right hand side must be understood just in a
formal sense or as distributions. There is no guarantee that ∇K11 or ∇K21 are in
some Lp(∂Ω), for p > 1. Nevertheless, their sum belongs to L∞(∂Ω).

5.2. Compactness and invertibility of K on Sobolev space H1,p

First, concentrate on the remainder K2 where we would like to show the fol-
lowing:

Lemma 5.1. Let ∂Ω ∈ C1 and U be a small neighborhood of a point x ∈ ∂Ω.
Consider any smooth coordinates on U and decompose the kernel E(x, y) as in
(1.35). Let supp ψ(x, y) ⊂ U × U . Consider the operator

(5.20) K2f(x) = lim
ε→0+

∫

y∈Oε

ψ(x, y)
1√
g(x)

∂e1
∂νy

(y, x)f(y) dσ(y).

We claim that for any (n− 1)/n < p <∞ there is q > p and q > 1 such that:
(a) K2 is compact from H1,p(∂Ω) to Lq(∂Ω) and
(b) the operator f 7→ ∇K2f − f∇K21 is compact from H1,p(∂Ω) to Lq(∂Ω).

Proof. Let us remark that the derivative ∇ is taken in the tangential direc-
tions to ∂Ω. Part (a) is trivial and follows from Lemma 2.1 and the fact that
H1,p(∂Ω) →֒ Lq(∂Ω) for some q > p, q > 1. To simplify our considerations, let us
denote by T2 the operator

(5.21) T2f = ∇K2f − f∇K21.

Write K2 given by (5.20) in local coordinates on U ; that is U ∩ Ω can be written
as in (2.3). Using the notation x = (x′, xn) there x′ ∈ R

n−1 we get:

K2f(x′) =

∫

y′∈Rn−1

ψ((x′, ϕ(x′), (y′, ϕ(y′))
1√

g(x′, ϕ(x′))
×

∑

i

[
∂e1
∂yi

((y′, ϕ(y′)), (x′, ϕ(x′)))νi(y′)

]
f(y′) d̃σ(y′).(5.22)

Here the measure on R
n−1 d̃σ is obtained from measure dσ on ∂Ω. Observe that

f ∈ Lp(∂Ω, dσ) if and only if f ∈ Lp(Rn−1, d̃σ). Also ∂e1
∂yi

means the partial

derivative of e1(y, x) with respect to variable the yi, for i = 1, 2, . . . , n, and νi is
the i-th component of the outer normal to ∂Ω.

As we mentioned above, we know that if f ∈ H1,p, then by a Sobolev embedding
theorem f ∈ Lq with q > p and q > 1. Pick q′ such that

(5.23) q > q′ > p and q′ > 1.
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Then there is ε > 0 such that f ∈ Hε,q′ , again by the embedding theorem. Pick
any unit vector e ∈ R

n−1. We would like to show that the operator

∂

∂e
K2f(x′) − f(x′)

∂

∂e
K21(x′)

= lim
h→0

K2f(x′ + he) −K2f(x′) − f(x′)K21(x′ + he) + f(x′)K21(x′)

h

(5.24)

mapsHε,q′ onto Lq
′

boundedly. This would guarantee that the operator T2 mapping
H1,p(∂Ω) into Lq

′

(∂Ω) is bounded and compact since the embedding of H1,p(∂Ω)

into Hε,q′(∂Ω) is compact.
Evaluating (5.24) using (5.22) we basically get that (5.24) can be written as

sum of two integrals. The first one has domain of integration |x′ − y′| < η and the
other one |x′ − y′| ≥ η. The first integral goes to zero as η → 0 and the second
integral as η → 0 converges to

∫

y′∈Rn−1

∂

∂e

[
ψ((x′, ϕ(x′), (y′, ϕ(y′))

1√
g(x′, ϕ(x′))

]
×

∑

i

[
∂e1
∂yi

((y′, ϕ(y′)), (x′, ϕ(x′)))νi(y′)

]
f(y′) d̃σ(y′)−

−
∫

y′∈Rn−1

∂

∂e

[
ψ((x′, ϕ(x′), (y′, ϕ(y′))

1√
g(x′, ϕ(x′))

]
×

(5.25)

∑

i

[
∂e1
∂yi

((y′, ϕ(y′)), (x′, ϕ(x′)))νi(y′)

]
f(x′) d̃σ(y′)+

+

∫

y′∈Rn−1

ψ((x′, ϕ(x′), (y′, ϕ(y′))
1√

g(x′, ϕ(x′))
×

∑

i

[
∂2e1
∂e∂yi

((y′, ϕ(y′)), (x′, ϕ(x′)))νi(y′)

]
[f(y′) − f(x′)] d̃σ(y′).

The first two integrals apparently maps Lq
′

(∂Ω) onto Lq
′

(∂Ω) boundedly. The
arguments is essentially same as in Corollary 2.2. On the other hand the kernel of
the third integral K(x, y) can be estimated using (5.6) which leads to

(5.26) |K(x′, y′)| ≤ C|x′ − y′|−(n−1+δ),

for any δ > 0. Also K is continuous off the diagonal {x′ = y′}. Now Proposition

A.17 gives that any operator with such kernel maps Hε,q′(∂Ω) to Lq
′

(∂Ω). �

Consider now the same sequence of domains Ω1 ⊂ Ω2 ⊂ . . . approximating
Ω = Ω0 as in Chapter 2, i.e., we have (2.3) together with (2.4). ByKk = Kk,1+Kk,2,
for k = 0, 1, 2, . . . , we again denote the corresponding boundary operator to ∂Ωk.
Consider also the operators

(5.27) Tkf = ∇Kkf − f∇Kk1 = Tk,1f + Tk,2f,
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where Tk,1, Tk,2 are pieces of the operator Tk that corresponds to kernel decompo-
sition (1.35).

We can see that Tk,1f are well defined and map H1,p(∂Ω) into Lp(∂Ω) (c.f.
Proposition A.10). Indeed, if we look for example at the operator K1 = K0,1 we
get

K1f(x) = lim
ε→0+

∫

y∈Oε

Knψ(x, y)√
g(x)




∑
i ν
i(y)

∑
j gij(x)(xj − yj)

(∑
jk gjk(x)(xj − yj)(xk − yk)

)n/2


 f(y) dσ(y).

(5.28)

Now writing x as (x′, ϕ(x′)), where x′ ∈ R
n−1 we can formally compute ∂

∂i
K1f−

f ∂
∂i
K11 for i = 1, 2, . . . , n− 1. Looking at (5.28) we conclude that we get integrals

with kernels of three different types. The mentioned integrals are
∫

Γ

b(x, x− y)g(y)f(y) dσ(y), b(x, z) odd and homog. of degree −(n− 1) in z

∫

Γ

b(x, x− y)g(y)f(x) dσ(y), b(x, z) odd and homog. of degree −(n− 1) in z

∫

Γ

b(x, x− y)g(y)[f(y) − f(x)] dσ(y), b(x, z) even and homog. of deg. −n in z.

(5.29)

Here, since ψ(x, y) can be decomposed as φi(x)φj(y), g(y) = ψj(y)νk(y) is a con-
tinuous function. Because Lp, p > 1 is a module over continuous functions we can
include g into f and Proposition A.4. takes care of the first two types of integrals.
For the third type we apply Proposition A.10. These two Propositions also gives
us that any slight C1 alteration of the boundary Γ does not change the resulting
integral much (in the norm). In particular our sequence of operators Tk,1 converges
to T0,1 = T1 as k → ∞.

If we put together this and Lemma 5.1, we can conclude that for any 1 < p <∞
the operators Tk, k = 0, 1, 2, . . . map H1,p(∂Ω) to Lp(∂Ω).

Finally, we briefly discuss the compactness of the operator Tk, k ≥ 1. As we
saw above, for each k = 1, 2, . . . we can choose local coordinates such that the first
part Tk,1 of the operator Tk is zero, provided the considered metric tensor on M is
smooth. Thus by Lemma 5.1, Tk is compact in this case.

If g the metric tensor on M is not smooth we can still do what we did in Chapter
2, i.e., approximate g by a sequence gµ of smooth metric tensors such that

(5.30) gµ → g uniformly in C1+γ for any γ < α on M as µ→ ∞.

Then arguing exactly as in Chapter 2 and using Proposition A.10 we get that we
can make the operator Tk,1 arbitrary small in its norm. This and the compactness
of Tk,2 from Lemma 5.1 yield that for each k = 1, 2, . . . the operator Tk is compact
from H1,p(∂Ω) to Lp(∂Ω).

We summarize this result in the following Proposition.

Proposition 5.2. Let ∂Ω ∈ C1 and 1 < p <∞. Then the operator

(5.31) K : H1,p(∂Ω) → H1,p(∂Ω)
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is well defined, bounded and compact.

Proof. We know that the operators Tk,1 are compact for k = 1, 2, . . . . Since

(5.32) ‖Tk,1 − T1‖L(H1,p(∂Ω),Lp(∂Ω)) → 0, as k → ∞,

we have that T1 is compact. Then, by Lemma 5.1 T = T1 + T2 must be compact.
Now, the operator f 7→ f∇K1 from H1,p(∂Ωk) to Lp(∂Ωk) is compact, since f ∈
H1,p(∂Ω) and ∇K1 ∈ L∞(∂Ω). Finally, ∇Kf = Tf + f∇K1 and hence ∇K is
compact from H1,p(∂Ω) to Lp(∂Ω). �

Now exactly as in Chapter 2 we can also prove the following.

Proposition 5.3. Let 1 < p <∞. Then the operator

(5.33) 1
2I +K : H1,p(∂Ω) → H1,p(∂Ω)

is well defined, bounded and invertible.

Proof. Clearly (5.33) is Fredholm. It also has index zero by the same argu-
ment as in Chapter 2. �

Now we would like to establish following result which will be needed in next
chapter.

Lemma 5.4. Let 1 < p < ∞. Consider the double layer potential D on
H1,p(∂Ω). There exists a constant C = C(∂Ω, p) such that

(5.34) ‖(∇Df)∗‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω).

Proof. Once again we use (1.35). It follows, that we can write operator D as
D = D1 + D2. For x ∈ Ω and x0 ∈ ∂Ω we put:

Rf(x, x0) =R1f(x, x0) + R2f(x, x0) =
(5.35)

= (∇D1f(x) − f(x0)∇D11(x)) + (∇D2f(x) − f(x0)∇D21(x)) .

The dealing with R2, with kernel 1√
g(x)

e1(y, x), is very similar to analysis in

the proof of Lemma 5.1 for the part T2 of the operator T . We therefore skip this
step and just state the result:

(5.36) ‖ sup
x∈γ(x0)

|R2f(x, x0)|‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω).
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Now, we consider the maximal operator R1. Written in local coordinates the
kernel of ∂

∂xl
D1, l = 1, 2, . . . , n looks like

∂

∂xl

(
Knψ(x, y)√

g(x)

)

∑

i

νi(y)
∑
j gij(x)(xj − yj)

(∑
jk gjk(x)(xj − yj)(xk − yk)

)n/2


+

+
Knψ(x, y)√

g(x)




νl(y)
∑
j glj(x)(∑

jk gjk(x)(xj − yj)(xk − yk)
)n/2


+

+
Knψ(x, y)√

g(x)



∑

i

νi(y)
∑
j

∂
∂xl

(gij(x)) (xj − yj)
(∑

jk gjk(x)(xj − yj)(xk − yk)
)n/2


+

(5.37)

+
K̃nψ(x, y)√

g(x)



∑

i

νi(y)
∑
j,k gij(x)glk(x)(xj − yj)(xk − yk)

(∑
jk gjk(x)(xj − yj)(xk − yk)

)(n+2)/2


+

+
K̃nψ(x, y)√

g(x)



∑

i

νi(y)
∑
j,k,t gij(x)

∂
∂xl

(gkt(x)) (xj − yj)(xk − yk)(xt − yt)
(∑

jk gjk(x)(xj − yj)(xk − yk)
)(n+2)/2


 .

Hence, to estimate R1(x, x0) we apply Proposition 1.5 of [22] to the first, third and
fifth terms in (5.37). We conclude that a maximal operator with these kernels is
bounded by C‖f‖Lp(∂Ω). We deal with the other two terms by invoking Proposition
A.12 of the appendix. Both are of the form b(x− y, x)g(y), where the function b is
even and homogeneous of order −n in x − y, smooth enough in this variable and
the function g is continuous. Thus according to Proposition A.12, for an operator
B

(5.38) Bf(x, x0) =

∫

Γ

b(x, x− y)g(y) [f(y) − f(x0)] dσ(y),

where x /∈ Γ, x0 ∈ Γ we have following estimate on nontangential maximal function:

(5.39) ‖ sup
x∈γ(x0)

|Bf(x, x0)|‖Lp(∂Ω) ≤ C‖g‖L∞‖f‖H1,p(∂Ω),

where γ(x0) in nontangential approach region to the point x0. If we put (5.36) and
(5.39) together, we get:

(5.40) ‖ sup
x∈γ(x0)

|Rf(x, x0)|‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω).

Recall the relation between D and R. Let

(5.41) T f(x, x0) = ∇Df(x) −R(x, x0) = f(x0)∇D1(x).
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The claim is that we have an estimate of the form (5.40) for T . If this claim is true,
then for ∇D we get:

‖ sup
x∈γ(x0)

|∇Df(x)|‖Lp(∂Ω) ≤
(5.42)

≤ C‖ sup
x∈γ(x0)

|Rf(x, x0)|‖Lp(∂Ω) + C‖ sup
x∈γ(x0)

|T f(x, x0)|‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω),

so (5.34) is indeed true. Hence, we only need to show that

(5.43) (∇D1)∗ ∈ L∞(∂Ω).

However, this is easy. For x fixed, we consider the regions Ωε = Ω \B(x, ε), where
B(x, ε) is a ball of radius ε centered at x in some smooth coordinate system near
x. Clearly,

(5.44) D1(x) =

∫

∂Ω

∂E

∂νy
(x, y) dσ(y),

and therefore integrating by parts we get:

(5.45) D1(x) =

∫

Ωε

∆yE(x, y) dVol(y) +

∫

∂B(x,ε)

∂E

∂νy
(x, y) dσ(y).

If we limit ε → 0+, we get that the second (boundary) integral on the right hand
side of (5.45) converges to some constant (actually 1), independent of x. The
argument is same as in the proof of (5.14). On the other hand, ∆yE(x, y) =
LyE(x, y) + V (y)E(x, y) and LyE(x, y) = δx(y). Hence:

(5.46) D1(x) = 1 +

∫

Ω

V (y)E(x, y) dVol(y).

From this ∇D1 ∈ L∞(Ω), so (5.43) holds. �

5.3. Compactness and invertibility of K on Hardy-Sobolev space H1,p

Now we look at a result similar to Lemma 5.4 for Hardy spaces.

Lemma 5.5. Let ∂Ω ∈ C1 and (n − 1)/n < p ≤ 1. Consider the double layer
potential D on H1,p(∂Ω). There exists a constant C = C(∂Ω, p) such that

(5.47) ‖(∇Df)∗‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω).

Proof. This proof is very similar to the previous one, so we will be brief. Again
we can write the operator D as D1 +D2 and also define the operator R = R1 +R2.
Estimates for part R2 are again easy, using that f ∈ H1,p →֒ Lq for some q > 1.
The kernel of D1 could again be written as (5.37) with first, third and fifth integrals
easily estimable using Proposition 1.5 of [22]. The remaining terms have again the
form b(x − y, x)g(y), where the function b is even and homogeneous of order −n
in x − y, smooth enough in this variable and the function g is continuous. Thus
according to Proposition A.16 for any operator B

(5.48) Bf(x, x0) =

∫

Γ

b(x, x− y)g(y) [f(y) − f(x0)] dσ(y),
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where x /∈ Γ, x0 ∈ Γ, we have the following estimate on the nontangential maximal
function:

(5.49) ‖ sup
x∈γ(x0)

|Bf(x, x0)|‖Lp(∂Ω) ≤ C‖g‖L∞‖f‖H1,p(∂Ω),

where γ(x0) is a nontangential approach region to the point x0. Now, (5.49) easily
yields (5.47) exactly as in Lemma 5.4. �

Proposition 5.6. Let ∂Ω ∈ C1 and (n− 1)/n < p ≤ 1. Then the operator

(5.50) K : H1,p(∂Ω) → H1,p(∂Ω)

is well defined, bounded and compact.

Proof. We first show that (5.50) is well defined. To see this pick f ∈ H1,p(∂Ω)
and consider u = Df . Assume first that V = 0 on Ω, i.e., function u is harmonic.
Lemma 5.5 yields that

(5.51) ‖(∇u)∗‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω).

As follows from [31], (5.51) gives ∂νu ∈ ~
p(∂Ω) and ∇Tu ∈ ~

p(∂Ω), ∇T meaning
gradient on ∂Ω. However, u

∣∣
∂Ω

= (1
2I +K)f which gives

(5.52)
‖∇T (( 1

2I +K)f)‖~p(∂Ω) = ‖∇Tu‖~p(∂Ω) ≤ C‖(∇u)∗‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω).

From (5.52) it follows that ∇TK maps H1,p(∂Ω) into ~
p(∂Ω), hence (5.50) is well

defined and bounded.
We turn to compactness now. Take again a sequence of smooth domains Ω1 ⊂

Ω2 ⊂ . . . approximating Ω for which in local coordinates we have (2.3) and (2.4).
Also as before, let Kk be the operator (5.50) corresponding to the domain Ωk.

We already know that each Kk is compact for k = 1, 2, . . . , provided the con-
sidered metric tensor g on M is smooth. If this is not the case, there is a sequence
of smooth tensors gµ already considered earlier in this chapter that approximates g
well. An important point here is that although the Hardy space ~

p(∂Ωk) in general
depends on the metric on ∂Ωk, all metrics considered here (i.e. gµ and g) generate
the same Hardy space.

Estimating the difference vµk = u − uµ = (Dk − Dµ
k )f (by Proposition A.16),

we get that (∇vµk )∗ → 0 in Lp(∂Ωk) as µ→ ∞. From that it follows (as in (5.52))
that

‖∇T ((Kk −Kµ
k )f)‖~p(∂Ωk) ≤‖∇T (( 1

2I +Kk − 1
2I −Kµ

k )f)‖~p(∂Ωk) ≤
≤C‖(∇vµk )∗‖Lp(∂Ωk) → 0.(5.53)

So the compactness of Kk follows, since Kµ
k → Kk in L(H1,p) norm as µ→ ∞.

Consider again Θ a smooth vector field on M transversal to ∂Ω which allows
us via its flow to identify ∂Ωk with ∂Ω. That is, we can think about f ∈ H1,p(∂Ωk)
also as a function from f ∈ H1,p(∂Ωk, dσk), where dσk is the pull-back of the
surface measure from ∂Ωk onto ∂Ω. In the case of C1 domains, the measures dσ
and dσk are mutually absolutely continuous since the Radon-Nikodym derivative
ρk = dσk

dσ is a continuous function and ρk → 1 uniformly in C(∂Ω), as k → ∞. Also

the norms of f on H1,p(∂Ωk, dσk) are comparable with the norm H1,p(∂Ω, dσ).
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From now on, the proof somehow resembles the proof of Proposition 2.7. Take
again for simplicity just the case V = 0 on Ω. Pick f ∈ H1,p(∂Ω) of norm one and
let u = Df . Then u is harmonic and as in (5.51) we have

(5.54) ‖(∇u)∗‖Lp(∂Ω) ≤ C‖f‖H1,p(∂Ω),

and also for uk = Dkf (Dk is the appropriate operator on Ωk)

(5.55) ‖(∇uk)∗‖Lp(∂Ωk) ≤ C‖f‖H1,p(∂Ωk),

with C independent of k.
By Proposition A.16 (and the partition of unity), the contribution of the main

piece ∇D1 can be estimated quite easily. The remainder ∇D2 can be estimated
using (5.6). This yields

(5.56) ‖(∇(Dkf −Df))∗‖Lp(∂Ω) ≤ εk, as k → ∞.

Here εk ց 0, as k → ∞ is a sequence independent of f .
In particular, if we take the tangential derivative ∇T = ∂

∂T
we get

(5.57) ‖∇T (Dkf −Df))∗‖Lp(∂Ω) ≤ εk, as k → ∞.

The meaning of (5.57) should be clarified. With a point x0 ∈ ∂Ω fixed, ∇T (x0)
is well defined at x0. We extend it by parallel transport to a neighborhood U of
x0. This means

(5.58) ∇T (Dkf −Df)

is now well defined on Ω ∩ U and thus we can evaluate the maximal operator in
(5.56). Again, as it is explained in Appendix A, for x0 ∈ ∂Ω there is exactly one
point x′0 ∈ Ωk for which

(5.59) x′0 = Ftx0 for some t > 0,

where Ft is the flow generated by Θ. Thus (5.56) is understood in a sense that
we pull back the whole domain of the operator Dk(f) (via the flow Ft), such that
points x0 and x′0 coincide and then compute the difference (5.58) and from it the
maximal operator.

If ∇Tk
means the tangent derivative with respect to ∂Ωk, the assumption about

the domains Ωk gives us that we can write

(5.60) ∇Tk
= Ak∇T + Bk∂νk,

where ∂νk means the normal derivative with respect to ∂Ωk, Ak is a real and Bk a
vector valued function. Moreover, Ak → 1 and Bk → 0 in the L∞ norm, as k → ∞.

Combining (2.50) with (5.58) and the fact that from (5.57) we get Lp uniform
bound on (∇Dk(Bkf))∗ we conclude exactly as in Proposition 2.7:

(5.61) ‖(∇Tk
(Dkf) −∇T (Df))∗‖Lp(∂Ω) ≤ ε′k, as k → ∞,

for a sequence (ε′k)n∈N converging to zero.
Hence due to result of Wilson [31] as before it follows that

(5.62) ‖ 1
ρk
∇Tk

(Dkf) −∇T (Df)‖~p(∂Ω) ≤ ε′′k , as k → ∞.
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Finally, this gives

‖ 1
ρk
∇Tk

Kkf −∇TKf‖~p(∂Ω) ≈‖ 1
ρk
∇Tk

( 1
2I +Kk)f −∇T ( 1

2I +K)f‖~p(∂Ω) =

=‖ 1
ρk
∇Tk

(Dkf) −∇T (Df)‖~p(∂Ω) ≤ ε′′k → 0.(5.63)

In the first line of (5.63) we used a simple observation

(5.64) ‖ 1
ρk
∇Tk

f −∇T f‖~p(∂Ω) → 0.

(5.63) is the desired result. Now the compactness of ∇Tk
Kk follows from com-

pactness of ∇TK. �

As a corollary we get:

Proposition 5.7. Let (n− 1)/n < p ≤ 1. Then the operator

(5.65) 1
2I +K : H1,p(∂Ω) → H1,p(∂Ω)

is well defined, bounded and invertible.

5.4 Dirichlet regularity problem, Sobolev H1,p (1 < p < ∞) data

In this section we establish the existence of a solution to the Dirichlet problem
with boundary data in H1,p. The spirit of our argument is very similar to Chapters
3 and 4.

Theorem 5.8. Assume ∂Ω ∈ C1. Let the metric tensor on M be of class
C1+α. Given f ∈ H1,p(∂Ω), 1 < p <∞ there exists a unique function u ∈ C2+α

loc (Ω)
satisfying

(5.66) Lu = 0 in Ω, (∇u)∗ ∈ Lp(∂Ω), u
∣∣
∂Ω

= f,

the limit on ∂Ω taken in the nontangential a.e. sense. Moreover u is representable
in the form

(5.67) u = D(( 1
2I +K)−1f) in Ω,

and there is a uniform estimate

(5.68) ‖(∇u)∗‖Lp(∂Ω) ≤ Cp‖f‖H1,p(∂Ω).

Remark. Using different methods it has been shown in [24] that in the range
1− ε < p < 2 + ε for some ε = ε(∂Ω) > 0 the proposition above can be established
even for the metric tensor of class Cα. Although we believe that same should be
true on C1 domains for all 1 < p < ∞, major technical difficulties prevented us
from establishing this result. In particular, the analysis presented in the previous
chapter becomes much more complicated. Let us also remark that it follows from
(5.68) that u ∈ H1,q(Ω), where q = pn/(n− 1).

Proof. Proposition 5.3 and Lemma 5.4 give us that u of the form (5.67) solves
(5.66) and satisfies (5.68). Uniqueness follows from uniqueness for Dirichlet problem
in Theorem 3.1. �
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Corollary 5.9. The operator

(5.69) S : Lp(∂Ω) → H1,p(∂Ω)

is invertible for 1 < p <∞. In particular the solution to (5.66) can be also written
as a single layer potential

(5.70) u = S(S−1f).

Proof. Pick any f ∈ H1,p and assume that u solves (5.66). In particular,
we have ∂νu ∈ Lp. Using results from Chapter 4 for the Neumann problem, there
exists g ∈ Lp(∂Ω) such that

(5.71) u = Sg.

Our claim is that f = Sg. Seeing this is actually not difficult, since f = u
∣∣
∂Ω

=

S+g = Sg. It follows, that the range of the map (5.69) is the whole space H1,p.
Now we argue that the kernel of S contains only zero. Assume that Sg = 0. Then
u = Sg solves (5.66) for f = Sg = 0. Uniqueness in Theorem 5.8 guarantees that
such u is identically zero. From that we have

(5.72) 0 = ∂νu =

(
∂Sg
∂ν

)

+

= (− 1
2I +K∗)g.

Clearly, if V > 0 on set of positive measure this immediately gives g = 0 since
the operator − 1

2I +K∗ is invertible. If V = 0 on Ω this implies g = const. If the
constant is not zero, it would follow that f = Sg = const 6= 0 which is contradiction.
Therefore g = 0.

This proves that operator (5.69) is invertible, since it is injective and its range
is the whole target space. (5.70) also follows. �

5.5. Dirichlet regularity problem, H1,p ((n − 1)/n < p ≤ 1) data

In a spirit similar to the result above we also have:

Theorem 5.10. Assume ∂Ω ∈ C1 and (n − 1)/n < p ≤ 1. Let the metric
tensor on M be of class C1+α. Given f ∈ H1,p(∂Ω), there exists a unique function
u ∈ C2+α

loc (Ω) satisfying

(5.73) Lu = 0 in Ω, (∇u)∗ ∈ Lp(∂Ω), u
∣∣
∂Ω

= f,

the limit on ∂Ω taken in the nontangential a.e. sense. Moreover, u is representable
in the form

(5.74) u = D(( 1
2I +K)−1f) in Ω,

and there is a uniform estimate

(5.75) ‖∇u∗‖Lp(∂Ω) ≤ Cp‖f‖H1,p(∂Ω).
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Remark. The proof of Theorem 5.10 essentially follows the proof of Theorem
5.8. The only difference is that we use appropriate results for Hardy space instead.
These can be found in the previous chapter. There also is an analogue of Corollary
5.9 about invertibility of

(5.76) S : ~
p(∂Ω) → H1,p(∂Ω) .

Thus our solution to (5.73) can be also written as

(5.77) u = S(S−1f).



CHAPTER 6

Equivalence of Hardy Space Definitions

6.1. Preliminaries

In this chapter we present the main result of this work, the fact that the atomic
definition and the definition by conjugate harmonic functions of Hardy space are
equivalent even on Riemannian manifolds. The result is established for C1 domains
in any dimension and for Lipschitz domains in dimension 3.

First we recall known result from R
n. For further reference see [25]. Let

(n−1)/n < p ≤ 1. Consider a harmonic function u defined on the upper half-space

(6.1) R
n+1
+ = {(x, t) : x ∈ R

n, t > 0}.

Assume also that u satisfies

(6.2) sup
t>0

∫

Rn

|∇u(x, t)|pdx <∞,

where the gradient in the formula (6.2) is considered in both variables x and t.
Then u has well defined normal derivative ∂νu on ∂R

n+1
+ , this derivative belongs

to ~
p
at(R

n) and

(6.3) ‖∂u∂ν ‖
p
~

p
at(R

n)
= ‖ ∂∂tu

∣∣
∂R

n+1
+

‖p
~

p
at(R

n)
≈ ‖(∇u)∗‖pLp(Rn) ≈ sup

t>0

∫

Rn

|∇u(x, t)|pdx.

The goal is to obtain similar claim for variable coefficient setting on a smooth
compact Riemannian manifolds with a metric tensor of class C1,1.

Take u ∈ C1
loc(Ω) to be a solution to the Laplace-Beltrami equation

(6.4) ∆u = 0 in Ω,

where Ω is an open domain in M with C1 boundary.
We approximate Ω by a increasing sequence Ω1 ⊂ Ω2 ⊂ · · · ⊂ Ω of C1 domains

approximating Ω from inside. Assume also that on any small neighborhood of
a boundary point (2.3) and (2.4) hold. We say that such sequence of domains
approximates Ω in C1.

The condition analogous to (6.2) is

(6.5) sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x) <∞,

where dσn is the surface measure on ∂Ωn.
First, we will give our argument for slightly “better” domains; namely consider

a continuous family Ωt, t > 0 of domains defined precisely in Chapter 3. That is
Ωt, ut and dσt are defined as in Chapter 3 by pulling back the metric tensor g

44
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using a flow Ft generated by some smooth vector field Θ on M pointing inside Ω.
In this setting instead of (6.5) we require

(6.6) sup
t>0

∫

∂Ωt

|∇u(x)|pdσ̃t(x) = sup
t>0

∫

∂Ω

|∇ut(x)|p dσt(x) <∞.

The result we establish is known in R
n for a flat Laplacian. Dahlberg in [7]

proved that for n = 3 the condition (6.6) with p = 1 implies that ∂νu ∈ ~
1(∂Ω),

provided Ω ⊂ R
n is a Lipschitz domain with connected boundary. It not known

whether same thing remains true for n ≥ 4 (c.f. problem #2 in [7]). If in addition
the domain is C1 the answer is positive in any dimension.

New in our proof is the idea of replacing subharmonicity of |∇u|q by a weaker
notion of C-subharmonicity. As we will see later this brings several complications.

6.2. C-subharmonicity

Recall that for a flat Laplace operator on R
n+1 and any harmonic function u,

the function |∇u|q is subharmonic, i.e., for q ≥ (n− 1)/n and |∇u| > 0 we have

(6.7) ∆(|∇u|q) ≥ 0.

We would like to get similar result in our setting, i.e., for u which solves ∆u = 0
on M . It is clear that a statement like (6.7) will not work here, because in general
M is not flat. The solution is to define a new weaker variant of (6.7).

Definition 6.1. Let O ⊂ M be an open set and F a C1(O) function. Let C
be a nonnegative constant. We say that F is C-subharmonic on O, if for any test
function ϕ ∈ C∞

0 (O), ϕ ≥ 0 we have

(6.8) −〈∇F,∇ϕ〉 + C〈F,ϕ〉 ≥ 0.

Remark 6.2. If the metric tensor and the function F are of class C2 then the
definition 6.1 is equivalent to the statement

(6.9) ∆F + CF ≥ 0.

Notice also that 0-subharmonicity of F is just the standard subharmonicity i.e.
∆F ≥ 0.

From now on, we assume that the metric tensor g is of class C1,1, i.e., the
gradient ∇g is Lipschitz.

Pick a point x ∈ O and take the geodesic coordinates centered at the point x
on some small open neighborhood of x. Compute ∆(|∇u|q) for u satisfying ∆u = 0.
At the point x we have

(6.10) gij(x) = δij , ∂kgij(x) = 0.

If the function u does not have enough regularity, we will understand all deriva-
tives in the computation bellow in the sense of distributions. Let (gij) be a matrix
inverse to (gij). Denote by X the gradient ∇u. Using the summation convention

(6.11) Xi = gij∂ju, i = 1, 2, . . . , n.

Finally, denote by F the function |∇u|2, i.e.,

(6.12) F = (gijX
iXj).
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We get:

(6.13) glkg1/2∂kF
q
2 = glkg1/2 q

2F
q−2
2

{
(∂kgij)X

iXj + 2gij(∂kX
i)Xj

}
.

Hence

∆(F
q
2 ) =g−1/2 q

2F
q−4
2

{
∂l(g

lkg1/2)F
[
(∂kgij)X

iXj + 2gij(∂kX
i)Xj

]

+glkg1/2F
[
(∂2
klgij)X

iXj + 2(∂kgij)(∂lX
i)Xj

+2gij(∂
2
klX

i)Xj + 2gij(∂kX
i)(∂lX

j)
]

+ q−2
2

[
(∂kgij)X

iXj + 2gij(∂kX
i)Xj

]
[(∂lgmn)X

mXn + 2gmn(∂lX
n)Xm]

}
.

(6.14)

Now if we evaluate (6.14) at the point x using (6.10) we get

∆(F
q
2 ) = qF

q−4
2

∑

i,k

{
F

[
1

2
(∂2
kgij)X

iXj + (∂2
kX

i)Xi + (∂kX
i)2
]

+

+ (q − 2)
[
(∂kX

i)Xi
]2
}
.(6.15)

Using the estimate from Chapter 7 paragraph 3 of [27] we have that

(6.16)
∑

i,k

(
(q − 2)

[
(∂kX

i)Xi
]2

+ F (∂kX
i)2
)
≥ CqF |∇X|2,

where slightly abusing notation |∇X|2 =
∑
i,k(∂kX

i)2. The constant

Cq = 1
q (1 + (q − 2)(n−1

n )) > 0 provided q > (n− 2)/(n− 1).

Now we have to deal with the residual terms. Fist of all we need to use the
assumption that u is harmonic. Using (6.11) we get

∂kX
i = (∂kg

im)∂mu+ gim(∂2
kmu)

∂2
kX

i = (∂2
kg
im)∂mu+ 2(∂kg

im)∂2
kmu+ gim(∂3

kkmu).(6.17)

Evaluating this at x gives

(6.18) ∂2
kX

i = (∂2
kg
im)∂mu+ ∂3

kkiu.

Now

0 = ∂k(∆u) = ∂k

(
g1/2∂j(g

jig1/2∂iu)
)

=

= (∂kg
1/2)

(
∂j(g

jig1/2∂iu)
)

+ g1/2
[
∂2
kj(g

jig1/2)∂iu+ gjig1/2∂3
kjiu

]
.

(6.19)

Evaluating this at x gives

(6.20) ∂3
ikku = −∂2

ij(g
jkg1/2)∂ku.

Now we plug-in (6.20) into (6.18) and then use (6.18) together with (6.16) to esti-
mate (6.15). We get

(6.21) ∆(F
q
2 ) ≥ qF

q−2
2

(
Cq|∇X|2 +A(∇2g,X,X)

)
,

where A is certain trilinear form. Notice, that eventually we got that ∆(F
q
2 ) is

actually a function, i.e., not only a distribution. This follows from the fact that



6.3. THE MAIN STEP 47

on the right side of (6.21) we differentiate u at most twice, i.e., if we assume C1,1

regularity of the metric tensor, then u has two classical derivatives.
Now since ∇g is Lipschitz, it follows that A can be estimated by

(6.22) |A(∇2g,X,X)| ≤ C|X|2,
where C is some very big constant depending on ∇2g. Finally (6.22) together with
(6.21) gives (since F = |X|2):

(6.23) ∆(F
q
2 ) +KqF

q
2 ≥ (Cqq)F

q−2
2 |∇X|2 ≥ 0.

Let us remark that although A naturally depends on the chosen point x ∈ O, it is
clear that the bound (6.22) can be done uniformly for all x, since the function A
depends only on the metric tensor g and its first two derivatives, hence provided
g ∈ C1,1 everything works. Therefore we have established:

Proposition 6.3. Let the metric tensor g on Riemannian manifold M be of
class C1,1. Then for any q > (n − 2)/(n − 1) (n = dim M) there is a constant
Kq > 0 such that for any solution u to the equation

(6.24) ∆u = 0 in O, O ⊂M, O open,

the function |∇u|q is Kq-subharmonic at any point x ∈ O at which ∇u 6= 0, i.e.,

(6.25) ∆(|∇u|q) +Kq(|∇u|q) ≥ 0.

6.3. The main step

We begin by defining a function F : Ω → R
+ by

(6.26) F (x) = |∇u(x)|.
The we claim that F ∈ Lp(Ω), granted (6.6). Proving this is not difficult, if we
integrate (6.6) in t between (0, ε], we get that F ∈ Lp(C) where C is some small
inside collar neighborhood of ∂Ω. The C1 regularity of u inside Ω gives us same in
Ω \ C.

Pick any q such that (n−2)/(n−1) < q < p. We see that F q belongs a certain
space Lr(Ω) with r = p/q > 1. On Ω we can solve the Dirichlet problem

(6.27) −∆v = F q in Ω, v
∣∣
∂Ω

= 0,

which gives us a solution v ∈ Lr(Ω). Actually v has slightly better regularity that
just Lr(Ω). In general, we introduce the following notation. By Gf we denote a
unique function u that solves −∆u = f , u

∣∣
∂Ω

= 0. Hence, v = G(F q). Notice that
v ≥ 0, since G is a positive operator.

By Proposition 6.3 we have that

(6.28) G = F q −Kqv is subharmonic, i.e., ∆G ≥ 0.

Here Kq is the constant from Proposition 6.3 depending on q and M .
Using the flow Ft mentioned above, we can parameterize the collar neighbor-

hood of ∂Ω. For any x ∈ C we can write x = (x′, t), where x′ ∈ ∂Ω and t ≥ 0 are
characterized by

(6.29) x = Ftx′.
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Denote by P t the solution operator to the Dirichlet problem

(6.30) ∆u = 0 in Ωt, u
∣∣
∂Ωt

= f,

whose properties has been studied in Chapter 3. Since the function G is subhar-
monic we claim that for each x′ ∈ ∂Ω, t > 0 and ε > 0 we have

(6.31) G(x′, t+ ε) ≤ P ε(G(., ε))(x′, t).

Seeing this is not difficult. Clearly the both function coincides on ∂Ωt and are
continuous there. Therefore P ε(G(., ε)) ∈ C(Ωt). This implies that both functions
are bounded on ∂Ω × R

+. Now a variant of the maximum principle, since the
function on the left is subharmonic and the function on the right is harmonic gives
(6.31).

The assumption (6.6) and the remark that follows Theorem 3.4 (the observation
that v

∣∣
∂Ωt

are uniformly bounded in the Lr norm) give us that the functions G(., ε)

are uniformly bounded in Lr(∂Ω), for some r > 1. Reflexivity of the space Lr

therefore implies that we can find a function h ∈ Lr(∂Ω) such that G(., εk) → h
weakly in Lr, as k → ∞. As we saw in the proof of Theorem 3.1 this allows us to
pass to the limit k → ∞ on the right hand side of (6.31) and gives

(6.32) G(x′, t) ≤ P 0(h)(x′, t) ∀t > 0.

Notice also h ≥ 0 and

(6.33) ‖h‖rLr(∂Ω) ≤ C sup
t>0

∫

∂Ωt

|∇u(x)|pdσ̃t(x),

since the norm of both functions defining G can be estimated by the right side of
(6.33). Another way to write (6.32) is

(6.34) |∇u|q ≤ P 0(h) +Kqv = P 0(h) +KqG(|∇u|q).
Notice, that in the flat case (i.e., when Kq = 0) the estimate (6.34) is enough

to bound the maximal operator of |∇u|q, since the bound on the maximal operator
of P 0(h) is known from Chapter 3.

If Kq > 0 this is no longer true, because we do not have bound on the maximal
operator of G(|∇u|q). But a nice thing about (6.34) is that it can be iterated, since
G is a positive operator. For example iterating (6.34) once gives

(6.35) |∇u|q ≤ P 0(h) +KqG(P 0(h)) +K2
qG2(|∇u|q).

Here G2 = G ◦ G. In general, the (n− 1)-th iteration of (6.34) looks as follows:

|∇u|q ≤P 0(h) +KqG(P 0(h)) +K2
qG2(P 0(h)) + · · ·+

+Kn−1
q Gn−1(P 0(h)) +Kn

q Gn(|∇u|q).(6.36)

The key is to realize that starting with |∇u|q ∈ Lr(Ω) for some r > 1, the operator
G smoothness things out, that is, there is an integer n for which Gn(|∇u|q) is a
continuous function on Ω. Naturally, the maximal operator of continuous function
on Ω can be estimated trivially. On the other hand, (3.3) gives us estimate on the
maximal operator of the harmonic function P 0(h). By invoking Theorem B.10 we
get an estimate on the maximal operator of Gi(P 0(h)) for i = 1, 2, . . . , n− 1. This
gives
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(∇u)∗ ≤ C
[
((P 0(h))∗)1/q + (G(P 0(h))∗)1/q + · · ·+

+(Gn−1(P 0(h))∗)1/q + (Gn(|∇u|q)∗)1/q
]
,(6.37)

and therefore

(6.38)

∫

∂Ω

((∇u)∗)p dσ ≤ C(‖h‖rLr(∂Ω)+‖F q‖Lr(Ω)) ≤ C sup
t>0

∫

∂Ωt

|∇u(x)|pdσ̃t(x).

We briefly comment on the equivalence of conditions (6.5) and (6.6). The
crutial point in the argument above is that the constant Cp in Theorems 3.1 and
3.3 is independent of t, i.e., the estimates (3.3) and (3.18) remains valid for any Ωt.
This follows from Lemma 3.2. We claim that same can be said about the domains
Ω1 ⊂ Ω2 ⊂ . . . , provided they are chosen as described at the beginning of this
chapter. The proof uses the fact that there is k ∈ N such that for n ≥ k we have 1-
1 correspondence between the points on ∂Ωn and ∂Ω via the flow Ft. Hence, we can
compare the measures dσn and dσ and get that the Radon-Nikodym derivative
ρn = dσn

dσ is a continuous function converging to 1 in C(∂Ω) norm as n→ ∞. This
is enough to establish a lemma analogous to Lemma 3.2 for the domains Ωn (for
p > 1). Having this, the other key element of our argument was the limiting process
(6.31) for ε→ 0. We can repeat the same for the domains Ωn (only the notation will
be a bit more complicated). Thus, same conclusion follows even for condition (6.5).
The final comment is that the numbers (6.5) and (6.6) are comparable. Really, take
any Ωt ⊂ Ωn and use (4.2) when p > 1 and (4.6) when (n − 1)/n < p ≤ 1 to get
for such Ωt ⊂ Ωn

∫

∂Ωt

|∇u(x)|pdσ̃t(x) ≤
∫

∂Ωt

|(∇u)∗(x)|pdσ̃t(x) ≈

≈‖(∇u)∗‖Lp(Ωn) ≤ ‖(∇u)∗‖Lp(Ω) ≤ C sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x).
(6.39)

And vice versa for different domains where Ωn ⊂ Ωt. This establishes

Proposition 6.4. Let (n − 1)/n < p < ∞ and let Ω1 ⊂ Ω2 ⊂ · · · ⊂ Ω be
an infinite sequence of C1 domains increasing to Ω that approximates Ω in C1.
Suppose that a function u ∈ C1

loc(Ω) is harmonic, i.e., it solves ∆u = 0 on Ω and
satisfies

(6.40) sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x) <∞.

Then such function has well-defined values of ∇u on ∂Ω and moreover

(6.41) (∇u)∗ ∈ Lp(∂Ω) and ‖(∇u)∗‖pLp(∂Ω) ≈ sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x).

Proof. Everything else except inequality ≥ in (6.41) has already been estab-
lished. However, since this inequality hold trivially, the Proposition follows. �
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6.4. The equivalence theorem on C1 domains

If p > 1 we can immediately claim:

Theorem 6.5. Let 1 < p <∞ and let the metric tensor on M be of class C1,1.
Assume also that u ∈ C1

loc(Ω) is harmonic in Ω ⊂M , where Ω is an open set with
C1 boundary.

The function g = ∂u
∂ν belongs to Lp(∂Ω) if and only if

(6.42) sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x) <∞,

for a series of C1 domains Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ . . . increasing to Ω that approximates
Ω in C1. Moreover,

(6.43) ‖g‖pLp(∂Ω) ≈ sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x).

Proof. The “if” part of the theorem follows from the uniqueness result for
the Neumann boundary problem established in Theorem 5.5 of [23] in conjunction
with Theorem 4.1 of this paper. The “only if” part follows from Proposition 6.4.�

Before we produce a result analogous to Theorem 6.5 for (n− 1)/n < p ≤ 1 we
need to prove the following.

Proposition 6.6. Let (n− 1)/n < p ≤ 1 and let the metric tensor be of class
Cα for some α > 0. Assume also that u is a harmonic function in Ω ⊂ M where
Ω is an open set with C1 boundary. Then (∇u)∗ belongs to Lp(∂Ω) if and only if
the function g = ∂u

∂ν belongs to ~
p(∂Ω) and u can be written as

(6.44) u = S((− 1
2I +K∗)g).

The equality (6.44) is understood modulo constants.

Proof. By Theorem 4.2 if the function g belongs to ~
p(∂Ω) then u of the

form (6.44) solves ∆u = 0 and also (∇u)∗ ∈ Lp(∂Ω). This does the “only if” part.
The “if” part of the proposition requires to show that given (∇u)∗ ∈ Lp(∂Ω) we
have g = ∂u

∂ν ∈ ~
p(∂Ω). Once having this define we v = S((− 1

2I + K∗)g). The
uniqueness result in Theorem 4.2 implies that u = v modulo constants.

The argument that g = ∂u
∂ν ∈ ~

p(∂Ω) uses again the approach developed in

[31]. Given a harmonic function with (∇u)∗ ∈ Lp(∂Ω), the function g = ∂u
∂ν is in

~
p
at(∂Ω), since it can be decomposed into p-atoms. �

Propositions 6.4 and 6.6 finally yield the main result of this chapter for C1

domains.

Theorem 6.26. Let (n − 1)/n < p ≤ 1 and let the metric tensor on M be of
class C1,1. Assume also that u ∈ C1

loc(Ω) is harmonic, i.e., it solves ∆u = 0 on
Ω ⊂M , where Ω is an open set with C1 boundary. If

(6.45) sup
n∈N

∫

∂Ωn

|∇u(x)|p dσn(x) <∞,

for an series of C1 domains Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ . . . increasing to Ω that approximates
Ω in C1, then g = ∂u

∂ν belongs to ~
p(∂Ω); the function u can be written as u =
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S((− 1
2I +K∗)g) (modulo constants) and the ~

p(∂Ω) norm of g is comparable with
(6.45), i.e.,

(6.46) ‖g‖p
~p(∂Ω) ≈ sup

n∈N

∫

∂Ωn

|∇u(x)|p dσn(x).

Conversely, if g ∈ ~
p
at(∂Ω) then the harmonic function u = S((− 1

2I+K
∗)g) satisfies

(6.45) for any series of C1 domains Ω1 ⊂ Ω2 ⊂ Ω3 ⊂ . . . increasing to Ω and
approximating Ω in C1. Also

(6.47) ‖g‖p
~p(∂Ω) ≈ ‖(∇u)∗‖pLp(∂Ω) ≈ sup

n∈N

∫

∂Ωn

|∇u(x)|p dσn(x).

6.5. The equivalence theorem on Lipschitz domains

Finally, we would like to consider the case when the boundary ∂Ω is only
Lipschitz. As follows from the results in [22], [23] and [24], on Lipschitz domains we
can solve the Dirichlet problem on ∂Ω for initial data f ∈ Lp(∂Ω) with 2− ε < p <
∞. If we consider the Neumann problem, same is true for initial data g ∈ Lp(∂Ω)
for 1 < p < 2 + ε and g ∈ ~

p(∂Ω) for 1 − ε < p ≤ 1.
A second look at the proof above reveals that we had to solve the Dirichlet

problem for Laplace equation with Lr(∂Ω) boundary conditions. Here the number
r is given as r = p/q, where (n − 2)/(n − 1) < q < p. Thus if this r is sufficiently
close to 2, the proof above would work even for Lipschitz domains. For Hardy
spaces, this happens when dim M = 3. For simplicity we formulate our results only
for domains Ωt.

Theorem 6.27. Let the metric tensor on M be of class C1,1. Consider any
1 < p < ∞. Let u ∈ C1

loc(Ω) be harmonic on Ω ⊂ M , where Ω is an open set with
Lipschitz boundary. If

(6.48) sup
t>0

∫

∂Ωt

|∇u(x)|p dσ̃t(x) <∞,

then the function g = ∂u
∂ν belongs to Lp(∂Ω) and

(6.49) ‖g‖pLp(∂Ω) ≈ sup
t>0

∫

∂Ωt

|∇u(x)|p dσ̃t(x).

Proof. There are two cases: If 2 ≤ p < ∞ the technique described above
based on subharmonic majorization and the solvability of Lp Dirichlet problem
works. If 1 < p ≤ 2 the idea is, that granted (6.31), the natural estimate ac-
companying the H1,p regularity problem for Laplacian used on each approximating
domain Ωt yields

(6.50) ‖(∇u
∣∣
Ωt

)∗‖Lp(∂Ωt) ≤ C,

with C independent of t > 0. (See [23]). This naturally, yields ‖(∇u)∗‖Lp(∂Ω) ≤
C <∞, as desired. The argument for 1 < p ≤ 2 is due to Marius Mitrea, to whom
I am very grateful for pointing it out. �

As indicated, when dim M = 3 we also have:
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Theorem 6.28. Let dim M = 3 and let the metric tensor on M be of class
C1,1. Assume also that u is a harmonic function in Ω, where Ω is an open set with
Lipschitz boundary. Then there exists ε = ε(∂Ω) > 0 such that for 1 − ε < p ≤ 1
we have the following. If

(6.51) sup
t>0

∫

∂Ωt

|∇u(x)|p dσ̃t(x) <∞,

then g = ∂u
∂ν belongs to ~

p(∂Ω); the function u can be written as u = S((− 1
2I+K

∗)g)
(modulo constants) and the ~

p(∂Ω) norm of g is comparable with (6.32), i.e.,

(6.52) ‖g‖p
~p(∂Ω) ≈ sup

t>0

∫

∂Ωt

|∇u(x)|p dσ̃t(x).

Conversely, given g ∈ ~
p
at(∂Ω) the harmonic function u = S((− 1

2I+K∗)g) satisfies
(6.32). Also

(6.53) ‖g‖p
~p(∂Ω) ≈ ‖(∇u)∗‖pLp(∂Ω) ≈ sup

t>0

∫

∂Ωt

|∇u(x)|p dσ̃t(x).

Whether the claim holds for dim M ≥ 4 remains to be seen. We suspect, that
the restriction on dimension of M in Theorem 6.28 is not necessary. However, our
proof obviously such restriction requires.



APPENDIX A

Variable Coefficient Cauchy Integrals

In this appendix we would like to establish certain results about Cauchy inte-
grals on Lipschitz surfaces. These results are used throughout this work. Recall
first Theorem 1.1 of [22] which was obtained using results of Coifman, McIntosh
and Meyer [5].

Theorem A.1. Let Γ be a Lipschitz graph in R
n of the form xn = φ(x1, . . . , xn)

for some Lipschitz function φ : R
n−1 → R . There exists N = N(n) such that if

k ∈ CN (Rn \ 0) is an odd function (k(−x) = −k(x)) and homogeneous of de-
gree −(n − 1), then k(x − y) is a kernel of an operator K bounded on Lp(Γ) for
1 < p <∞, of norm

(A.1) ‖K‖L(Lp) ≤ C(p,Γ)‖k|Sn−1‖CN .

Here Lp(Γ) is defined using the surface measure (i.e. (n−1) dimensional Hausdorff
measure) on Γ and the constant C(p,Γ) depends only on p and ‖∇φ‖L∞ .

If we write the operator (A.1) in coordinates we obtain

(A.2) Kf(x) = P.V.

∫

Rn−1

k(x− y, φ(x) − φ(y))f(y)
√

1 + |∇φ|2 dy.

Now want specifically emphasize the dependence of (A.2) on the function φ,
namely write Kφ instead of just K. The main goal of this appendix is to establish
that

(A.3) φ 7→ Kφ

is a continuous map from Lip(Rn−1) to L(Lp). Here Lip(Rn−1) means a Banach
space of Lipschitz functions with the norm ‖φ‖L∞ + ‖∇φ‖L∞ . We want to show
that

(A.4) ‖Kφ1 −Kφ2‖L(Lp) ≤ C(‖∇φ1‖L∞)‖φ1 − φ2‖Lip(Rn−1).

We use the work [5] and the method of rotations to establish (A.4).

Theorem A.2. Let Γ be a Lipschitz graph in R
n, as in Theorem A.1. Let

A : R
n → R be another Lipschitz function. There exists N = N(n) such that, if

k ∈ CN (Rn \ 0) is even, i.e., k(−x) = k(x) and homogeneous of degree −n, then

(A.5) K(x, y) = k(x− y)(A(x) −A(y))

is a kernel of an operator bounded on Lp(Γ) for 1 < p <∞, of norm

(A.6) ‖K‖L(Lp) ≤ C(p,Γ)‖∇A‖L∞‖k|Sn−1‖CN .

Here Lp(Γ) as before is defined using surface measure. Again the constant C(p,Γ)
in fact depends only on p and ‖∇φ‖L∞ .

53
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Now, our result follows from Theorem A.2.

Proposition A.3. There exists M = M(n) such that if k ∈ CM (Rn \ 0), then
the map (A.3) is continuous, i.e., (A.4) holds.

Proof. Pick any φ1, φ2 from Lip(Rn−1). We want to estimate the difference
Kφ1 − Kφ2 . We do it in several steps. First define ψλ(x) = (1 − λ)φ1 + λφ2 for
0 ≤ λ ≤ 1. Look first at the operator

(A.7) Bλf(x) = P.V.

∫

Rn−1

k(x− y, ψλ(x) − ψλ(y))f(y)
√

1 + |∇φ1|2 dy.

Clearly, by Theorem A.1, Bλ is a family of uniformly bounded operators. Formally,

d

dλ
Bλf(x) =P.V.

∫

Rn−1

∂

∂n
k(x− y, ψλ(x) − ψλ(y))×

((φ2 − φ1)(x) − (φ2 − φ1)(y))f(y)
√

1 + |∇φ1|2 dy.(A.8)

Hence

d

dλ
Bλf(x) =P.V.

∫

Γλ

∂

∂n
k(x− y, ψλ(x) − ψλ(y))×

((φ̃2 − φ̃1)(x) − (φ̃2 − φ̃1)(y))f(y)

√
1 + |∇φ1|2√
1 + |∇ψλ|2

dσλ(y),(A.9)

where Γλ is the Lipschitz surface given by graph of ψλ and ∂
∂n
k(z, zn) is partial

derivative with respect to the last variable. The functions φ̃i for i = 1, 2 are defined

by φ̃i(x) = φi(x
′), where x = (x′, xn) ∈ R

n, i.e, x′ are the first n− 1 coordinates of
x.

Now since k is odd and homogeneous of degree −(n−1) the function ∂
∂n
k must

be even and homogeneous of degree −n. Thus Theorem A.2. applies and gives us

‖ d
dλ
Bλf‖Lp(Γλ) ≤C(p,Γλ)‖∇(φ2 − φ1)‖L∞‖k|Sn−1‖CM

∥∥∥∥f
√

1+|∇φ1|2√
1+|∇ψλ|2

∥∥∥∥
Lp(Γλ)

≤

≤C‖∇(φ2 − φ1)‖L∞‖f‖Lp(Γλ),(A.10)

where C is independent of λ and depends only on φ1 and φ2. Therefore we get

(A.11) ‖B1 −B0‖Lp(Rn−1) ≤ C‖∇(φ2 − φ1)‖L∞ .

Now we can evaluate the difference Kφ1 −Kφ2 .

‖(Kφ1 −Kφ2)f‖Lp ≤ ‖(B0 −B1)f‖Lp

(A.12)

+

∥∥∥∥P.V.

∫

Rn−1

k(x− y, φ2(x) − φ2λ(y))f(y)(
√

1 + |∇φ1|2 −
√

1 + |∇φ2|2) dy
∥∥∥∥
Lp

≤C‖∇(φ2 − φ1)‖L∞‖f‖Lp + C‖f(
√

1 + |∇φ1|2 −
√

1 + |∇φ2|2)‖Lp

≤C‖∇(φ2 − φ1)‖L∞‖f‖Lp .

This finishes our proof. �
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As in [22], we can establish a variable coefficients variant of Proposition A.3.
The following Proposition corresponds to Proposition 1.2 of [22].

Proposition A.4. There is M = M(n) such that the following holds. Let
b(x, z) be odd in z, homogeneous of degree −(n− 1) in z, and assume Dα

z b(x, z) is
continuous and bounded on R

n×Sn−1 for |α| ≤M . Then b(x, x− y) is a kernel of
an operator Bφ, bounded on Lp(Γ) for 1 < p <∞ where Γ is a graph of a Lipschitz
function φ : R

n−1 → R. Moreover, the map φ 7→ Bφ, if we look at Bφ as an
operator on Lp(Rn−1), is a continuous function from Lip(Rn−1) to L(Lp(Rn−1)).

Proof. There is no difference between our proof and the result in [22]. Using
classical spherical decomposition of b(x, z) we write

(A.13) b(x, z) =
∑

j≥1

bj(x)ϕj(z/|z|)|z|−(n−1),

where we pick M big enough so that Proposition A.3. applies and

(A.14) ‖bj‖L∞‖φj‖CN ≤ Cj−2.

If kj(z) = ϕj(z/|z|)|z|−(n−1) with φj odd, then by Proposition A.3 each operator

Kφ
j is well defined on Lp(Rn−1) and continuous in φ. This gives

(A.15) Bφf(x′) =
∑

j≥1

bj(x
′, φ(x′))Kφ

j (x′),

where we use notation x = (x′, xn) with x′ ∈ R
n−1. Using continuity of bj in x we

get for φ1, φ2 ∈ Lip(Rn−1):

(A.16) |bj(x′, φ1(x
′))− bj(x

′, φ2(x
′))| ≤ ωj(|φ1(x

′)− φ2(x
′)|) ≤ ωj(‖φ1 − φ2‖L∞).

Here ωj is modulus of continuity of bj . (A.16) together with (A.14) allow us to
estimate the difference Bφ1 −Bφ2 and yield desired continuity. �

We also have an analogue of Proposition 1.3. of [22].

Proposition A.5. Under the hypothesis of Proposition A.4, b(y, x − y) is a

kernel of an operator B̃ on Lp(Γ) for 1 < p < ∞. Again, if we view B̃φ as an

operator on Lp(Rn−1), we get continuity of map φ→ B̃φ for φ ∈ Lip(Rn).

Now we briefly look at the case of Hardy spaces. We want to adapt proofs from
appending B of [23]. First, we prove an analogue of Proposition B.1 from [23].

Proposition A.6. Assume as above that Γ is a graph in R
n given by a Lip-

schitz function φ. There exists N = N(n) such that if k ∈ CN (Rn \ 0) is odd and
homogeneous of degree −(n− 1), then

(A.17) Kφf(x) =

∫

Γ

k(x− y)f(y) dσ(y), x ∈ R
n \ Γ

satisfies the nontangential maximal function estimate

(A.18) ‖(Kφf)∗‖Lp(Γ) ≤ C(p,Γ)‖k|Sn−1‖CN ‖f‖~
p
at(Γ),
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for (n− 1)/n < p ≤ 1. Moreover, if φ1, φ2 are two Lipschitz functions with graphs
Γ1, Γ2, respectively, we also have
(A.19)
‖(Kφ1(fρ)−Kφ2f)∗‖Lp(Γ2) ≤ C(p,Γ2)‖k|Sn−1‖CN ‖∇(φ1 −φ2)‖L∞(Rn−1)‖f‖~

p
at(Γ2).

The function ρ here is the Radon-Nikodym derivative ρ = dσ2

dσ1
of surface measures

dσ1, dσ2 on Γ1, Γ2, respectively.

Proof. Before we begin the proof we explain what exactly (A.19) means, since
there is some ambiguity. Fix a point x0 ∈ Γ2 and consider a nontangential approach
region γ(x0). There is exactly one point x′0 ∈ Γ1 such that x0 and x′0 have same
first (n − 1) coordinates. We want to compare the maximal operator at x0 with
maximal operator at x′0 and we do it by shifting vertically the whole domain of
Kφ1(fρ) so that x0 and x′0 coincide. By doing this, we achieve that γ(x0) = γ(x′0)
and hence we can compute (Kφ1(fρ) −Kφ2f)∗ at x0. We do this for any x0 ∈ Γ2.
Naturally, in general the considered shift is different for different x0. In a special
case, when φ1 = φ2 + c for some constant c, we get that mentioned shift is always
by c and naturally in such case we get (Kφ1(fρ) − Kφ2f)∗ = 0, which shows that
(A.19) works fine is this special case. Keeping the explanation above in mind, we
are ready to begin.

As in [23] consider normalized p-atoms, i.e., f ∈ L∞(Γ2) satisfying

(A.20) supp f ⊂ B1(0) ∩ Γ2, ‖f‖L∞(Γ2) ≤ 1,

∫

Γ2

f dσ2 = 0,

and 0 ∈ Γ2. Since (A.18) has been established in [23] we concentrate on (A.19).
Clearly we can view the atom (A.20) also as an atom on a another Lipschitz curve
Γ1 (although the moment condition

∫
Γ1
f dσ1 = 0 will not be exactly satisfied there,

but it can be fixed by multiplying f by a function ρ (Radon-Nikodym derivative
dσ2

dσ1
) which in this case is L∞ and ‖ρ‖L∞ ≈ 1). Also ‖fρ‖~

p
at(Γ1) ≈ ‖f‖~

p
at(Γ2).

Clearly for any ε > 0 there is R big such that

|x| ≥ R =⇒|Kφ1(fρ)(x)| ≤ ε|x|−n,
|Kφ2f(x)| ≤ ε|x|−n.(A.21)

On BR(0) the L2 theory due to [5] gives

(A.22)

∫

Γ2∩BR(0)

[(Kφ1(fρ) −Kφ2f)∗]p dσ2 ≤ Cpω(‖∇(φ1 − φ2)‖L∞(Rn−1)).

Here, we consider nontangential regions γ(x) approaching the curve Γ2 from
above.

Combining (A.21), (A.22) yields (A.19) for atoms. Density argument brings
then (A.19) for any f ∈ ~

p(Γ2). �

Granted Proposition A.6 we can again establish variable coefficients extensions,
the argument is same as in Proposition A.4 of [23].

Proposition A.7. There is M = M(n) such that the following holds. Let
b(x, z) be odd in z and homogeneous of degree −(n − 1) in z and assume that
Dα
z b(x, z) is continuous and bounded on R

n × Sn−1 for |α| ≤M . Then

(A.23) Bf(x) =

∫

Γ

b(x, x− y)f(y) dσ(y), x ∈ R
n \ Γ,
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satisfies

(A.24) ‖(Bf)∗‖Lp(Γ) ≤ C(Γ) sup
|α|≤M

‖Dα
z b(x, z)‖L∞(Rn×Sn−1)‖f‖~p(Γ),

for (n− 1)/n < p ≤ 1. Moreover, we also have for any two Lipschitz functions φ1,
φ2 with graphs Γ1, Γ2, respectively

‖(Bφ1(fρ) − Bφ2f)∗‖Lp(Γ2) ≤
(A.25)

≤C(Γ2) sup
|α|≤M

‖Dα
z b(x, z)‖L∞(Rn×Sn−1)ω(‖φ1 − φ2‖Lip(Rn−1))‖f‖~

p
at(Γ2),

where ρ is as in Proposition A.6, and ω is a modulus of continuity, i.e., a decreasing
function continuous at 0 with ω(0) = 0. (A.25) is understood in the sense explained
at the beginning of the proof of Proposition A.6.

Proposition A.8. In Proposition A.7, assume in addition that Dα
z b(y, z) is

Hölder continuous on R
n × Sn−1, of exponent r > (n− 1)(p−1 − 1). Let Γ0 ⊂ Γ is

compact. Then

(A.26) B̃f(x) =

∫

Γ

b(y, x− y)f(y) dσ(y), x ∈ R
n \ Γ,

satisfies

(A.27) ‖(B̃f)∗‖Lp(Γ0) ≤ C sup
|α|≤M
|z|=1

‖Dα
z b(y, z)‖Cr(Γ0)‖f‖~p(Γ0),

for (n− 1)/n < p ≤ 1 and f supported on Γ0.
Moreover, we also have for any two Lipschitz functions φ1, φ2 with graphs Γ1,

Γ2 respectively, an estimate similar to (A.25) on any compact Γ0 ⊂ Γ2, i.e.,

(A.28)

‖(B̃φ1(fρ)−B̃φ2f)∗‖Lp(Γ0) ≤ C sup
|α|≤M
|z|=1

‖Dα
z b(y, z)‖Crω(‖φ1−φ2‖Lip(Rn−1))‖f‖~

p
at(Γ0),

where ω and ρ is as in Proposition A.7 and (A.28) is understood in the sense
explained at the beginning of the proof of Proposition A.6.

Now, we prove a Proposition that will be essential in our arguments.

Proposition A.9. There is N = N(n) such that the following holds. Let
g ∈ L∞ and let k(.) be an even function, homogeneous of degree −n, and k ∈
CN (Rn \ {0}). Then the maximal operator

(A.29) K∗f(x) = sup
ε>0

∣∣∣∣∣

∫

r(x,y)>ε

k(x− y)g(y) [f(y) − f(x)] dσ(y)

∣∣∣∣∣

is bounded as a map from H1,p(Γ) to Lp(Γ) for 1 < p < ∞, where Γ is a graph of
a Lipschitz function φ : R

n−1 → R . Here r(x, y) means the geodesic distance on
Γ. In particular, the linear operator

(A.30) Kφf(x) = P.V.

∫

Γ

k(x− y)g(y) [f(y) − f(x)] dσ(y)
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is well defined and bounded as a map from H1,p(Γ) to Lp(Γ). Actually, we have an
estimate

(A.32) ‖Kφf‖Lp(Γ) ≤ C(n,Γ)‖k‖CN (Sn−1)‖g‖L∞‖f‖H1,p(Γ).

Moreover, φ 7→ Kφ, provided we look at Kφ as an operator on R
n−1, is a

continuous function from Lip(Rn−1) to L(H1,p(Rn−1), Lp(Rn−1)).

Proof. Case n = 2 can be established using Theorem 4 of [3] following the
approach taken in the paper of Coifman, David and Meyer [4]. Namely with x, y ∈
Γ ⊂ R

2 we get that

(A.33) k(x− y) = k(x1 − y1, φ(x1) − φ(y1)) =
1

(x1 − y1)2
k

(
1,
φ(x1) − φ(y1)

x1 − y1

)
,

where x1, y1 ∈ R. That is, our operator K∗ will become

K∗f(x) = sup
ε>0

∣∣∣∣
∫

|x1−y1|>ε

f(y1) − f(x1)

|y1 − x1|
k

(
1,
φ(x1) − φ(y1)

x1 − y1

)

1

|y1 − x1|
g(y1)

√
1 + (φ′(y1))2 dy1

∣∣∣∣.(A.34)

The functions f and g are now seen as functions on H1,p(R), L∞(R), respectively.
This is exactly what is needed for Theorem 4 of [3] with one exception. Namely,
in [3] it is required that G(z) = k(1, z) is holomorphic in z, whereas our function
is only CN . However, later results, in particular [4], [8] and [9], showed that
holomorphicity is not necessary and can be replaced by sufficient smoothness. The
main idea of the proof is to write G in terms of its Fourier transformation. (I would
like to thank professor Alan McIntosh for this hint). Thus we have

(A.35) ‖K∗(f, g)‖Lp(Γ) ≤ C(n,Γ)‖k‖CN (Sn−1)‖g‖L∞‖f‖H1,p(Γ).

Using the standard method of rotation we get same estimate as (A.35) also for
n > 2. Then, (A.35) gives (A.32). Finally, the continuous dependence of φ 7→ Kφ

for φ ∈ C(Rn−1) follows from an argument similar to one used in Proposition A.3,
namely using the procedure outlined above one can show that also

(A.36) T (f, g, A)(x) = P.V.

∫

Γ

k(x− y)g(y) [f(y) − f(x)] [A(y) −A(x)] dσ(y)

is well defined and

(A.37) ‖T (f, g, A)‖Lp(Γ) ≤ C(n,Γ)‖k‖CN (Sn−1)‖∇A‖L∞‖g‖L∞‖f‖H1,p(Γ),

for A Lipschitz, f , g as before, and k odd, homogeneous of degree −(n + 1), and
smooth enough. This corresponds to Proposition A.2 which was needed in the proof
of Proposition A.3. �

Now, by same technique as in Proposition A.4 (spherical decomposition), we
can also get:
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Proposition A.10. Let Γ be a graph of a Lipschitz function φ : R
n−1 → R

. There is M = M(n) such that the following holds. Let b(x, z) be even in z,
homogeneous of degree −n in z, and assume also that Dα

z b(x, z) is continuous and
bounded on R

n × Sn−1 for |α| ≤M . Then the operator

(A.38) Bφf(x) =

∫

Γ

b(x, x− y)g(y) [f(y) − f(x)] dσ(y)

is bounded as a map from H1,p(Γ) to Lp(Γ) for 1 < p <∞. In particular, we have
an estimate

(A.39) ‖Bφf‖Lp(Γ) ≤ C(n,Γ) sup
|α|≤M

‖Dα
z b(x, z)‖L∞(Rn×Sn−1)‖g‖L∞‖f‖H1,p(Γ).

Moreover, if we look at Bφ as an operator on R
n−1, then φ 7→ Bφ is a contin-

uous function from Lip(Rn−1) to L(H1,p(Rn−1), Lp(Rn−1)).

Proposition A.11. There is N = N(n) such that the following holds. Let
k(.) be even, homogeneous of degree −n, and k ∈ CN (Rn \ {0}). Then the operator

(A.40) Kf(x, x0) =

∫

Γ

k(x− y)g(y) [f(y) − f(x0)] dσ(y),

defined for x /∈ Γ and x0 ∈ Γ, satisfies the following estimate on nontangential
maximal function:

(A.41) ‖ sup
x∈γ(x0)

|Kf(x, x0)|‖Lp(Γ) ≤ C‖g‖L∞‖f‖H1,p(Γ)

for any 1 < p <∞. Here, γ(x0) is the nontangential approach region to a point x0.

Proof. We can write (A.40) as follows. Let x ∈ γ(x0) and η > 0.

|Kf(x, x0)| ≤
∫

Γ∩{|y−x0|≤η}

|k(x− y)||g(y)| |f(y) − f(x0)| dσ(y)+

+

∫

Γ∩{|y−x0|>η}

|k(x− y) − k(x0 − y)||g(y)| |f(y) − f(x0)| dσ(y)+

+

∣∣∣∣∣

∫

Γ∩{|y−x0|>η}

k(x0 − y)g(y) [f(y) − f(x0)] dσ(y)

∣∣∣∣∣ .(A.42)

Term |f(y)−f(x0)| in first two integrals can be dominated by f
∗
(x0)|y−x0| where

(A.43) f
∗
(x0) = sup

r>0

1

rn−1

∫

Γ∩{|y−x0|≤r}

|∇f |(y) dσ(y).

Now, in the first integral, since x approaches x0 from inside γ(x0), we have
that |x− y| ≈ |x− x0| + |y − x0|. It follows that

(A.44) |k(x− y)||y − x0| ≤ C
|y − x0|

|x− x0|n + |y − x0|n
.

In particular, if we take η = |x−x0|, then we can bound the first term of (A.42)

by Cf
∗
(x0). For the second term we have

(A.45) |k(x− y) − k(x0 − y)| ≤ C
|x− x0|

|x0 − y|n+1
,
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using homogeneity, and the fact that for |y − x0| > η = |x− x0| we have |x− y| ≈
|x0 − y|. This gives that the second integral can be also estimated by Cf

∗
(x0).

Finally, the third integral we estimate by

(A.46) K∗f(x0) = sup
η>0

∣∣∣∣∣

∫

Γ∩{|y−x0|>η}

k(x0 − y)g(y) [f(y) − f(x0)] dσ(y)

∣∣∣∣∣ ,

which belongs to Lp(Γ) by Proposition A.9. Since also ‖f∗‖Lp(Γ) ≤ C‖∇f‖Lp(Γ),
all terms in (A.42) are bounded by C‖f‖H1,p(Γ). From this the claim follows. �

Now using the spherical decomposition we can establish:

Proposition A.12. There is M = M(n) such that the following holds. Let
b(x, z) be even in z, homogeneous of degree −n in z, and assume that Dα

z b(x, z) is
continuous and bounded on R

n × Sn−1 for |α| ≤M . Then the operator

(A.47) Bf(x, x0) =

∫

Γ

b(x, x− y)g(y) [f(y) − f(x0)] dσ(y),

defined for x /∈ Γ and x0 ∈ Γ, satisfies the following estimate on nontangential
maximal function:

(A.48) ‖ sup
x∈γ(x0)

|Bf(x, x0)|‖Lp(Γ) ≤ C‖g‖L∞‖f‖H1,p(Γ)

for 1 < p < ∞. Here, γ(x0) is as before the nontangential approach region to a
point x0.

Now we look again at Hardy spaces to get an analogue of Proposition A.12.
First, we establish a lemma similar to Proposition A.11, with one additional com-
mutator term.

Lemma A.13. Let 1 < p < ∞. There is N = N(n) such that the following
holds. Let k(.) be odd, homogeneous of degree −(n + 1), and k ∈ CN (Rn \ {0}).
Consider the operator

(A.49) Kf(x, x0) =

∫

Γ

k(x− y)(A(y′) −A(x′))g(y) [f(y) − f(x0)] dσ(y),

defined for x /∈ Γ, x0 ∈ Γ, A : R
n−1 → R Lipschitz and f , g as above. Here, we use

the notation x = (x′, xn) ∈ R
n, with x′ ∈ R

n−1 and xn ∈ R. We have the following
estimate on the nontangential maximal function:

(A.50) ‖ sup
x∈γ(x0)

|Kf(x, x0)|‖Lp(Γ) ≤ C‖g‖L∞‖∇A‖L∞‖f‖H1,p(Γ).

Proof. Since the proof of this lemma is virtually same as the proof of Propo-
sitions A.9 and A.11, we skip it. �

In particular, taking k(z) even homogenous of degree −n we get that Lemma
A.11 applies to ∂

∂zn
k(z). Lemma A.11 yields an uniform estimate (independent of

ε) of the type

(A.51) ‖ sup
x∈γ(x0)

|T εf(x, x0)|‖Lp(Γ) ≤ C‖g‖L∞‖∇A‖L∞‖f‖H1,p(Γ),
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where

T εf(x, x0) =

∫

Γ

∂

∂zn
k(x− y + enε(A(x′) −A(y′)))×

g(y) [f(y) − f(x0)] [A(y′) −A(x′)] dσ(y).(A.52)

Here en = (0, . . . , 0, 1) ∈ R
n is a unit vector. If ε > 0, (A.52) simply means

that we do not integrate over the surface Γ, but over a surface which we call Γε

obtained from Γ by a shift by εA in the en direction. Because of this, the domain
of this operator is R

n \ Γε, i.e., for x0 fixed we take nontangential approach region
γ(x0 + enεA(x0)).

Imagine now that we have two Lipschitz surfaces Γ1, Γ0 in R
n, given by two

Lipschitz functions φ0, φ1. For a brief period we equip Γ1 by the measure taken
from Γ0 by vertical projection. Hence we can identify functions on Lp(Γ1) with
Lp(Γ0). We put A = φ1 − φ0. It follows that the surface Γε, defined above, is
simply a graph of the Lipschitz function (1 − ε)φ0 + εφ1.

Take the kernel k as in Proposition A.11. We want to estimate the difference

(A.53) ‖ sup
x∈γ(x0)

|(K1 −K0)f(x, x0)|‖Lp(Γ).

Here Kε for ε ∈ [0, 1] is an operator defined by (A.49) corresponding to Γε,
with measure taken from Γ0. (A.53) is understood as in Proposition A.6. That
is, for a fixed point x0 ∈ Γ0 and its nontangential approach region γ(x0), there is
exactly one point x̃0 ∈ Γ1 such that the first n − 1 coordinates of x0 and x̃0 are
equal. We compare the maximal operator at x0 with maximal operator at x̃0 by
shifting vertically the whole domain of K1f(x, x̃0) such that the points x0 and x̃0

coincide. By doing this, we achieve that the nontangential approach regions γ(x0)
and γ(x̃0) coincide, hence we can compute ((K1 − K0)f(x, x0))

∗ at x0. Naturally,
the considered shift is different for different x0. The precise way to write (A.52) is

(A.54) ‖ sup
x∈γ(x0)

|(K1f(x+ enA(x′0), x0 + enA(x′0)) −K0f(x, x0)|‖Lp(Γ).

However, for simplicity we stick to the notation introduced in (A.53). In a special
case, when φ0 = φ1 + c for some constant c, we get that the above shift is by c, and
((K1 −K0)f(x, x0))

∗ = 0. Now (A.51) guarantees that

(A.55) ‖ sup
x∈γ(x0)

| d
dε
Kεf(x, x0)|‖Lp(Γ) ≤ C‖g‖L∞‖∇A‖L∞‖f‖H1,p(Γ).

From this estimate for (A.53) follows. The final point is, that changing the measure
on Γ1 back to its natural surface measure produces an additional term estimable
easily, since it could be included into function g. This establishes:

Lemma A.14. Let 1 < p < ∞. There is N = N(n) such that the following
holds. Let k(.) be even, homogeneous of degree −n, and k ∈ CN (Rn\{0}). Consider
two surfaces in R

n, Γ0, Γ1 given by Lipschitz functions φ0, φ1 and on each of them
an operator

(A.56) Kif(x, x0) =

∫

Γi

k(x− y)g(y) [f(y) − f(x0)] dσ
i(y),
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where i ∈ {0, 1}, x /∈ Γi, x0 ∈ Γi. If γ(x0) is a family of nontangential approach
regions for x0 ∈ Γ0, then the following estimate on the nontangential maximal
function for the diference (K1 −K0)f(x, x0) holds.

(A.57) ‖ sup
x∈γ(x0)

|(K1−K0)f(x, x0)|‖Lp(Γ0) ≤ C‖∇(φ1−φ0)‖L∞‖g‖L∞‖f‖H1,p(Γ0).

Finally, the previous lemma is used to establish the desired result for Hardy
spaces.

Proposition A.15. Let (n − 1)/n < p ≤ 1. There exists N = N(n) such
that the following holds. Let k ∈ CN (Rn \ 0) be even, homogeneous of degree −n,
and consider two surfaces in R

n, Γ0, Γ1 given by Lipschitz functions φ0, φ1. For
i = 0, 1 consider the operator operator

(A.58) Kif(x, x0) =

∫

Γi

k(x− y)g(y) [f(y) − f(x0)] dσ
i(y),

defined for x /∈ Γi and x0 ∈ Γi. Then for each i, Ki is well defined for f ∈ H1,p(Γi).
Moreover, if γ(x0) is a family of nontangential approach regions for x0 ∈ Γ0, then
the following estimate on the nontangential maximal function for the difference
(K1f −K0f)(x, x0) holds:
(A.59)
‖ sup
x∈γ(x0)

|(K1f −K0f)(x, x0)|‖Lp(Γ0) ≤ Cω(‖φ1 − φ0‖Lip(Rn−1))‖g‖L∞‖f‖H1,p(Γ0),

where ω is as before a decreasing function continuous at 0 with ω(0) = 0 (modulus
of continuity).

Proof. As in [23], we just have to consider normalized vector p-atoms, i.e.,
take f ∈ H1,p(Γ0) satisfying

(A.60) supp ∇f ⊂ B1(0) ∩ Γ0, ‖∇f‖L∞(Γ0) ≤ 1,

∫

Γ0

∇f dσ0 = 0,

and 0 ∈ Γ0. Here the third condition is actually not necessary and follows from
the fact that outside B1(0) the function f must be constant. Hence, we can look
at f as a function on another Lipschitz curve Γ1, where it also satisfies conditions
similar to (A.60). (With possibly larger estimate on the L∞ norm of ∇f).

Now, for any ε > 0 there is R big such that

|x0| ≥ R =⇒|K1f(x, x0)| ≤ ε‖g‖L∞ |x|−n,
|K0f(x, x0)| ≤ ε‖g‖L∞ |x|−n.(A.61)

On BR(0) the L2 theory from the previous lemma leads to an estimate
∫

Γ0∩BR(0)

[ sup
x∈γ(x0)

(K1f −K0f)(x, x0)]
p‖g‖L∞ dσ0(x0) ≤

≤Cp ω(‖φ1 − φ0‖Lip(Rn−1))‖g‖L∞ .(A.62)

Combining (A.61), (A.62) yields (A.59) for vector atoms. Density argument
brings then (A.59) for any f ∈ H1,p(Γ0). �

Finally, by spherical decomposition we obtain the following:
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Proposition A.16. Let (n − 1)/n < p ≤ 1. There exists M = M(n) such
that the following holds. Let b(x, z) be even in z, homogeneous of degree −n in z,
and assume that Dα

z b(x, z) is continuous and bounded on R
n × Sn−1 for |α| ≤ M .

Consider two surfaces in R
n, Γ0, Γ1 given by Lipschitz functions φ0, φ1, and on

each of them an operator

(A.63) Bif(x, x0) =

∫

Γi

b(x, x− y)g(y) [f(y) − f(x0)] dσ
i(y),

where i ∈ {0, 1}, x /∈ Γi, x0 ∈ Γi. We claim that each of them is well defined on
H1,p(Γi), and

(A.64) ‖ sup
x∈γ(x0)

|Bif(x, x0)|‖Lp(Γi) ≤ C‖g‖L∞‖f‖H1,p(Γi),

where γ(x0) is a family of nontangential approach regions for x0 ∈ Γ0.
Also for the difference (B1f−B0f)(x, x0) understood in a sense explained above

we get:
(A.65)
‖ sup
x∈γ(x0)

|(B1f − B0f)(x, x0)|‖Lp(Γ0) ≤ Cω(‖φ1 − φ0‖Lip(Rn−1))‖g‖L∞‖f‖H1,p(Γ0),

where ω is as before a decreasing function continuous at 0 with ω(0) = 0.

At the end, we would like to present a result somewhat similar to Proposition
A.10 but for less singular kernels.

Proposition A.17. Let Γ be as before a bounded graph of a Lipschitz surface
given by φ : R

n−1 → R. Let the kernel b(x, y) be a continuous function off the
diagonal {x = y}, and let for any δ > 0 we have the following growth condition on
b(x, z) near the diagonal:

(A.66) |b(x, y)| ≤ Cδ|x− y|−(n−1+δ).

Then for any 1 ≤ p ≤ ∞, the operator

(A.67) Bf(x) =

∫

Γ

b(x, y) [f(y) − f(x)] dσ(y)

is bounded and maps Hε,p(Γ) to Lp(Γ), for any ε > 0. In particular, we have an
estimate

(A.68) ‖Bf‖Lp(Γ) ≤ C‖f‖Hε,p(Γ).

Proof. Clearly, if we establish the result for p = 1 and p = ∞, by interpolation
we have it for all p. Consider first the case p = ∞. If f ∈ Hε,∞(Γ), then clearly
for some δ > 0, f ∈ C2δ(Γ). This allows us to estimate:

|Bf(x)| ≤
∫

Γ

|b(x, y)||x− y|2δ |f(y) − f(x)|
|y − x|2δ dσ(y)

≤ C‖f‖C2δ(Γ)

∫

Γ

|b(x, y)||x− y|2δ dσ(y).(A.69)

The last integral in (A.69) is finite due to (A.66). We get

(A.70) |Bf(x)| ≤ C(Γ, b)‖f‖C2δ(Γ) ≤ C(Γ, b, δ)‖f‖Hε,∞(Γ).
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Now, consider p = 1. If 0 < δ < 1, then the Besov space B1
δ (Γ) can be

characterized as the space of all functions f for which the following number (norm)

(A.71) ‖f‖B1
δ
(Γ) = ‖f‖L1(Γ) +

∫

Γ

∫

Γ

|f(y) − f(x)|
|x− y|n−1+δ

dσ(x) dσ(y)

is finite. In particular, if f ∈ Hε,1, then f ∈ B1
δ for any 0 < δ < ε. Hence if we

take δ = 1
2ε we get:

‖Bf‖L1(Γ) =

∫

Γ

∣∣∣∣
∫

Γ

b(x, y) [f(y) − f(x)] dσ(y)

∣∣∣∣ dσ(x)

≤
∫

Γ

∫

Γ

|b(x, y)||f(y) − f(x)| dσ(y) dσ(x)(A.72)

≤ Cδ

∫

Γ

∫

Γ

|f(y) − f(x)|
|x− y|n−1+δ

dσ(y) dσ(x) ≤ C(Γ, b, δ)‖f‖Hε,1(Γ).

We used (A.71) to estimate the last term. This concludes our proof. �



APPENDIX B

One Result on the Maximal Operator

In this appendix we study the actions of (∆ − V )−1 on functions f whose
maximal operator f∗ belongs to Lp(∂Ω). The main result, Theorem B.10 is crucial
in Chapter 8 of this work. The approach we present here has been generalized
recently, see [12] and [13] for reference.

The whole proof is highly technical, for this reason, we split it into several
auxiliary lemmas and Propositions. The general setting of this appendix is exactly
same as before, i.e., M is an n-dimensional Riemannian manifold with metric tensor
of regularity Cα, Ω ⊂M is a connected domain with Lipschitz boundary, L = ∆−V
is the considered operator on M with an inverse L−1 which can be written as

(B.1) L−1u(x) =

∫

M

E(x, y)u(y) dVol(y).

Recall, the estimates on the kernel of E given by (1.21), (1.22) and (1.23). In
particular, it follows that

(B.2) |E(x, y)| ≤ C

|x− y|n−2
,

where |x − y| means the geodesic distance of the points x and y on M (slightly
abusing the notation).

Lemma B.1. Let x ∈M be an arbitrary point and r > 0. Consider a geodesic
ball Br(x) of radius r around x and assume that f ∈ L∞(M) is a given function
with support in Br(x), bounded in absolute value by one. Let u be the solution to

(B.3) Lu = f on M , i.e., u = L−1f.

There exists a constant C > 0 independent on f and x such that for any y ∈M

(B.4) |u(y)| ≤ C
rn−1

(r + |x− y|)n−3
.

Proof. We prove (B.4) in two steps. First we consider y ∈ B2r(x). We
estimate |u(y)| using (B.1). Assume for simplicity that r > 0 is small enough, such
that we can consider just one coordinate chart centered at x that contains the ball
B2r(x). In this chart we can also assume that x is the origin. We integrate over
(n− 1)-dimensional shells Sρ = ∂Bρ(y) centered at y. Simple estimate using (B.2)
gives

(B.5) |u(y)| ≤ C

∫ 3r

0

∫

Sρ

1

|z − y|n−2
dσ(z) dρ.

65
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Since the surface area of Sρ is of the order of ρn−1, (B.5) gives us

(B.6) |u(y)| ≤ C

∫ 3r

0

ρ dρ ≤ Cr2.

By possibly enlarging the constant C in (B.6) we can see that (B.6) and (B.4) are
equivalent for y ∈ B2r(x).

Now we consider y outside the ball B2r(x). Denote by ε the distance between
y and Br(x). We integrate the same way we did in the first part over Sρ. However,
it is clear that in this case Sρ intersects the support of f only for ρ ≥ ε. Moreover,
the surface measure of such intersection can be estimated by Crn−1. This leads to

|u(y)| ≤C
∫ ∞

ε

∫

Sρ∩Br(x)

1

|z − y|n−2
dσ(z) dρ ≤

≤C
∫ ∞

ε

rn−1 1

ρn−2
dρ ≤ C

rn−1

εn−3
.(B.7)

Now since ε ≈ |x− y| − r we get that for |x− y| ≥ 2r (i.e., y /∈ B2r(x))

(B.8) ε ≈ |x− y| + r.

This implies that the estimate (B.2) works for such y. �

Our next step is an estimate on the Lp(∂Ω) norm of (L−1f)∗, for f as in the
previous lemma.

Proposition B.2. Assume that r > 0 is small. Let f ∈ L∞(M) be a function
on M bounded in absolute value by one with support in Br(x)∩Ω, where x is a point
on the boundary ∂Ω. Let u = L−1f be as before. Then for 1 ≤ p < (n− 1)/(n− 3),
the following estimate on the Lp norm of the nontangential maximal operator u∗

holds:

(B.9) ‖u∗‖Lp(∂Ω) ≤ Crn−1.

Proof. Since r > 0 is small, we can find a small neighborhood U of x such
that in this neighborhood there are smooth local coordinates in which

(B.10) U ∩ Ω = {x = (x′, xn) ∈ U : xn > ϕ(x′)},
where ϕ is a Lipschitz function with Lipschitz constant bounded by L. Here L
does not depend on the chosen point x ∈ ∂Ω. Take a collection of nontangential
approach regions γ(z) to any point boundary point z = (z′, ϕ(z′)) ∈ ∂Ω whose
vertex at z is sharp enough. Namely, we require that any half-ray with vertex at z
that lies whole in γ(z) has “steepness” (absolute value of its slope) at least 2L.

Given such collection, it follows that we can find a universal constant k (in-
dependent of r), such that we can split points z ∈ ∂Ω into two distinct sets. If
z = (z′, ϕ(z′)) ∈ ∂Ω and |z′ − x′| ≤ kr then γ(z) might intersect Br(x). At such
point we estimate u∗(y) by Cr2, by (B.4). On the other hand if |z′ − x′| > kr then
the distance between any point w ∈ γ(z) and x is greater or equal to 1

k |z′ − x′|.
This means that for such z we can estimate u∗(y) by

(B.11) u∗(y) ≤ C
rn−1

(r + k−1|z′ − x′|)n−3
.
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Now we take the Lp norm of u∗. On Bkr(x) ∩ ∂Ω we get

(B.12)

∫

Bkr(x)∩∂Ω

(u∗(y))p dσ(y) ≤ Crn−1r2p = Crn+2p−1.

Similarly, off Bkr(x) ∩ ∂Ω we get

∫

∂Ω\Bkr(x)

(u∗(y))p dσ(y) ≤C
∫ A

kr

∫

y∈Sρ

(
rn−1

(r + k−1ρ)n−3

)p
dσ(y) dρ ≤

≤Crp(n−1)

∫ A

0

ρn−2

(r + k−1ρ)p(n−3)
dρ.(B.13)

Here Sρ is a (n− 2)-dimensional shell defined by

(B.14) Sρ = ∂Ω ∩ ∂Bρ(x).
In (B.13) we have also used that (n − 2)-dimensional surface area of such shell is
of the order ρn−2. We further estimate the integral in (B.13):

(B.14)

∫ A

0

ρn−2

(r + k−1ρ)p(n−3)
dρ ≤ C

∫ A

0

ρn−2−p(n−3) dρ.

If p < (n − 1)/(n − 3) then n − 2 − p(n − 3) > −1, hence (B.14) is finite (and
independent of r). Finally, we put (B.12), (B.13) and (B.14) together to get

(B.15) ‖u∗‖Lp(∂Ω) ≤ C(rn−1+2p + rp(n−1))1/p ≤ C(r2+(n−1)/p + rn−1) ≤ Crn−1.

In the final estimate in (B.15) we used again that p < (n−1)/(n−3), and therefore
2 + (n− 1)/p > n− 1. This concludes our proof. �

Let z = (z′, zn) be any point in the coordinate chart (B.10). We put

(B.16) γ̃(z) = {w = (w′, wn) ∈ U : wn < zn and |z′ − w′| < 2L|zn − wn|}.

Here L is as before a bound on the Lipschitz constant of ∂Ω. So our region γ̃(z) is

an open downward opening cone with vertex at z. If we compare γ(z) and γ̃(z) we
can see that these two cones are symmetric with respect to the hyperplane xn = zn
in U .

Definition B.3. Consider a coordinate chart (B.10) and a set A ⊂ ∂Ω on this
chart which is open in ∂Ω. We say that a set A ⊂ Ω is a P -image of A and write

(B.17) A = Pim(A),

provided the set A satisfies the following conditions:
(a) The set {z = (z′, ϕ(z′)) ∈ ∂Ω : ∃w = (z′, wn) ∈ A} (a projection of A onto

∂Ω) is A.

(b) z = (z′, zn) ∈ A if and only if z ∈ Ω and γ̃(z) ∩ ∂Ω ⊂ A.

Remark. The property (a) follows from (b). It also follows, that if z ∈ A then

γ̃(z) ∩ Ω ⊂ A.

Now we establish a connection between the set A from the previous definition
and Proposition B.2.
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Proposition B.4. Let the set A be as in the definition B.3 and A = Pim(A).
Consider u = L−1f , where f ∈ L∞(M) is a function on M bounded in absolute
value by one, with support in A. For any 1 ≤ p < (n − 1)/(n − 3), there is a
constant Cp (independent on A) such that

(B.18) ‖u∗‖Lp(∂Ω) ≤ Cσ(A),

where σ(A) is the (n− 1)-dimensional (surface) area of A on ∂Ω.

Proof. We will do our proof in several steps. Given any point x ∈ A, we
assign to it a positive “height” number h(x) > 0 as follows. In the coordinate chart
we can write x as (x′, xn). Define

(B.19) h(x) = sup{t ∈ R
+ : y = (x′, xn + t) ∈ A}.

Now clearly, h(x) > 0 for x ∈ A, and the whole set Ω∩ γ̃(x′, xn+h(x)) is contained

in A. Here, γ̃(.) is the cone defined by (B.16). The set

(B.20) V = ∂Ω ∩ γ̃(x′, xn + h(x))

is an open neighborhood of x on ∂Ω. Also, V ⊂ A. Using the fact that the surface
∂Ω is Lipschitz we can also establish a relation between h(x) and σ(V ). Namely,
there are two positive constants c1 and c2 depending only on the Lipschitz character
of ∂Ω such that

(B.21) c1(h(x))
n−1 ≤ σ(V ) ≤ c2(h(x))

n−1.

An immediate consequence of this observation is, that the number

(B.22) H = sup
x∈A

h(x)

is finite, since the surface measure of A is finite. Denote by H the hyperplane

(B.22) {x = (x′, 0) : x′ ∈ R
n−1}.

On the chart (B.10) we consider a projection P : U → H which assigns to any point
x = (x′, xn) the point P (x) = (x′, 0) ∈ H.

We divide H into a union of (n − 1)-dimensional disjoint cubes with sides of
length 2H/L. Let us denote this collection of cubes by C1. Let D1 ⊂ C1 be a
collection of all cubes from C1 that contain a point x̃ ∈ H for which there is an
x ∈ A such that P (x) = x̃ and h(x) > H/2.

Each cube from C1 \D1 we split further, such that we get 2n−1 cubes with side
H/L. The collection of these cubes we denote by C2. Now let D2 ⊂ C2 be all cubes
from C2 containing a point x̃ ∈ H, for which there is an x ∈ A such that P (x) = x̃
and h(x) > H/4. From here we continue inductively. At each stage we split all
cubes from Cn \ Dn into 2n−1 new cubes with sides half of the previous one. Then
we put into Dn are cubes from Cn containing a point x̃ ∈ H, for which there is an
x ∈ A such that P (x) = x̃ and h(x) > H/2n.

By D we denote the union of all Dn, i.e., a cube belongs to D if and only if it
was selected at a certain stage of the process defined above. The set D is countable
and therefore we can order its elements into a sequence D1,D2,D3, . . . . Denote by
Ci the preimage of a cube Di on ∂Ω, i.e.,

(B.23) Ci = ∂Ω ∩ P−1(Di).
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The collection of all Ci we denote by C.
There are several important observations to make. The first one is,, that the

collection C covers A. From this obviously

(B.24) σ(A) ≤ σ(∪Ci) =

∞∑

i=1

σ(Ci).

Also, since ∂Ω is Lipschitz, there are positive constants c3 and c4, such that for all
i ∈ N

(B.25) c3λ
n−1(Di) ≤ σ(Ci) ≤ c4λ

n−1(Di).

Here λn−1 is the (n− 1)-dimensional Lebesgue measure on H.
The other comment is that (B.24) can be reversed. Fix i ∈ N . Denote by r the

length of the side of Di. From our construction follows that there exists x ∈ Ci ∩A
such that

(B.26) h(x) > rL2 .

This means that the whole part of downward pointing cone γ̃(x′, ϕ(x′) + rL2 ) (here
x = (x′, ϕ(x′))) that lies in Ω belongs to A, and also the set

(B.27) V = ∂Ω ∩ γ̃(x′, xn + rL2 )

is a subset of A. Now a simple geometric argument gives us that the surface measure
of the intersection of V with Ci is at least Crn−1, where the constant C > 0 depends
only on Lipschitz constant L of ∂Ω. This yields

(B.28) σ(A) ≥ Cσ(∪Ci) = C
∞∑

i=1

σ(Ci).

The estimate (B.28) is crucial. For each i we define a set Ei. Let ri be the
length of the side of Di. Let x̃i be the center of the (n− 1) dimensional cube Di in
H. We lift this point onto ∂Ω, i.e., we get a point xi = (x′i, ϕ(x′i)) ∈ ∂Ω for which
P (xi) = x̃i. Finally, we set

(B.29) Ei = {y = (y′, yn) : |y′ − x′i| ≤ Lri and |yn − ϕ(x′i)| ≤ Lri},
so that Ei is an n-dimensional “cube” (naturally just in our coordinates) with center
at xi and side of length 2Lri. This “cube” was carefully picked such that

(B.30) Ai = {w ∈ A : P (w) ∈ Di} ⊂ Ei.

In particular, the union of all Ei covers A. Finally, we pick a ball Bi with center
at x such that Ei ⊂ Bi. Clearly this all can be done such that

(B.31) Vol(Bi) ≈ rni .

Define functions fi by:

(B.32) fi = fχAi
, i = 1, 2, 3, . . . .

Here the set Ai is defined in (B.30) and χAi
is the characteristic function of the set

Ai. Obviously,

(B.33) f =

∞∑

i=1

fi.
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Finally, we put ui = L−1fi. Since Ai ⊂ Bi and fi satisfies all assumptions of
Proposition B.2, we get an Lp estimate on u∗i

(B.34) ‖u∗i ‖Lp(∂Ω) ≤ CRn−1
i ,

where Ri is the radius of Bi. Since ri ≈ Ri and rn−1
i ≈ σ(Ci) we get that

(B.35) ‖u∗i ‖Lp(∂Ω) ≤ Cσ(Ci).

Finally, we write u = L−1f as u =
∑
ui, hence (B.35) and (B.28) give us

(B.36) ‖u∗‖Lp(∂Ω) ≤
∞∑

i=1

‖u∗i ‖Lp(∂Ω) ≤ C

∞∑

i=1

σ(Ci) ≤ Cσ(A).

This concludes our proof. �

Finally, the previous Proposition gives us the following.

Theorem B.5. Assume that f : M → R is a function with support in Ω whose
nontangential maximal function f∗ belongs to L1(∂Ω). Consider the solution to

(B.37) Lu = f on M, i.e., u = L−1f.

For any 1 ≤ p < (n−1)/(n−3) the nontangential maximal function of u; u∗ belongs
to Lp(∂Ω) and there exists a constant Cp = C(p,M,Ω) > 0 such that

(B.38) ‖u∗‖Lp(∂Ω) ≤ Cp‖f∗‖L1(∂Ω).

Proof. Consider the sets

(B.39) Ai = {x ∈ ∂Ω : f∗(x) > i}.

Here, if we want to be completely precise we should consider a partition of unity on
∂Ω and sets Ai is each coordinate chart corresponding to this partition separately.
This is because on two different charts the nontangential approach region γ(x) to a
point x ∈ ∂Ω might slightly differ. This also means that the sets Ai would slightly
differ on such two charts. Nevertheless the definition (B.39) is “generically” correct.

Since we took open nontangential approach regions γ(.), it follows that each
set Ai is open. The fact that f∗ ∈ L1(∂Ω) is equivalent to

(B.40)
∞∑

i=1

σ(Ai) <∞.

Now we write the function f as a infinite sum
∑
fi with functions fi defined

as follows.
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f0(x) =





f(x), if −1 ≤ f(x) ≤ 1,

1, if 1 < f(x),

−1, if 1 < −f(x),

(B.41)

fi(x) =





0, if |f(x)| ≤ i,

f(x) − i, if i < f(x) ≤ i+ 1,

f(x) + i, if i < −f(x) ≤ i+ 1,

1, if i+ 1 < f(x),

−1, if i+ 1 < −f(x).

i = 1, 2, 3, . . .

Notice, that for each fi we have |fi| ≤ 1. There is a connection between the
support of each function fi and the set Ai. We claim that

(B.42) supp fi ⊂ Pim(Ai).

Seeing this is quite easy. Consider one coordinate chart (B.10). If x = (x′, xn) ∈
supp fi then clearly |f(x)| > i. Take any point z from the intersection of ∂Ω with

downward opening cone γ̃(x). The claim is, that such point is in Ai. Indeed, since
x ∈ γ(z) we have that f∗(z) ≥ |f(x)| > i. From this the fact that x ∈ Pim(Ai)
follows immediately.

Now we can proceed. Define ui = L−1fi, for i = 0, 1, 2, . . . . We use Proposition
B.4 to estimate u∗i for each i. This yields

(B.43) ‖u∗i ‖Lp ≤ Cpσ(Ai).

We estimate u∗0 using the well known fact that given f0 ∈ L∞(M) u0 = L−1f0 is a
continuous function, hence bounded. This finally gives us:

(B.44) ‖u∗‖Lp ≤
∑

‖u∗i ‖Lp ≤ Cp
∑

σ(Ai) ≈ 1 +

∫

∂Ω

f∗ dσ = 1 + ‖f∗‖L1(∂Ω).

This ‘almost’ establishes the desired estimate (B.38). The unwanted term ‘1+’
comes from estimating norm of u0. However, a simple scaling argument (using lin-

earity of L−1) gives us that u = 1
KL

−1(Kf), hence ‖u∗‖Lp ≤ Cp

K (1+K‖f∗‖)L1(∂Ω).
As we let K → ∞ (B.38) follows. �

Theorem B.6. Let Ω ⊂ M be a domain with C1 boundary. Assume that
f : Ω → R is a function whose nontangential maximal function f∗ belongs to
L1(∂Ω). Let u be the solution to the following Dirichlet problem boundary problem
on Ω:

(B.45) Lu = f in Ω, u
∣∣
∂Ω

= 0, u∗ ∈ L1(∂Ω).

Then the solution u exists and is unique and moreover, for any 1 ≤ p < (n −
1)/(n−3) the nontangential maximal function of u; u∗ belongs to Lp(∂Ω) and there
exists a constant Cp = C(p,M,Ω) > 0 such that

(B.46) ‖u∗‖Lp(∂Ω) ≤ Cp‖f∗‖L1(∂Ω).
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If Ω is a domain with Lipschitz boundary, all above remains true, provided
n ≤ 5.

Proof. The proof is based on Proposition B.5. Define a function F on M by
extending f onto the whole M :

(B.47) F (x) =

{
f(x), for x ∈ Ω

0, otherwise.

Let U = L−1(F ). On Ω, clearly

(B.48) L U = f and ‖U∗‖Lp(∂Ω) ≤ Cp‖f∗‖L1(∂Ω).

Consider now the following boundary problem

(B.49) Lw = 0 on Ω, w
∣∣
∂Ω

= −U
∣∣
∂Ω

∈ Lp(∂Ω).

(B.49) is solvable for all 1 < p < ∞, provided Ω has a C1 boundary (see Theorem
3.1). If ∂Ω is Lipschitz, (B.49) is solvable for 2 − ε < p < ∞ (see [22], [23] and
[24]). The solution to (B.49) satisfies the following estimate on w∗:

(B.50) ‖w∗‖Lp(∂Ω) ≤ C‖U
∣∣
∂Ω

‖Lp(∂Ω) ≤ C‖U∗‖Lp(∂Ω) ≤ C‖f∗‖L1(∂Ω).

Finally, u = U + w solves (B.45) and the estimate (B.46) follows from (B.48)
and (B.50). �

Using interpolation methods we can get more general variant of Theorem B.6.
Denote by D0,p the following set

(B.51) D0,p = {f : Ω → R; f∗ ∈ Lp(∂Ω)}, for 1 ≤ p ≤ ∞.

Remark. We use the notation D0,p, with first index always zero, because we
want to maintain consistency with the papers [12] and [13], where more general
spaces Ds,p are defined.

We claim that D0,p equipped with the norm

(B.52) ‖f‖D0,p = ‖f∗‖Lp(∂Ω)

is a Banach space for any p ∈ [1,∞].
Seeing this is not difficult. Clearly, ‖.‖D0,p satisfies all properties of a norm.

We only need to check the completeness. If (fn)n∈N is a Cauchy sequence in D0,p,
then

(B.53) ‖f∗n − f∗m‖Lp(∂Ω) ≤ ‖(fn − fm)∗‖Lp(∂Ω) → 0, as m,n→ ∞.

Pick any x ∈ Ω. Consider any y ∈ γ̃(x) ∩ ∂Ω. We have for such y:

(B.54) |fn(x) − fm(x)| ≤ |(fn − fm)∗(y)|,

and therefore
(B.55)

|fn(x) − fm(x)| ≤ C

∫

γ̃(x)∩∂Ω

|(fn − fm)∗(y)| dσ(y) ≤ C‖(fn − fm)∗‖Lp(∂Ω) → 0.
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This means that for any x the sequence (fn(x))n∈N is Cauchy, hence convergent.
This allows us to define

(B.56) f(x) = lim
n→∞

fn(x), for x ∈ Ω.

Take now any ε > 0 and find k, such that for any pair n,m ≥ k, the difference
(fn − fm)∗ has the Lp(∂Ω) norm less than ε. For such k we define functions gn by

(B.57) gn = (fn − fk)
∗, n = k, k + 1, . . . .

Let g = lim inf
n→∞

gn. By the Fatou’s lemma the Lp norm of g is less or equal to ε.

For any y ∈ ∂Ω and x ∈ γ(y) we have |fn(x) − fk(x)| ≤ gn(y). Hence by taking
lim inf
n→∞

on both sides of this inequality we get that

(B.58) |f(x) − fk(x)| = lim
n→∞

|fn(x) − fk(x)| ≤ lim inf
n→∞

gn(y) = g(y),

This gives

(B.59) (f − fk)
∗(y) = sup

x∈γ(y)

|f(x) − fk(x)| ≤ g(y),

and therefore

(B.60) ‖f − fk‖D0,p = ‖(f − fk)
∗‖Lp(∂Ω) ≤ ‖g‖Lp(∂Ω) < ε.

This proves compleatness.
Our next goal is to study complex interpolation on the spaces D0,p, 1 ≤ p ≤ ∞.

Recall quickly a simple case of complex interpolation scheme we would like to use.
Let E, F be Banach spaces. Suppose that F is included in E and the inclusion

F →֒ E is continuous. If O is the vertical strip in the complex plane,

(B.61) O = {z ∈ C; 0 < Re z < 1},
we define

HE,F (O) = {u(z) bounded and continuous on O with values in E;

holomorphic on O: ‖u(1 + iy)‖F is bounded for y ∈ R}.(B.62)

For θ ∈ [0, 1] we put

(B.63) [E,F ]θ = {u(θ);u ∈ HE,F (O)}.
We give [E,F ]θ the Banach space topology, making it isomorphic to the quotient

(B.64) HE,F (Ω)
/
{u : u(θ) = 0}.

For convenience we use the convention: [E,F ]θ = [F,E]1−θ.

Proposition B.7. For 0 < θ < 1 and 1 ≤ p1 < p2 ≤ ∞,

(B.65) [D0,p1 ,D0,p2 ]θ = D0,q,

where p1, p2 and q are related by

(B.66)
1

q
=

1 − θ

p1
+

θ

p2
.
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Proof. Given f ∈ D0,q, we define

(B.67) u(z) = |f(x)|c(θ−z)f(x);

u by convention zero when f(x) = 0. The number c is chosen such that u belongs
to HD0,p1 ,D0,p2 (O), which gives D0,q ⊂ [Dp1 ,Dp2 ]θ. This proves one inclusion.

The other inclusion follows from the following argument. Since M0 is sub-
linear and maps D0,pj boundedly into Lpj (∂Ω) for j = 1, 2, a real interpolation
gives us that M0 maps (D0,p1 ,D0,p2)θ,∞ into Lq(∂Ω), thus, (D0,p1 ,D0,p2)θ,∞ →֒
D0,q. Now, according to well-known connection between the complex and the real
methods of interpolation, [D0,p1 ,D0,p2 ]θ →֒ (D0,p1 ,D0,p2)θ,∞, hence the inclusion
[D0,p1 ,D0,p2 ]θ ⊂ D0,q follows. �

Next, we establish that for s > (n − 1)/2 the operator L−1 maps D0,s into
D0,∞ = L∞(Ω).

Theorem B.8. Assume that f : M → R is a function with support in Ω and
f ∈ D0,s for some s > (n− 1)/2. If u solves

(B.68) Lu = f on M, i.e., u = L−1f,

then u ∈ L∞(M). In particular u
∣∣
Ω
∈ L∞(Ω). Moreover, there exists a constant

C = C(M,Ω) > 0 such that

(B.69) ‖u‖L∞(M) ≤ C‖f∗‖D0,s .

Proof. The main idea of the proof is very similar to what we did before.
Therefore we will be brief. Consider first that ‖f‖L∞(M) ≤ 1 and supp f ⊂ A. Here
A = Pim(A) for some A ⊂ ∂Ω open. Then we have

(B.70) |u(x)| ≤
∫

Ω

|E(x, y)f(y)| dVol(y) ≤
∫

A

|E(x, y)| dVol(y).

By (B.2), |E(x, y)|q ∈ L1(M) for any 1 ≤ q < n/(n − 2). Hence, by Hölder
inequality we can further estimate (B.70). This gives:

(B.71) |u(x)| ≤
(∫

M

|E(x, y)|q dVol(y)

)1/q (∫

A

1 dVol(y)

)1/p

≤ C(q)Vol(A)1/p.

Here 1/p+ 1/q = 1, which gives that (B.71) is true for any n/2 < p <∞. Finally,
if A = Pim(A), then

(B.72) Vol(A) ≤ Cσ(A)n/(n−1).

This inequality follows from the decomposition that has been described in details
in the proof of Proposition B.4. We decomposed the set A into disjoint countable
union of sets Ci (which were essentially n − 1 dimensional ‘cubes’), such that for
each Ci there is a n-dimensional ball Bi with the property diam(Ci) ≈ diam(Bi)
and A ⊂ ⋃Bi. From this

Vol(A) ≤ C
∑

diam(Bi)
n ≈ C

∑
diam(Ci)

n ≤ C
∑

σ(Ci)
n/(n−1)

≤ Cσ
(⋃

Ci

)n/(n−1)

= Cσ(A)n/(n−1).(B.73)
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Combining (B.71) and (B.72) finally yields

(B.74) ‖u‖L∞(M) ≤ C(p)σ(A)n/(np−p), for any n/2 < p <∞.

Let s > (n− 1)/2 and f ∈ D0,s. We can decompose f in a way that resembles
(B.41). Let

g0(x) =





f(x), if −1 ≤ f(x) ≤ 1,

1, if 1 < f(x),

−1, if 1 < −f(x),

(B.75)

gi(x) =





0, if |f(x)| ≤ i1/s,

f(x) − i1/s, if i1/s < f(x) ≤ (i+ 1)1/s,

f(x) + i1/s, if i1/s < −f(x) ≤ (i+ 1)1/s,

(i+ 1)1/s − i1/s, if (i+ 1)1/s < f(x),

−(i+ 1)1/s + i1/s, if (i+ 1)1/s < −f(x).

i = 1, 2, 3, . . .

If we put:

(B.76) f0 = g0, fi =
gi

(i+ 1)1/s − i1/s
, i = 1, 2, . . . ,

then for each fi we have |fi| ≤ 1, and

(B.77) f = f0 +

∞∑

i=1

[
(i+ 1)1/s − i1/s

]
fi.

Moreover,

(B.78) supp fi ⊂ Pim(Ai),

where

(B.79) Ai = {x ∈ ∂Ω : f∗(x) > i1/s}, i = 1, 2, 3 . . . .

Also ‖f∗‖sLs(∂Ω) ≈
∑
σ(Ai). The estimate (B.74) can be applied to each function

fi, i ≥ 1. Also (i+ 1)1/s − i1/s ≈ i1/s−1. This yields

‖L−1f‖L∞(M) ≤ C
∑

i1/s−1σ(Ai)
n/(np−p)

(B.80)

≤ C
(∑

i
(1−s)p(n−1)
s(p(n−1)−n)

) p(n−1)−n
p(n−1)

(∑
σ(Ai)

)n/(np−p)
.

In the last estimate was obtained by Hölder inequality. The number in the last line
of (B.80) is finite, provided

(B.81)
(1 − s)p(n− 1)

s(p(n− 1) − n)
< −1, i.e., (1 − s)p(n− 1) < −s(p(n− 1) − n).

If we simplify (B.81) we get that p should be chosen such that

(B.82) p < s
n

n− 1
.
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Clearly, for s > (n− 1)/2, it is always possible to find p for which n/2 < p < s n
n−1 .

Then we have a finite estimate on the norm of ‖L−1f‖L∞(M). �

Now, we interpolate between the results in Theorem B.5 and B.8.

Corollary B.9. Assume that f : M → R is a function with support in Ω
whose nontangential maximal function f∗ belongs to Lr(∂Ω), 1 ≤ r ≤ ∞. Consider
the solution to

(B.83) Lu = f on M, i.e., u = L−1f.

For any 1 ≤ p < n−1
(n−1)/r−2 , provided r < (n− 1)/2, and p = ∞ otherwise, the non-

tangential maximal function of u; u∗ belongs to Lp(∂Ω) and there exists a constant
Cp = C(p,M,Ω) > 0 such that

(B.84) ‖u∗‖Lp(∂Ω) ≤ Cp‖f∗‖Lr(∂Ω).

In particular, for r <∞, p can always be taken such that p > r.

Proof. We interpolate between

L−1 :D0,1 → D0,q with q .
n− 1

n− 3
,

L−1 :D0,s → D0,∞ with s &
n− 1

2
.(B.85)

It follows, that we have a sequence of continuous maps

(B.86) D0,r id7−→ [D0,1,D0,s]θ
L−1

7−→ [D0,q,D0,∞]θ
id7−→ D0,r̃,

for any r̃ . n−1
(n−1)/r−2 . �

Corollary B.9 we can be used to substantially improve Theorem B.6.

Theorem B.10. Let Ω ⊂ M be a domain with C1 boundary. Assume that
f : Ω → R is a function whose nontangential maximal function f∗ belongs to
Lp(∂Ω), for some 1 ≤ p ≤ ∞. Then the Dirichlet problem

(B.87) Lu = f in Ω, u
∣∣
∂Ω

= 0, u∗ ∈ L1(∂Ω),

has a unique solution u whose nontangential maximal function u∗ belongs to Lq(∂Ω)
for any 1 ≤ q < n−1

(n−1)/p−2 , provided p < (n−1)/2, q = ∞ otherwise. In particular,

always q ≥ p. Moreover, there exists a constant C = C(p, q,M,Ω) > 0 such that

(B.88) ‖u∗‖Lq(∂Ω) ≤ C‖f∗‖Lp(∂Ω).

If Ω is a domain with Lipschitz boundary, all above remains true for dim M =

n ≤ 5. If n > 5, (B.87) is solvable for any 2(n−1)
n+3 −ε < p ≤ ∞ where ε > 0 depends

on the given domain Ω. Also the estimate (B.88) remains true.

Proof. Basically, all said in the proof of Theorem B.6. can be used. Only
questionable case is q = ∞, but in such situation we apply Proposition 5.7 in [22].�
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Lp, Hardy and Hölder space results, Comm. in Anal. and Geom. 9 (2001), no. 2, 369–421.
[24] M. Mitrea and M. Taylor, Potential theory on Lipschitz domains in Riemannian manifolds:
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