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The potential for adaptive explicit Runge–Kutta (ERK) codes to produce global errors
that decrease linearly as a function of the error tolerance is studied. It is shown that this
desirable property may not hold, in general, if the leading term of the locally computed error
estimate passes through zero. However, it is also shown that certain methods are insensitive
to a vanishing leading term. Moreover, a new stepchanging policy is introduced that, at
negligible extra cost, ensures a robust global error behaviour. The results are supported by
theoretical and numerical analysis on widely used formulas and test problems. Overall, the
modified stepchanging strategy allows a strong guarantee to be attached to the complete
numerical process.
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1. Introduction

What guarantees do we have for the global error of our ordinary differential
equation (ODE) initial value software? Standard codes input a tolerance parameter, δ,
that is intended to control the accuracy of the computation – reducing δ should lead
to a more accurate result. It is clearly important to understand the precise effect
of changing δ, and to derive the strongest possible results about the behaviour of
the global error as a function of δ. Stetter [13,14] studied this problem and derived
conditions under which the global error is asymptotically linear in δ, as δ → 0. Further
work on explicit Runge–Kutta (ERK) methods appears in [9]. The analysis in these
references makes use of asymptotic expansions, and, in particular, the results apply
only when the leading term in the error estimate is bounded away from zero. In this
work we show that the leading term can pass through zero with common methods and
problems, and we confirm numerically that this has a deleterious effect on the global
error behaviour. On the other hand, we show that certain pairs of ERK formulas have
a desirable property that helps to suppress these difficulties. Finally, we show that by
altering the stepsize selection policy, adaptive ERK methods can be made insensitive
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to the effect of a vanishing leading term in the error estimate. Our philosophy is
that widely-used software should satisfy the strongest possible reliability conditions.
Hence, we believe that it is extremely worthwhile to develop time-stepping algorithms
for which positive results can be proved.

In the remainder of this section we briefly introduce the definitions and results
that motivate this work. Further details can be found in [9].

Adaptive ERK methods for an initial value system

y′(t) = f
(
t, y(t)

)
, y(0) = y0, 0 6 t 6 tend, (1.1)

where f is assumed to be sufficiently smooth, generate a discrete set of approximations
yn ≈ y(tn) to the solution of (1.1) on a nonuniform grid {tn} in [0, tend]. The stepsizes
hn := tn − tn−1, n = 1, 2, . . . , are chosen dynamically in an attempt to satisfy the
user’s accuracy requirement. Moreover, most recent ERK methods are able to produce
a continuous approximate solution which is given by a piecewise interpolant to the
underlying discrete approximation.

Throughout this paper, we will assume that the basic elements of an adaptive
ERK method are a main advancing explicit formula (tn−1, yn−1)→ (tn, yn) of order p
(perhaps with a continuous extension) together with a locally-based error estimator
en = e(tn−1, yn−1,hn) which is computed in the step tn−1 → tn and is used to control
the behaviour of the error in the current step and to provide an optimal selection of
the next step according to the user supplied tolerance parameter δ. Further we suppose
that the error estimator possesses an asymptotic expansion of the form

en = e(tn−1, yn−1,hn) = hpnψ̃(tn−1, yn−1) + O
(
hp+1
n

)
. (1.2)

Let us recall that en is used to control the error and to monitor the stepsize in the
following way. First, for some given norm ‖·‖, estn := ‖en‖, gives the error estimate
for the step, which is compared with δ. If estn 6 δ then the approximation yn is
accepted, otherwise the step is re-taken with a smaller stepsize. The standard formula
for changing stepsize after a successful step is

hn+1 = θ

(
δ

estn

)1/p

hn, (1.3)

with θ ∈ (0, 1) a constant safety factor. After a rejected step, this formula can be
used to give a new stepsize with which to re-take the step, or some other rule can be
applied. The precise details of step rejections are not important for our analysis.

Next let us note that many adaptive ERK methods fit into this framework. First,
in the case of a pair of formulas of orders p and p− 1 with extrapolated error-per-step
control, the advancing formula is the higher order one and the local error estimator
en is the difference between the solutions provided by the two formulas. Second,
in the case of a pair of formulas of orders p and q > p with an error-per-unit-step
control, the advancing formula has order p and the local error estimator is given as h−1

n

times the difference between the solutions of the two formulas. Finally, we consider
error and stepsize control based on the defect; as described, for example, in [4] and



M. Calvo et al. / Stepsize selection for tolerance proportionality 363

the references cited therein. If, over each interval [tn−1, tn], the method provides a
continuous extension z̄n(t) of order p that interpolates the underlying discrete solution,
then the defect δn(t) defined by

δn(t) = z̄′n(t)− f
(
t, z̄n(t)

)
, t ∈ [tn−1, tn],

admits an expansion in powers of hn = tn− tn−1 with a leading term of order O(hpn).
For the error estimator we may then take a single sampled value δn(tn−1 + τ∗hn) with
a suitable, fixed choice of τ∗ ∈ (0, 1).

Next we define tolerance proportionality (TP).

Definition. Suppose that a numerical method produces a discrete approximation
{tn, yn} for any sufficiently small tolerance δ. Then the method is said to exhibit
tolerance proportionality on (1.1) if there exists an interpolating function ηδ(t), de-
fined for each δ, such that ηδ(tn) = yn for all n and

ηδ(t)− y(t) = v(t)δ + gδ(t), t ∈ [0, tend], (1.4)

where

• v(t) is C1 and independent of δ,

• gδ(t) is continuous and o(δ), and

• g′δ(t) is piecewise continuous, with the possible discontinuities occurring at the
meshpoints {tn}, and is o(δ).

This definition involves an interpolant ηδ(t). The interpolant is introduced because
the discrete solution is defined on a mesh that varies with δ. In words, (1.4) demands
that, for small δ, the global error at any fixed point t must be asymptotically linear
in δ. Further, the global error η′δ(t) − y

′(t) in the first derivative approximation must
also be asymptotically linear in δ. (We mention that a generalisation of this definition
to allow for a leading term that behaves like δα, with α 6= 1, was studied in [10].)
For simplicity, in the rest of this work we will not explicitly indicate the dependence
of η(t) upon δ.

The following result appears in [9, section 2], and is essentially a formalisation
of results of Stetter [13,14].

Result 1.1. If an adaptive ERK algorithm as described above is used to solve (1.1),
and if

1. the stepsizes satisfy maxn{hn}→ 0 as δ → 0,

2. ψ̃(t, y(t)) does not vanish on [0, tend],

then an interpolant η(t) can be defined for which the method exhibits TP.

We remark that [9] includes the additional requirement that the initial stepsize h1

be chosen so that

est1 = θpδ + o(δ).
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However, this condition can be removed – our proof of theorem 4.1 shows how this
can be done.

Let us now consider the assumptions 1 and 2. The first assumption requires the
maximum stepsize to decrease to zero with δ. This scenario is perfectly reasonable
– as the user asks for more accuracy, the algorithm is forced to take smaller steps.
However, it must be stated as an assumption, since it is possible to construct examples
where the error criterion estn 6 δ holds on all steps but maxn{hn} 9 0 as δ → 0.
Aves et al. [1] show how such behaviour can occur in the presence of spurious fixed
points, but in general these examples are unstable and will not be seen in practice.
Overall, assumption 1 is unlikely to be violated.

The second assumption concerns the behaviour of the function ψ̃, which, in
general, depends upon both the problem (1.1) and the ERK coefficients. The algorithm
does not monitor ψ̃(t, y(t)) during the course of an integration, and there is no guarantee
that assumption 2 will hold. The proof of result 1.1 in [9] shows that v(t) in (1.4) is
the solution to the linear (variational) problem

v′(t)− fy
(
t, y(t)

)
v(t) = θpψ

(
t, y(t)

)/∥∥ψ̃(t, y(t)
)∥∥, v(0) = 0. (1.5)

Here the function ψ appears in the leading term of the local error expansion and is
defined as follows. The local solution, zn(t), over a step from (tn−1, yn−1) to (tn, yn),
is defined as

z′n(t) = f
(
t, zn(t)

)
, zn(tn−1) = yn−1,

and the local error expansion in powers of hn satisfies

len := yn − zn(tn) = hp+1
n ψ(tn−1, yn−1) + O

(
hp+2
n

)
. (1.6)

It is clear from (1.5) that the analysis generally breaks down if assumption 2 does not
hold. We mention that the related analysis of Shampine [12, assumption (5.6), p. 101]
also requires a non-vanishing leading term in the error estimate.

In the next section we show that assumption 2 is necessary in general to ensure
that an ERK code provides a reliable tolerance proportionality for the problem (1.1):
we find examples with commonly used ERK algorithms and test problems where
ψ̃(t, y(t)) passes through zero, and we show numerically that the TP property is then
lost. In section 3 we show that certain, special formulas exist where ψ̃(t, y(t)) = 0 is
less likely to cause difficulties. The fourth section introduces a new, modified stepsize
strategy for which assumption 2 can be relaxed.

2. Examples of breakdown

In this section we present some examples of methods and IVPs where the as-
sumptions in result 1.1 are not satisfied and TP is observed not to hold in practice.

First, let us recall a difficulty which arises in the stepsize estimators of some
ERK methods when applied to equations of the form y′(t) = f (t), where f is an
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arbitrary function. As noted by Shampine [11], there are ERK methods such that for
these particular equations the local error estimator (1.2) vanishes and according to (1.3)
arbitrary stepsizes are allowed. This breakdown in the stepsize policy may introduce
larger errors than desired in the numerical computation. This fact was analyzed in
detail by Shampine [11] for Fehlberg’s (7,8) pair [6], and a fix was devised.

Later, Verner [15] proposed new families of ERK pairs of several orders in
which the local error estimators do not vanish identically. This was accomplished by
choosing the coefficients of the RK formulas so that the local truncation errors of the
corresponding pairs are different for every problem. In this way (unless all elementary
differentials of the problem vanish identically) the above mentioned difficulty is absent
in Verner’s pairs. Moreover, Verner’s approach has been followed for most of the ERK
pairs that have been constructed in recent years.

In this work, we show that there are standard ERK pairs and widely-used test
problems for which either the main formula or the local error estimate do not reflect
exactly the orders O(hp+1) and O(hp) of (1.6) and (1.2). This behaviour (which will
not be detected by a typical code) can degrade the tolerance proportionality.

If ψ(t, y(t)) in (1.6) is identically zero then v(t) in (1.5) is zero, and hence the rate
of decrease of the global error in (1.4) is faster than linear. A more dangerous situation,
from the tolerance proportionality point of view, arises when ψ̃(t, y(t)) vanishes at one
or more isolated points in the integration interval. In the remainder of this paper a value
t = t∗ such that ψ̃(t∗, y(t∗)) = 0 and ψ(t∗, y(t∗)) 6= 0 will be called a TP-singular
point. Clearly, for a given ERK method, the existence and location of TP-singular
points depend on the IVP and cannot be easily detected in advance.

We now present a simple example in which TP-singular points can be easily
identified analytically, and we demonstrate numerically that the TP property is lost.

Consider the A4 problem of the DETEST [5] set of problems, usually known as
the logistic equation,

y′ =
y

4

(
1−

y

20

)
, y(0) = 1, t ∈ [0, 20], (2.1)

whose analytical solution is

y(t) =
20

1 + 19 exp(−t/4)
. (2.2)

As numerical method we take a second order ERK pair given by the advancing formula

yn = yn−1 + hnfn,1, (2.3)

and the error estimate

en = hn(fn,0 − fn,1), (2.4)

where

fn,0 = f (tn−1, yn−1), fn,1 = f

(
tn−1 +

hn
2

, yn−1 +
hn
2
fn,0

)
.
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Here the error estimate comes from differencing Euler’s method and the second order
formula (2.3). We will refer to this pair as RK2(1)a.

Standard theory (see, for example, [2]) shows that for the method (2.3)–(2.4) on
an autonomous scalar equation, the expansions (1.2) and (1.6) have the form

en =−
h2
n

2

[
f ′(f )(yn−1)

]
+ O

(
h3
n

)
,

len =−
h3
n

24

[(
f ′′(f , f ) + 4f ′

(
f ′(f )

))
(yn−1)

]
+ O

(
h4
n

)
.

In particular, for the logistic equation (2.1) the functions in the leading terms are

ψ̃(y) =−
(10− y)y(20− y)

6400
, (2.5)

ψ(y) =
y(20− y)(9y2 − 180y + 800)

1024000
. (2.6)

To show the existence of a TP-singular point, note that the solution (2.2) of the logistic
equation increases monotonically in the interval [0, 20] from y(0) = 1 to y(20) ∈
(10, 20). Therefore, in view of the expression for ψ̃(y) in (2.5), there is precisely one
TP-singular point given by the solution of y(t) = 10; that is, t∗ = 4 ln(19) = 11.78 . . . .
Note that for any µ > 0, ψ̃(y(t)) 6= 0 for t ∈ [0, t∗−µ] and therefore assumption 2 in
result 1.1 holds. Consequently, if assumption 1 is also satisfied then TP follows over
this subinterval.

In order to see the effect of t∗, several experiments were performed. First, we
approximated the leading function ψ̃(t, y(t)) of the local error estimate using only
the information provided by the numerical integration. For a given tolerance δ, we
monitored successively the sequence of stepsizes and the corresponding gridpoints
tn−1, n = 1, 2, . . . , as well as the quotients

|en|

h2
n

=
∣∣ψ̃(tn−1, yn−1) + O(hn)

∣∣,
that approximate asymptotically the modulus of the function |ψ̃(t, y(t))| at the grid-
points. Figure 1 plots these values (using linear interpolation) for δ = 10−3, 10−4,
10−5, and it can be seen that they reflect very accurately the existence of the TP-
singular point predicted by the theory.

It must be remarked that, at least theoretically, the existence of a TP-singular
point could cause the algorithm for stepsize changing to breakdown at a gridpoint very
close to the singular point. However, in this case, such a situation never occurred due
to the fact that the higher order terms of en do not vanish simultaneously. The overall
effect is a rapid increase in the size of the steps when the numerical solution goes
through the isolated point t = t∗.

Figure 2 plots the stepsizes for δ = 10−3, 10−4, 10−5, 10−6 and it can be seen
that the largest stepsizes occur precisely in the vicinity of the TP-singular point. (As
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Figure 1. A4 problem, RK2(1)a.

Figure 2. A4 problem, RK2(1)a.

is standard in ERK codes, we placed an upper bound on the ratio between the sizes of
two consecutive steps.)

Finally, to study to what extent the TP property is satisfied we computed, for
several values of δ, the linear interpolant obtained with the points(

tn,
yn − y(tn)

δ

)
. (2.7)

If TP holds in the whole interval then as δ → 0 these curves should tend to the fixed
curve v(t) from (1.4). Figure 3 plots these curves for δ = 10−4, . . . , 10−10 and it is
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Figure 3. A4 problem, RK2(1)a.

clear that in the neighbourhood of the singular TP-point the curves do not show a
convergent behaviour, in contrast with the behaviour in the first part of the integration
interval.

The computations performed in example 1 were repeated for other ERK methods
and problems. In particular for the A3 problem of the DETEST set and the pair (2.3)–
(2.4) there are also several TP-points that can be easily calculated and the TP property
does not hold.

Next we study the existence of TP-singular points in the numerical solution of
the A4 problem with the well known pair RK5(4)7FM of RK formulas of orders 5
and 4 due to Dormand and Prince [3]. By using a symbolic package it is found that
for the quadratic function f (y) of (2.1), the expansions of en and len are given by

en = h6
nψ(yn−1) + O

(
h7
n

)
, len = h5

nψ̃(yn−1) + O
(
h6
n

)
,

where

ψ(y) =
y(y − 20)(y − 10)(2y4 − 80y3 + 1355y2 − 11100y + 36000)

106168320000000

and

ψ̃(y) = −
y(y − 20)(7673y4 − 306920y3 + 4898300y2 − 36582000y + 104760000)

2654208000000000
.

It is easily seen that in the range 1 < y < 20, the function ψ̃(y) vanishes at the values

y1 = 7.918499387, y2 = 12.08150061,

therefore in view of (2.2) we have the TP-points

t∗1 = 10.08786115, t∗2 = 13.46765068.
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Figure 4. A4 problem, DOPRI5(4).

As in the above example we have plotted in figure 4 the quotients (2.7) for this problem
and several values of δ. We see that the TP property is maintained at the beginning
of the integration interval, but after crossing the first TP-singular point t∗1, the curves
do not show convergent behaviour for δ → 0. The same behaviour is observed after
crossing the second TP-singular point t∗2.

3. Insensitivity to a vanishing leading term

When TP holds, the variational equation (1.5) defines the function v(t) which
in view of (1.4) can be regarded as the “asymptotic proportionality function”. In the
examples of the previous section, one manifestation of the breakdown is that the right-
hand side of the variational equation (1.5) becomes unbounded (at the TP-singular
points). We notice, however, that it is possible for the ratio

ψ(t, y(t))

‖ψ̃(t, y(t))‖
(3.1)

appearing in (1.5) to be a regular function, even in the presence of TP-singular points,
since ψ(t, y(t)) and ‖ψ̃(t, y(t))‖ may vanish simultaneously. This is certainly true for
the non-extrapolated error-per-unit-step schemes mentioned in section 1, since in this
case ψ(t, y(t)) = ψ̃(t, y(t)). In this section we show that ERK pairs exist for which the
ratio (3.1) is always regular in the more widely-used extrapolated error-per-step mode.
This implies that a bounded solution of (1.5) exists for all differential equations.
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For convenience, we assume throughout this section that the differential system
(1.1) is written in autonomous form. This can, of course, be ensured by, if necessary,
adding a new component y0(t) ≡ t to the vector y(t) that satisfies the trivial equation
dy0/ dt = 1 together with y0(0) = 0.

As a fist example we consider the second order method given by the advancing
formula

yn = yn−1 +
hn
4

(fn,0 + 3fn,1),

and the error estimate

en =
3hn

4
(fn,1 − fn,0),

where

fn,0 = f (yn−1), fn,1 = f

(
yn−1 +

2
3
hnfn,0

)
.

We refer to this method as RK2(1)b. A simple calculation shows that

e(y;h) =−
h2

2
f ′(f )(y) + O

(
h3),

le(y;h) =−
h3

6
f ′
(
f ′(f )

)
(y) + O

(
h4),

and hence

ψ̃(y) = −
1
2
f ′(f )(y), ψ(y) = −

1
6
f ′
(
f ′(f )

)
(y).

Since f ′ is a linear operator and ψ(y) = (1/3)f ′(ψ̃(y)), the function (3.1) is regular
for all f .

To check numerically the TP of this method we have applied it to the IVPs
considered in section 2. First, we consider the logistic equation A4 in which f (y) =
y(20− y)/80 and

ψ̃(y) =−
(10− y)y(20− y)

6400
,

ψ(y) =−
(10− y)2y(20− y)

12× 403 .

Then (3.1) becomes −|10 − y|/120 where y = y(t) is the exact solution of the IVP
given by (2.2). The function v(t) is the solution of the variational equation

v′ =
10− y(t)

40
v −
|10 − y(t)|

120
, v(0) = 0, t ∈ [0, 20]. (3.2)

Taking into account that∣∣10− y(t)
∣∣ =

{
10− y(t) if t 6 t∗ = 4 ln(19),
−(10− y(t)) if t > t∗,
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Figure 5. A4 problem, RK2(1)b.

where y(t) is given by (2.2), the general solution of (3.2) is

v(t) =

{
(−80/57)y′(t) + 1/3 if t 6 t∗,
(−248/285)y′(t)− 1/3 if t > t∗. (3.3)

In figure 5 we plot for δ = 10−4, . . . , 10−10 the piecewise linear functions that
interpolate the data points of (2.7). We see that for δ → 0 they converge to v(t), which
has an horizontal tangent at the TP-singular point t∗ = 4 ln(19) ≈ 11.78.

Finally, we have constructed a third order ERK method with four stages where
the coefficients have been chosen with the aim that (3.1) is a regular function. The
Butcher array of its coefficients is

0

1/3 1/3

2/3 −1 5/3

8/9 52/81 −20/81 40/81
b 35/320 144/320 60/320 81/320

b̂ 1/4 0 3/4 0

.

Here the bi are the coefficients of the third order formula and the b̃i the coefficients of
a second order auxiliary formula which is used to control the local error in the usual
way, that is, en = ỹn+1 − yn+1. This pair will be denoted RK3(2)b.

After some calculation it is found that for this method∣∣ψ̃(y)
∣∣= 1

6

∣∣f ′(f ′(f )
)
(y)
∣∣,

ψ(y) =
5

72
1
4!
f ′
(
f ′
(
f ′(f )

))
(y),
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Figure 6. A4 problem, RK3(2)b.

and therefore (3.1) is a regular function at TP-singular points.
Figure 6 plots the piecewise linear functions that interpolate the data points

of (2.7) for δ = 10−4, . . . , 10−11 and the A4 problem. Our numerical tests imply
that ERK pairs for which (3.1) is always regular perform well in the presence of TP-
singular points. Asking for (3.1) to be regular, however, is a very strong requirement
that places many constraints on the coefficients of the elementary differentials which
appear in the leading terms of the local truncation errors of the pair of formulas. Fur-
thermore, although the condition guarantees a bounded solution for (1.5), it does not
automatically ensure TP. It is possible to state additional assumptions under which TP
holds, but we do not pursue this approach here because the derivation of high order
ERK methods with these requirements turns out to be a very difficult task. In the next
section we advocate an alternative stepsize selection scheme that is designed to work
with any ERK pair.

4. New stepsize selection policy

4.1. Description

In this section we show how the stepsize selection formula (1.3) can be altered
to avoid the difficulties encountered in section 2. Since the standard formula works
well when ψ̃(t, y(t)) 6= 0, we wish to modify the stepchanging policy only when the
numerical solution is “close” to a TP-singular point. Our overall aim is to produce, at
little computational cost, an algorithm for which a strong guarantee (theorem 4.1) can
be established.

Thus, we advocate replacing the stepsize formula (1.3) by

hn+1 = θ

(
δ

estmaxn

)1/p

hn, (4.1)
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where estmaxn = max{estn, estn}. Here,

estn = hpn min{estintn, estabs}, (4.2)

with

estintn = κ
1
tn

n∑
i=1

esti
hp−1
i

, (4.3)

and κ and estabs are small constants. Appropriate values for κ and estabs depend upon
the ERK coefficients. Details are given in subsection 4.4. The error criterion remains
the same – a step is accepted if estn 6 δ and rejected otherwise.

The motivation behind (4.1)–(4.3) is that when the error estimate estn be-
comes “small”, it is replaced by estn in the stepchanging formula. The two quan-
tities estintn and estabs represent relative and absolute thresholds. Since esti/h

p
i ≈

‖ψ̃(ti−1, y(ti−1))‖, the sum
n∑
i=1

esti
hp−1
i

≈
n∑
i=1

∥∥ψ̃(ti−1, y(ti−1)
)∥∥hi

represents a Riemann sum that approximates the integral of ‖ψ̃(t, y(t))‖ over the current
range of integration. Since κ � 1 we will usually have estn > h

p
nestintn, but if the

leading term in estn becomes relatively small, then estn will dominate. The absolute
threshold, estabs, is introduced to account for the case where the error estimate changes
by several orders of magnitude, but does not become close to zero. Our numerical
tests revealed that this case can arise in practice; in particular on the D5 problem from
DETEST.

4.2. Analysis

To investigate the TP behaviour of the new stepsize selection scheme we will
make use of a result in [9], which shows that a sufficient condition for TP is that the
local error on each step satisfies

len = γ(tn)hnδ + o(hnδ), (4.4)

where γ(t) is continuous and independent of δ.
We make the following assumptions.

1. The stepsizes satisfy maxn{hn}→ 0 as δ → 0.

2. ψ̃(0, y(0)) 6= 0.

Comparing these with the assumptions in result 1.1 we see that the second as-
sumption has been relaxed, so that ψ̃(t, y(t)) is only required to be nonzero at t = 0.
We will discuss this further in the next subsection.

We note that assumption 1 implies that the numerical solution converges;
maxn ‖yn − y(tn)‖ → 0 as δ → 0, see, for example, [8]. We also mention that
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no extra assumption is made about the way that the initial stepsize, h1, is chosen. We
require only that h1 → 0 as δ → 0, and est1 6 δ.

We now prove a number of intermediate results which ultimately show that (4.4)
holds, for n > 1.

Lemma 4.1. There exists a constant α > 0 (independent of δ) such that, for all
sufficiently small δ,

α 6 minn>1{hn}
maxn>1{hn}

. (4.5)

Proof. From assumption 2, there exist an ε > 0 and 0 < t̂ < tend such that
‖ψ̃(t, y(t))‖ > ε for 0 6 t 6 t̂. The standard error estimate satisfies (1.2) and hence

estn =
∥∥ψ̃(tn−1, yn−1)

∥∥hpn + O
(
hp+1
n

)
=
∥∥ψ̃(tn−1, y(tn−1)

)∥∥hpn + o
(
hpn
)
. (4.6)

Hence, for all sufficiently small δ,

estn >
ε

2
hpn, for all 0 6 tn 6 t̂. (4.7)

Now consider the Riemann sum estimate, estintn. Given any meshpoint tn > t̂,
let tN be a meshpoint such that t̂/2 < tN < t̂. Then

estintn = κ
1
tn

n∑
i=1

esti
hpi

hi > κ
1
tend

N∑
i=1

esti
hpi

hi > κ
1
tend

N∑
i=1

ε

2
hi, (4.8)

using (4.7). The right-hand side of this inequality satisfies

κ
1
tend

N∑
i=1

ε

2
hi = κ

1
tend

ε

2
tN > κ

ε

4
t̂

tend
. (4.9)

Hence, there exists a constant γ > 0 such that

estintn > γ, for all t̂ < tn 6 tend. (4.10)

Taking α1 = min{ε/2, γ, estabs}, it follows from (4.7) and (4.10) that, for sufficiently
small δ,

estmaxn := max
{

estn, estn
}
> α1h

p
n. (4.11)

We can obtain a corresponding upper bound. Let K = max[0,tend] ‖ψ̃(t, y(t))‖. It
follows from (4.6) that, for sufficiently small δ,

estn 6 2Khpn. (4.12)
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Also, using (4.12),

estn 6 hpnestintn = κhpn
1
tn

n∑
i=1

esti
hpi

hi 6 κhpn
1
tn

n∑
i=1

2Khi 6 κ2Khpn. (4.13)

Hence, from (4.12) and (4.13) there exists a constant α2 > 0 such that, for sufficiently
small δ,

estmaxn := max
{

estn, estn
}
6 α2h

p
n. (4.14)

Now, in the stepsize formula (4.1) it follows from (4.11) and (4.14) that, for sufficiently
small δ,

minn>1{hn}
maxn>1{hn}

>
(
α1

α2

)1/p

=: α, (4.15)

where α is a constant. �

Lemma 4.2. A quantity that is O(hn) as δ → 0 must also be O(δ1/p).

Proof. The error criterion ensures that estn 6 δ. Hence, from (4.7),

ε

2
hpn 6 estn 6 δ, for all 0 6 tn 6 t̂, (4.16)

and so,

min{hn} 6
(

2
ε

)1/p

δ1/p. (4.17)

Hence, using lemma 4.1,

max{hn} 6 1
α

min{hn} 6 1
α

(
2
ε

)1/p

δ1/p, (4.18)

and the result follows. �

Lemma 4.3. The Riemann sum error estimate behaves like

estintn = Ψ(tn−1) + o(1), (4.19)

where

Ψ(t) =

{
κt−1

∫ t
0 ‖ψ̃(µ, y(µ))‖ dµ if t > 0,

κ‖ψ̃(0, y(0))‖ if t = 0,
(4.20)

and hence

estn = hpn min
{

Ψ(tn−1), estabs
}

+ o
(
hpn
)
.
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Proof. The standard estimate satisfies (4.6) and hence

estintn = κ
1
tn

n∑
i=1

esti
hpi

hi = κ
1
tn

n∑
i=1

(∥∥ψ̃(ti−1, y(ti−1)
)∥∥hi + o(hi)

)
. (4.21)

Now,
n∑
i=1

∥∥ψ̃(ti−1, y(ti−1)
)∥∥hi =

∫ tn−1

0

∥∥ψ̃(µ, y(µ)
)∥∥ dµ+ o(1). (4.22)

Also, from lemma 4.1,
n∑
i=1

o(hi) 6 no
(

min
n

{hn}
)

= nmin
n

{hn} o(1) 6 tn o(1) = o(1). (4.23)

Using (4.22) and (4.23) in (4.21) gives the result. �

Note that Ψ(t, y(t)) > 0 for t > 0 since, by assumption, ‖ψ̃(t, y(t))‖ > ε on some
interval [0, t̂ ].

Lemma 4.4. For sufficiently small δ there are no step rejections when formula (4.1)
is used. Also, for n > 1, the quantity estmaxn satisfies

estmaxn = θpδ + o(δ). (4.24)

Proof. We will show that using the stepsize formula (without imposing the error
criterion) leads to (4.24). Since estn 6 estmaxn and θ < 1 it will follow that, for
sufficiently small δ, the error criterion is automatically satisfied, and no rejections
occur.

On a general step, we know from (4.6) and (4.19) that

estmaxn = C(tn−1)hpn + o
(
hpn
)
, (4.25)

where

C(t) = max
{∥∥ψ̃(t, y(t)

)∥∥, min
{

Ψ(t), estabs
}}
.

Now, in (4.1), we have

h
p
n+1 = θp

δ

h
p
n(C(tn−1) + o(1))

hpn = θp
δ

C(tn−1)
+ o(δ). (4.26)

Hence, on the next step, using lemma 4.2,

estmaxn+1 = C(tn)hpn+1 + o
(
hpn+1

)
=

C(tn)
C(tn−1)

θpδ + o(δ).

Now the continuity of C(t) gives the result. �
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Lemma 4.5. The local error for n > 1 satisfies

len =
ψ(tn, y(tn))θp

C(tn)
hnδ + o(hnδ), (4.27)

where

C(t) = max
{∥∥ψ̃(t, y(t)

)∥∥, min
{

Ψ(t), estabs
}}
.

Proof. From (4.25),

estmaxn
C(tn−1)

= hpn + o
(
hpn
)
. (4.28)

Hence, in (1.6),

len = ψ(tn−1, yn−1)
estmaxn
C(tn−1)

hn + o
(
hp+1
n

)
. (4.29)

Now lemma 4.4 gives

le =
ψ(tn−1, yn−1)θpδ

C(tn−1)
hn + o(hnδ) + o

(
hp+1
n

)
. (4.30)

Using lemma 4.2 and the continuity of ψ and C we find

len =
ψ(tn, y(tn))θpδ

C(tn)
hn + o(hnδ). (4.31)

�

Theorem 4.1. Under the assumptions 1 and 2 stated at the start of this subsection, the
ERK algorithm with stepchanging formula (4.1) exhibits TP.

Proof. Lemma 4.5 is the essential result, showing that the local error has the required
form (4.4) for every n > 1. If the lemma also applied for n = 1 then TP would follow
automatically. However, it is unrealistic to assume that (4.4) holds on the first step,
and we show below that the behaviour on the first step is not important, provided that
the error criterion is satisfied. Loosely, on the first step the global and local errors
are identical, and the global error that is introduced has a negligible o(δ) effect. More
formally, since ψ̃(0, y(0)) 6= 0 (by assumption), the error criterion est1 6 δ and the
expansion (1.2) imply that h1 = O(δ1/p) so that

y1 − y(t1) = O
(
h
p+1
1

)
= O

(
δ(p+1)/p) = o(δ). (4.32)

Now let x(t) be the function on [t1, tend] satisfying

x′(t) = f
(
t,x(t)

)
, x(t1) = y1.
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Note that x(t) depends upon δ, via t1. However, the analysis in section 2 of [9] still
applies to give TP from lemma 4.5; there exists an interpolant η(t) and a C1 function
v(t) independent of δ such that

η(t)− x(t) = v(t)δ + o(δ), (4.33)

for any t ∈ [t1, tend]. Now, using (4.32) it follows from a standard differential inequal-
ity (see, for example, [8, section I.10]), that

x(t)− y(t) = o(δ),

for any t ∈ [t1, tend]. Combining this with (4.33) gives η(t) − y(t) = v(t)δ + o(δ) for
any t ∈ [t1, tend]. Since t1 → 0 as δ → 0 and η(0) = y0, it follows that

η(t)− y(t) = v(t)δ + o(δ), for any t ∈ [0, tend].

To see that a similar result holds for the first derivative, combine the expansions

η′(t)− x′(t) = v′(t)δ + o(δ)

and

x′(t)− y′(t) = f
(
t,x(t)

)
− f

(
t, y(t)

)
= o(δ). �

4.3. Discussion

The analysis above shows that the new stepchanging policy (4.1) requires
ψ̃(t, y(t)) 6= 0 only at t = 0, rather than over the whole interval [0, tend]. In fact,
it is possible to further modify the policy so that ψ̃(0, y(0)) 6= 0 is not needed. This
could be done, for example, by forcing h1 = O(δ1/p) and adding εhpn, where ε > 0
is constant, to the definition of estn in (4.2). However, with this approach there is a
danger that a poor choice of ε can affect the normal behaviour of the stepsize formula
away from TP-singular points. Further, we feel that choosing the initial stepsize so
that the integration is started “on scale” is a separate issue that is important in its own
right. Gladwell et al. [7], for example, have derived a sophisticated algorithm for
computing h1. Hence, overall, we regard the case ψ̃(0, y(0)) = 0 as a difficulty that
must be addressed by the initial stepsize formula, rather than by the general stepchang-
ing formula. If the initial phase of the integration is reliable, in the sense that for some
fixed t∗ > 0, where ψ̃(t∗, y(t∗)) 6= 0, we have

η(t∗)− y(t∗) = Kδ + o(δ),

then the analysis above is readily adapted to show that TP is maintained over [t∗, tend].

4.4. Numerical tests and conclusions

We now describe some numerical tests with the new stepchanging technique.
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Figure 7. A4 problem, RK2(1)a.

In all cases the initial stepsize was computed as

h1 =

(
δ

max{‖f (t0, y0)‖, 10−p}

)1/p

.

For efficiency, the parameters κ and estabs in the stepchanging strategy must be fine-
tuned for a particular ERK pair. Loosely, if the parameters are too large, then an
unnecessary switch from estn to estn may be made in (4.1); that is, a TP-singular
point may be falsely signalled. This causes the code to choose smaller stepsizes than
necessary, which may reduce the efficiency (although TP is, of course, maintained).
Conversely, if the parameters are too small, then TP-singular points may be missed,
except at very stringent tolerances. After detailed testing on a range of problems, we
chose the following values:

κ estabs
RK2(1a) 0.2 4.0× 10−2

DOPRI5(4) 0.5 2.5× 10−5

In figure 7 we plot the quotients (2.7) for the RK2(1)a pair on the A4 problem.
We see that the curves obtained for δ → 0 converge clearly to a limit, which is the
graph of the “asymptotic proportionality function” v(t), confirming that TP holds.

Figure 8 gives the corresponding results for the RK5(4)7FM pair of Dormand and
Prince, also called DOPRI5(4) [3,8], on the same A4 problem. As remarked above,
two TP-singular points exist, but TP also holds.

Next, we consider the cost of the new stepchanging policy. The cost-per-step
involved in replacing (1.3) by (4.1) is clearly negligible. On problems where there
are no TP-singular points, the change will usually not affect the numerical solution.
On those where TP-singular points exist, we have found that the stepsizes are only
modified in the neighbourhood of TP-singular points. Figures 9 and 10 show standard
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Figure 8. A4 problem, DOPRI5(4).

Figure 9. A4 problem, RK2(1)a.

efficiency plots for the two methods on the two problems mentioned above. Here,
MGE is the maximum global error over all steps, and NFCN is the number of function
evaluations used. In these figures the cost of both stepsize techniques is very similar.

For the sake of brevity, we have presented results for the A4 problem only.
A similar study has been carried out for the A3 problem in which the number of
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Figure 10. A4 problem, DOPRI5(4).

singular TP points is larger than in the A4 problem and the conclusions are essentially
the same. Further numerical tests on higher order ERK methods, in particular the
Prince–Dormand 8(7) (DOPRI8 [8]) pair, indicated the existence of TP-singular points
on standard test problems.

To conclude, we emphasise that the main aim in this work was to show that
the guarantees associated with some adaptive ODE algorithms can be strengthened, at
little cost, by modifying the stepchanging process. The modification can be applied to
a range of standard algorithms.
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