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QCQP and S-QCQP: under which assumptions
are the KKT conditions necessary and sufficient for optimality?

Possibly nonconvex QCQP problem for
x ∈ Rn, AJ , Ak ∈ Sn, bJ , bk ∈ Rn and
cJ , ck ∈ R ∀ k = 1, ...,m is:

Min x∈Rn J(x) := xTAJx+ 2bTJ x+ cJ

s.t. fk(x) := xTAkx+ 2bTk x+ ck ≤ 0,

k = 1, ...,m

(QCQP)

When the matrices AJ , Ak ∀ k take the form
AJ = aJI, Ak = akI , and aJ , ak ∈ R, we have
S-QCQP

Min x∈Rn J(x) := aj‖x‖2 + 2bTJ x+ cJ

s.t. fk(x) := ak‖x‖2 + 2bTk x+ ck ≤ 0,

k = 1, ...,m

(S-QCQP)
A point x∗ feasible for (QCQP) is a KKT point if there exist γk, k ∈ 1, ..,m not all null s.t.

(i)AJ +

m∑
k=1

γkAk � 0, (ii)∇(J +

m∑
k=1

γkfk)(x∗) = 0 (iii) γkfk(x∗) = 0 ∀ k
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Literature review

I In the literature it is proved that KKT are necessary and su�cient for:
1. QCQP with m = 1,
2. QCQP with m = 2, n > 2 ∃ γ1, γ2 s.t. γ1H1 + γ2H2 � 0,
3. Z-matrices QCQP with any number of constraints.

I Consider the matricial form of fk(x) =

(
x
1

)T

Hk

(
x
1

)
, Hk :=

(
Ak bk

bTk ck

)
I Hk is a Z-matrix if it has non positive o� diagonal elements.

I.Pólik and T.Terlaky, A survey of the S-Lemma, SIAM Rev., 49 (2007), 371-418.

V.Jeyakumar,G.M.Lee and G. Y. Li, Alternative Theorems for Quadratic Inequality
Systems and Global Quadratic Optimization. SIAM Journal on Optimization.
(2009);20(2):983-1001.
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Introduction: The assumption and the set Ω0

I ∃ γ ∈ Rm
+\0m such that AJ +

m∑
k=1

γkAk � 0.

I There exists a global minimum x∗ of problem (QCQP).
I We define Ω0 as

Ω0 := {(f0(x), ..., fm(x))|x ∈ Rn}+ intRm+1
+ (1)

(c.f. [1]), where

f0(x) := J(x)− J(x∗) = xTAJx+ 2bTJ x− (x∗)TAJx
∗ + 2bTJ x

∗ (2)
fk(x) := xTAkx+ 2bTk x+ ck ∀ k ∈ {1, ...,m} (3)

V.Jeyakumar,G.M.Lee and G. Y. Li, Alternative Theorems for Quadratic Inequality
Systems and Global Quadratic Optimization. SIAM Journal on Optimization.
(2009);20(2):983-1001.

6



Index

Short reviewLiterature

The assumptions and the set Ω0Introduction

KKT conditions for QCQPPart I

KKT conditions for S-QCQPPart II

SDP and SOCP relaxations exactness for S-QCQPPart III

7



Part I: The S-lemma

I The general S-Lemma establishes under which assumptions, exactly one between
the following two statements holds:

1. ∃x ∈ Rn such that fk(x) < 0 ∀ k ∈ {0, ...,m}

2. (∃ γ ∈ Rm+1
+ \0m+1)

m∑
k=0

γkfk(x) ≥ 0 ∀x ∈ Rn

I Under the current assumptions the general S-Lemma may fail for m > 2, [1].
I We need also to assume that Ω0 is convex.

I.Pólik and T.Terlaky, A survey of the S-Lemma, SIAM Rev., 49 (2007), 371-418.
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Part I: General S-Lemma, Sketch of the proof

I Ω0 := {(f0(x), ..., fm(x))|x ∈ Rn}+ intRm+1
+

[Not(1.)⇒(2.)] fk(x) < 0 ∀ k ∈ {0, ...,m}
has no solution

Ω0 ∩ (−intRm+1
+ ) = ∅

I We can apply the convex separation theorem, [1].
I Hence there exists an Hyperplane which properly separates intΩ0 and (−intRm+1

+ ).

R. T. Rockafellar. Convex Analysis Princeton University Press. Princeton, NJ. (1970).
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Part I: KKT conditions for QCQP

Theorem
Let x∗ be a global minimizer of (QCQP). Let the set Ω0 be convex.

1. The following Fritz-John conditions are necessary for optimality, i.e. there exists a
vector (γ0, ..., γm) ∈ Rm+1

+ \0m+1 such that

(i) ∇(γ0J+

m∑
k=1

γkfk)(x∗) = 0 (ii) γkfk(x∗) = 0 k ∈ {1, ...,m} (iii) γ0AJ+

m∑
k=1

γkAk � 0

2. If there exists a point x0 ∈ Rn such that fk(x0) < 0 ∀ k ∈ {1, ..,m}, the following KKT
conditions are necessary and su�cient for optimality, i.e. ∃(γ1, ..., γm) ∈ Rm

+\0m

such that

(i) ∇(J +

m∑
k=1

γkfk)(x∗) = 0 (ii) γkfk(x∗) = 0 k ∈ {1, ...,m} (iii) AJ +

m∑
k=1

γkAk � 0
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Part I: KKT for QCQP, Sketch of the proof of point 1

1. Let f0(x) := J(x)− J(x∗). Since x∗ is a global minimizer of (QCQP), f0(x) ≥ 0 for
every x feasible for (QCQP).

2. The system fk(x) < 0 k = 0, ...,m has no solution.
3. We apply the generalized S-Lemma. There exists (γ0, ..., γm) ∈ Rm+1

+ \0m+1 such that

γ0f0(x) +

m∑
k=1

γkfk(x) ≥ 0⇒ γ0J(x) +

m∑
k=1

γkfk(x) ≥ γ0J(x∗) ∀x ∈ Rn

4. At this point, we can get the Fritz-John necessary optimality conditions with some
calculations.
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Part II: KKT for S-QCQP

I In Part I, we proved for any QCQP
that if Ω0 is convex then the KKT
conditions are necessary and
su�cient for global optimality.

I To ”complete the puzzle”, we need
to show that Ω0 is convex for
S-QCQP.
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Part II: KKT for S-QCQP

Theorem
Consider problem (S-QCQP) withm+ 1 < n. The set
Ω0 := {(f0(x), ..., fm(x))|x ∈ Rn}+ intRm+1

+ is convex.
Sketch of the proof

1. Take any v, w ∈ Ω0. This means that ∃xv, xw s.t. for any component vk, wk of v, w

fk(xv) < vk; fk(xw) < wk ∀ k ∈ {0, ...,m} (4)

2. For any λ ∈ (0, 1], we have to show

λv + (1− λ)w ∈ Ω0

∃ x̃ s.t. fk(x̃) ≤ λfk(xv) + (1− λ)fk(xw) < λv + (1− λ)w ∀ k ∈ {0, ...,m}
(5)

3. It is possible to find x̃ ∈ Sn := {x ∈ Rn | ‖x‖2 = λ‖xv‖2 + (1− λ)‖xw‖2} which
proves (5).
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Part III: Convex relaxations

(S-QCQP) problem:

Min x∈Rn J(x) := aJx
Tx+ 2bTJ x+ cJ

s.t. fk(x) := akx
Tx+ 2bTk x+ ck ≤ 0,

k = 1, ...,m

The convex relaxation (CR):

Min J(x, y) := aTJ y + 2bTJ x

s.t. f(x, y) := aTk y + 2bTk x+ ck ≤ 0 k = 1, ...,m

x2i − yi ≤ 0, i = 1, ..., n

I Consider (x̄, ȳ) is the global minimum of (CR) and x∗ is the global minimum of
(S-QCQP).

(CR) is exact J(x̄, ȳ) = J(x∗)

I (CR) is equivalent to the SDP relaxation and the SOCP relaxation;
I the SDP relaxation and the SOCP relaxation are exact.
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