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The story of the film so far...

Our first goal in this course is to formalise assertions such as

“the chance of A is p”,
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The story of the film so far...

Our first goal in this course is to formalise assertions such as
“the chance of A is p”,

where

@ the event A is a subset of the set of outcomes of some
experiment, and
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The story of the film so far...

Our first goal in this course is to formalise assertions such as
“the chance of A is p”,

where

@ the event A is a subset of the set of outcomes of some
experiment, and

@ p is some measure of the likelihood of event A occuring, by
which we mean that the outcome of the experiment
belongs to A.
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The story of the film so far...

Our first goal in this course is to formalise assertions such as
“the chance of A is p”,

where

@ the event A is a subset of the set of outcomes of some
experiment, and

@ p is some measure of the likelihood of event A occuring, by
which we mean that the outcome of the experiment
belongs to A.

The set of outcomes is denoted Q and the possible events
define a o-field & of subsets of Q; that is, a family of subsets
which contains @ and Q and is closed under complementation,
countable union and countable intersection.
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Probability as relative frequency
Imagine repeating an experiment N times.
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Probability as relative frequency

Imagine repeating an experiment N times.
We let N(A) denote the number of times that the event A
occurs. Clearly, 0 < N(A) < N. If the following limit exists
- N(A)
L
the number P(A) obeys 0 < P(A) < 1 and is called the
probability of A occuring.
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Probability as relative frequency

Imagine repeating an experiment N times.
We let N(A) denote the number of times that the event A
occurs. Clearly, 0 < N(A) < N. If the following limit exists
- N(A)

L
the number P(A) obeys 0 < P(A) < 1 and is called the
probability of A occuring.
Since N(Q) = N, we have P(Q) = 1.

José Figueroa-O’Farrill mida (Probability) Lecture 2 3/23



Probability as relative frequency

Imagine repeating an experiment N times.

We let N(A) denote the number of times that the event A
occurs. Clearly, 0 < N(A) < N. If the following limit exists
. N(A)

MmN~ FA)
the number P(A) obeys 0 < P(A) < 1 and is called the
probability of A occuring.
Since N(Q) = N, we have P(Q) = 1.
fANB=g, N(AUB) =N(A)+ N(B), whence
P(A UB) =P(A) + P(B). By induction, if A; is a finite family of
pairwise disjoint events,

P(AjUA U ---UAR) =P(A4) +P(As) + -+ P(Ay) .
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Probability as relative frequency

Imagine repeating an experiment N times.

We let N(A) denote the number of times that the event A
occurs. Clearly, 0 < N(A) < N. If the following limit exists
. N(A)

MmN~ FA)
the number P(A) obeys 0 < P(A) < 1 and is called the
probability of A occuring.
Since N(Q) = N, we have P(Q) = 1.
fANB=g, N(AUB) =N(A)+ N(B), whence
P(A UB) =P(A) + P(B). By induction, if A; is a finite family of
pairwise disjoint events,

P(AjUA U ---UAR) =P(A4) +P(As) + -+ P(Ay) .

As usual, it is (theoretically) convenient to extend this to
countable families.
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Probability measures

A probability measure on (Q, ¥) is a function P: ¥ — [0, 1]
satisfying

e P(Q)=1

@ ifA;€F,1=1,2,... aresuch that A; N A; = @ for all i # j,

then N .
P (U Ai> = P(A).
i=1 i=1

The triple (Q, F, P) is called a probability space.
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Probability measures

A probability measure on (Q, ¥) is a function P: ¥ — [0, 1]
satisfying

e P(Q)=1

@ ifA;€F,1=1,2,... aresuch that A; N A; = @ for all i # j,

then N .
P (U Ai> = P(A).
i=1 i=1

The triple (Q, F, P) is called a probability space.

Remark

Since O = A U A€ is a disjoint union, P(A) + P(A¢) = 1. In
particular, P() = 0.
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Bernoulli trials

Definition
A Bernoulli trial is any trial with only two outcomes.
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Bernoulli trials

Definition
A Bernoulli trial is any trial with only two outcomes.
Tossing a coin is a Bernoulli trial: Q = {H, T}. \

José Figueroa-O’Farrill mida (Probability) Lecture 2 5/23



Bernoulli trials

Definition
A Bernoulli trial is any trial with only two outcomes.
Tossing a coin is a Bernoulli trial: Q = {H, T}.

Let us call the two outcomes generically “success” (S) and
“failure” (F), so that QO = {S, F}. Then we have

P{S)=p and  P({F)=q.

Since Q = {S}U{F} is a disjoint union, it follows that ¢ =1 — p.
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Bernoulli trials

Definition
A Bernoulli trial is any trial with only two outcomes.
Tossing a coin is a Bernoulli trial: Q ={H, T}.

Let us call the two outcomes generically “success” (S) and
“failure” (F), so that QO = {S, F}. Then we have

P{S)=p and  P({F)=q.

Since Q = {S}U{F} is a disjoint union, it follows that ¢ =1 — p.

We will often drop the { } when talking about events consisting
of a single outcome and will write P(S) = p and P(F) =1 —p.
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Fair coins and fair dice

Tossing a coin has Q = {H, T}. Let P(H) =p and P(T) =1 —p.
The coin is fair if p = % so that both H and T are equally
probable.
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Fair coins and fair dice

Tossing a coin has Q = {H, T}. Let P(H) =p and P(T) =1 —p.
The coin is fair if p = % so that both H and T are equally
probable.

Similarly, a fair die is one where every outcome has the same
probability. Since there are six outcomes, each one has
probability 1
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Fair coins and fair dice

Tossing a coin has Q = {H, T}. Let P(H) =p and P(T) =1 —p.
The coin is fair if p = % so that both H and T are equally
probable.

Similarly, a fair die is one where every outcome has the same
probability. Since there are six outcomes, each one has
probability 1

Fair coins and fair dice are examples of “uniform probability
spaces”: those whose outcomes are all equally likely.
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Uniform probability measures

Suppose that Q is a finite set of cardinality |QJ, and suppose
that every outcome is equally likely: P(w) = p for all w € Q.
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Uniform probability measures

Suppose that Q is a finite set of cardinality |QJ, and suppose
that every outcome is equally likely: P(w) = p for all w € Q.
Since O = J,,co w is a disjoint union, we have

1—IP’<U w)— D Plw=) p=plal,

we we we

whence p = 1//Q].
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Uniform probability measures

Suppose that Q is a finite set of cardinality |QJ, and suppose
that every outcome is equally likely: P(w) = p for all w € Q.
Since Q = J,,c w is a disjoint union, we have

1:IP’<U w)z D Plw=) p=plal,

we we we

whence p = 1//Q].
Now let A C Q be an event:

(Y] e D

wWEA WEA
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You draw a number at random from {1, 2, ...,30}. What is the
probability of the following events:

@ A = the number drawn is even
© B = the number drawn is divisible by 3
© C = the number drawn is less than 12
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Example

You draw a number at random from {1, 2, ...,30}. What is the
probability of the following events:

@ A = the number drawn is even
© B = the number drawn is divisible by 3
© C = the number drawn is less than 12
There are 30 possible outcomes, all equally likely (“at random”).
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Example

You draw a number at random from {1, 2, ...,30}. What is the
probability of the following events:

@ A = the number drawn is even
© B = the number drawn is divisible by 3
© C = the number drawn is less than 12
There are 30 possible outcomes, all equally likely (“at random”).

Q@ A={2,4,6,...,30},s0 |A| = 15 and hence P(A) = 3 = .
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Example

You draw a number at random from {1, 2, ...,30}. What is the
probability of the following events:

@ A = the number drawn is even
© B = the number drawn is divisible by 3
© C = the number drawn is less than 12
There are 30 possible outcomes, all equally likely (“at random”).

Q@ A={2,4,6,...,30},s0 |A| = 15 and hence P(A) = 3 = .

Q B—(3,6,9,...,30}, 50 [B = 10 and hence P(B) = 10 — 1.
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Example

You draw a number at random from {1, 2, ...,30}. What is the
probability of the following events:

@ A = the number drawn is even
© B = the number drawn is divisible by 3
© C = the number drawn is less than 12
There are 30 possible outcomes, all equally likely (“at random”).

Q@ A={2,4,6,...,30},s0 |A| = 15 and hence P(A) = 3 = .
@ B=1{3,6,9,...,30},s0 [B| = 10 and hence P(B) = 3 = 1.
Q@ Cc={1,2,3,...,11},s0|C| = 11 and hence P(C) = {}.
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Three fair dice are rolled and their scores added.
Which is more likely: a9 ora 10?
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Example

Three fair dice are rolled and their scores added.
Which is more likely: a9 ora 10?

There are 62 possible outcomes, all equally likely.
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Example

Three fair dice are rolled and their scores added.
Which is more likely: a9 ora 10?
There are 62 possible outcomes, all equally likely.

6 x (JIE
6 x I
3 x B
3 x I
6 x I
1 x &
P(9) = 25,68
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Example

Three fair dice are rolled and their scores added.

Which is more likely: a9 ora 10?

There are 62 possible outcomes, all equally likely.
@ 6 x [JLIEY @ 6 x [JIE
@ 6 x (JEIE @ 6 x (JEIE
e 3 x (JEIE e 3 x(IIE
0 3 x I @ 6 x (IIE
@ 6 x I e 3 x(JEIEI
0 1 x I @ 3 x (JIEI

P(9) = 25/63 P(10) = 27/6°
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Example

Three fair dice are rolled and their scores added.

Which is more likely: a9 ora 10?

There are 62 possible outcomes, all equally likely.
@ 6 x (JLIEY o 6 x (JEIEY
@ 6 x (JEIE @ 6 x (JEIE
e 3 x (JEIE e 3 x(IIE
0 3 x I @ 6 x (IIE
@ 6 x I e 3 x(JEIEI
0 1 x I @ 3 x (JIEI

P(9) = 25/63 P(10) = 27/6°

Therefore P(10) > P(9).
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Example (Continued)

We could have answered this without enumeration. The
average score of rolling three dice is 10%. Since 10 is closer
than 9 to the average, P(10) > P(9) as a consequence of the
“central limit theorem”.
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Example (Continued)

We could have answered this without enumeration. The
average score of rolling three dice is 10%. Since 10 is closer
than 9 to the average, P(10) > P(9) as a consequence of the
“central limit theorem”.

30

25% 7 N
: 7 A
¢ va N
7 \

10 15
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Example (Continued)

150 -

ol /] N
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Example (Continued)
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Example (Alice and Bob’s game)

Alice and Bob toss a fair coin in turn and the winner is the first
one to get H. Suppose that Alice goes first and consider the
three events:

@ A = Alice wins
@ B = Bob wins
@ C = nobody wins
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Example (Alice and Bob’s game)

Alice and Bob toss a fair coin in turn and the winner is the first
one to get H. Suppose that Alice goes first and consider the
three events:

@ A = Alice wins
@ B = Bob wins
@ C = nobody wins
Let w; be the outcome TT---TH. Then A ={w1, w3, ws, ...}

i1

and B = {wz, Wy, Weg, - - .
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Example (Alice and Bob’s game)

Alice and Bob toss a fair coin in turn and the winner is the first
one to get H. Suppose that Alice goes first and consider the
three events:

@ A = Alice wins
@ B = Bob wins

@ C = nobody wins
Let w; be the outcome IT---TH. Then A ={wy, w3, ws, ...}
——r

i—1
and B ={wy, wy, wg,...}. Thereis a further possible outcome
Wwo, COrresponding to the unending game TTT - - - in which
nobody wins. Hence C ={w}. The (countably infinite) sample
space is Q = {wq, wo, ..., W}, Which is the disjoint union
Q =AUBUC. Therefore P(A) + P(B) + P(C) = 1.
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Example (continued)

There are 2™ possible outcomes of tossing the coin n times, all
equally likely. Hence P(wy) = 1/2™.
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Example (continued)

There are 2™ possible outcomes of tossing the coin n times, all
equally likely. Hence P(wy) = 1/2™. Therefore since
A =Un_olwon 41} is a disjoint union,

A=Y Plagn)=) 2201 =1y L=

N[—

m\
|

Il
win

A=
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Example (continued)

There are 2™ possible outcomes of tossing the coin n times, all
equally likely. Hence P(wy) = 1/2™. Therefore since
A =Un_olwon 41} is a disjoint union,

M=) Plami=Y 2 =45 =
n=0 n=0 n=0

Similarly, since B = |J;7_1{w>,,} is also a disjoint union,

N[—

winy
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Example (continued)

There are 2™ possible outcomes of tossing the coin n times, all
equally likely. Hence P(wy) = 1/2™. Therefore since
A =Un_olwon 41} is a disjoint union,

M=) Plami=Y 2 =45 =
n=0 n=0 n=0

Similarly, since B = |J;7_1{w>,,} is also a disjoint union,

o0 o0 o o0 1
:T;P(wzn):ZZ B — gf

Finally, since P(A) + P(B) = 1, we see that P(C) = 0.

N[—

m\
|
win

A=

FNE

A=
W=

=

14/23



José Figueroa-O’Farrill mida (Probability) Lecture 2

Example (continued)

There are 2™ possible outcomes of tossing the coin n times, all
equally likely. Hence P(wy) = 1/2™. Therefore since
A =Un_olwon 41} is a disjoint union,

M=) Plami=Y 2 =45 =
n=0 n=0 n=0

Similarly, since B = |J;7_1{w>,,} is also a disjoint union,

o0 o0 o o0 1
:T;P(wzn):ZZ B — gf

Finally, since P(A) + P(B) = 1, we see that P(C) = 0.

N[—

m\
|
win

A=

FNE

A=
W=

=

Although P(C) = 0, the event C is not impossible.
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Basic properties of probability measures

Q P(AS) =1—P(A)
Q ifB D A then P(B) > P(A)
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Basic properties of probability measures

Q P(A¢) =1—-P(A)
Q ifB D A thenP(B) > P(A)

@ Q= AUAC¢ is adisjoint union, whence

1=P(Q) = P(A) + P(A°) .
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Basic properties of probability measures

Q P(A¢) =1—-P(A)
Q ifB D A thenP(B) > P(A)

@ Q= AUAC¢ is adisjoint union, whence

1=P(Q) = P(A) + P(A°) .

© Write B as the disjoint union B = (B \ A) U A, whence

P(B) =P(B\ A) + P(A) > P(A) .
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Example (The Birthday problem)

What is the probability that among n people chosen at random,
there are at least 2 people sharing the same birthday?
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Example (The Birthday problem)

What is the probability that among n people chosen at random,
there are at least 2 people sharing the same birthday?

Let A, be the event where at least two people in n share the
same birthday. Then A¢, is the event that no two people in n
share the same birthday and P(A,,) =1 —P(AS).
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Example (The Birthday problem)

What is the probability that among n people chosen at random,
there are at least 2 people sharing the same birthday?

Let A,, be the event where at least two people in n share the
same birthday. Then A¢, is the event that no two people in n
share the same birthday and P(A,,) =1 —P(AS).

There are 365™ possible outcomes to the birthdays of n people
and 365 x 364 x --- x (365 —n + 1) possible outcomes
consisting of n different birthdays, hence

—1

365 %364 x---x(365—n+1) T i
P(AL) = 365" = (1- ﬁ)

i=1

and
n—1

PA) =1-T] (1-3%) -

i=1
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Example (continued)

For which value of n is the chance of two people sharing the
same birthday better than evens?
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Example (continued)

For which value of n is the chance of two people sharing the
same birthday better than evens?

05

0.4

0.3

0.2

0.1

17/23



Example (continued)

For which value of n is the chance of two people sharing the
same birthday better than evens?

05

0.4

0.3

0.2

0.1

o o o °

—_ O

Answer: 23

)
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Inclusion-exclusion rule

P(AUB) =P(A) + P(B) —P(ANB)
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Inclusion-exclusion rule

P(AUB) =P(A) + P(B) —P(ANB)

@ A= (A\B)U(AnNB)whence P(A) =P(A\B)+P(ANB)
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Inclusion-exclusion rule

P(AUB) =P(A) + P(B) —P(ANB)

@ A= (A\B)U(AnNB)whence P(A) =P(A\B)+P(ANB)
@ B=(B\A)U(ANB)whence P(B)=P(B\ A) +P(ANB)
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Inclusion-exclusion rule

P(AUB) =P(A) + P(B) —P(ANB)

@ A= (A\B)U(AnNB)whence P(A) =P(A\B)+P(ANB)
@ B=(B\A)U(ANB)whence P(B) =P(B\ A)+P(ANB)
@ AUB = (AAB)U(ANB) whence

A\B)+P(B\ A)+P(ANB)
A) —P(ANB)+P(B)—P(ANB)+P(ANB)
A) +P(B) —P(ANB)
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Example

Historical meteorological records for a certain seaside location
show that on New Year’s day there is a 30% chance of rain,
40% chance of being windy and 20% chance of both rain and
wind. What is the chance of it being dry? dry and windy? wet or
windy?

José Figueroa-O’Farrill mida (Probability) Lecture 2 19/23



Example

Historical meteorological records for a certain seaside location
show that on New Year’s day there is a 30% chance of rain,
40% chance of being windy and 20% chance of both rain and
wind. What is the chance of it being dry? dry and windy? wet or
windy?

@ P(dry) =1—-P(wet) =13 =%
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Example

Historical meteorological records for a certain seaside location
show that on New Year’s day there is a 30% chance of rain,
40% chance of being windy and 20% chance of both rain and
wind. What is the chance of it being dry? dry and windy? wet or
windy?

@ P(dry) =1—P(wet) =1— % :%

@ P(dry and windy) = P(windy but not wet) =
P(windy) — P(wet and windy) = io Z=25
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Example

Historical meteorological records for a certain seaside location
show that on New Year’s day there is a 30% chance of rain,
40% chance of being windy and 20% chance of both rain and
wind. What is the chance of it being dry? dry and windy? wet or
windy?

dry) =1—P(wet) =1— 10:1—

P( 0
P(dry and windy) = P(windy but not wet)
( 40 =

P indy) — P(wet and windy) = - % 2
® P(wet or windy) = P(wet) + P(windy) — P(wet and windy) =
Bt h =
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Boole’s inequality

P(A{ UAsU---UAp) <P(Aq) +P(Ap) + -+ P(An)
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Boole’s inequality

P(A{ UAsU---UAp) <P(Aq) +P(Ap) + -+ P(An)

AfUAU---UAL =(A{UALU---UA, _1)UA,, and by the
inclusion-exclusion rule,

P(AfUASU---UAL) <K P(AfUAU---UA,_1) +P(A})

Butnow A{UAU---UA,,_1=(A{UAU---UA,, _2)UA, _1,
so that

P(A{UASU---UAL) < P(AJUASU---UA, o) +P(A,,_1)+P(An)

et cetera. L] )
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General inclusion-exclusion rule

i=1 1<i<izn

+ Z P(AiﬂAjﬂAk)—~"+(—1)nP<ﬂAi>

1<i<j<kgn

Use induction from the simple inclusion-exclusion rule. Ol

P(U Ai> :ZP(Ai)— Z ]P)(AiﬁA)')
i=1
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Continuity

Q LetA{ CA,CA3C---andlet A=21 Ai =Ilimi o Aj.
Then P(A) = lim;_ P(A;).
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Continuity

Q LetA{ CA,CA3C---andlet A=21 Ai =Ilimi o Aj.
Then P(A) = lim;_ P(A;).

e LetB1 D) Bz D) B3 DI and let B = ﬂfi-l Bi = Ilml_mo B;.
Then P(B) = lim;_,, P(B;).

Q@ A=A;U(A3\A{)U(Az3\ Ay)U--- is a disjoint union:

P(A) =P(A4) + P(Ax\ Aq) + P(Ag\ Ap) +---
=P(A¢) + (P(Ap) —P(A4)) + (P(A3) —P(A2)) + - --
- im0
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Continuity

Q LetA{ CA,CA3C---andlet A=21 Ai =Ilimi o Aj.
Then P(A) = lim;_ P(A;).

e LetB1 D) Bz D) B3 DI and let B = ﬂfi-l Bi = Ilml_mo B;.
Then P(B) = lim;_,, P(B;).

Q@ A=A;U(A3\A{)U(Az3\ Ay)U--- is a disjoint union:

P(A) =P(A4) + P(Ax\ Aq) + P(Ag\ Ap) +---
=P(A¢) + (P(Ap) —P(A4)) + (P(A3) —P(A2)) + - --
- im0

© Take complements of the previous proof.
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Summary

Every experiment has an associated probability space
(Q,F,P), where
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Summary

Every experiment has an associated probability space
(Q,F,P), where

@ (O is the sample space (set of all outcomes),

@ 7 is the o-field of events, and

@ P:JF — [0,1] is a probability measure:

@ normalised so that P(Q) = 1
e countably additive over disjoint unions

Probability spaces with Q finite and P uniformly distributed (“all
outcomes equally likely”) are particularly amenable to counting
techniques from combinatorial analysis.
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