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Background

Magnitude is a numerical invariant of enriched categories.

The magnitude of an enriched category is a measure of its size.

Magnitude homology is a homology theory of enriched categories, categorifying magnitude.

A taste:

Category A Metric space A

Magnitude Euler characteristic of (Mag(tA))t∈R+ determines dimension,
classifying space BA volume, surface area, . . . of A

Magnitude homology Homology of BA Detects non-uniqueness of geodesics,
size of holes, . . .



Some history

Magnitude arose
from ideas such as:

Möbius inversion
for posets Formulas for

cardinalities of
colimits

Euler char is
analogue of
cardinality

It has developed thanks to some serious expertise in. . .

Analysis

Algebra

It’s currently seeing
lots of applications:
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From categories to presheaves

Very nearly all existing work is on magnitude of enriched categories.

This talk is about something new: magnitude of presheaves (functors from a V-category to V).

Analogy:

magnitude of categories magnitude of presheaves

measure integration



Plan

1. Definitions

2. Examples

3. Comagnitude



1. Definitions



The magnitude of a category

Let A be a finite category.

A weighting on A is a function wA : obA→ Q such that

for all a ∈ A,
∑
b∈A
|A(a, b)|wA(b) = 1.

A coweighting wA on A is a weighting on Aop.

Tiny Lemma
∑

a∈A wA(a) =
∑

a∈A wA(a).

The magnitude of A is

|A| =
∑
a

wA(a) =
∑
a

wA(a) ∈ Q.

Under mild hypotheses, |A| equals χ(BA), the Euler characteristic of the classifying space.



The cardinality of a colimit

Let A be a finite category and X : A→ FinSet.

Can you compute |colimX | from (|Xa|)a∈A alone?

In general, no. But for some X , yes:

Proposition If X is a coproduct of representables then

|colimX | =
∑
a

wA(a) |Xa| ,

where wA is any weighting on A.

Examples

• Pushouts along injections: inclusion-exclusion formula for cardinality of a union.

• Free action of monoid M on set X : number of orbits is |X | /order(M).



The magnitude of a presheaf
Let A be a finite category and X : A→ FinSet.

We’ve seen that if X is a coproduct of representables then

|colimX | =
∑
a

wA(a) |Xa| .

Whether or not X has this property, define its magnitude to be

|X | =
∑
a

wA(a) |Xa| ∈ Q.

Magnitude of categories and magnitude of presheaves are special cases of each other:

• |A| =
∣∣∣A ∆1→ Set

∣∣∣.
• |X | = |E(X )|, where E(X ) is category of elements.

Aside E(X ) is the colax colimit of X (and as Thomason showed, homotopy equivalent to
hocolim X ). So |X | measures the size of the colax/homotopy (not strict) colimit.



Simplifying assumptions

To avoid technicalities, I’ll make two simplifying assumptions in this talk.

Every finite category has a unique weighting and coweighting

Everything is finite if necessary



Magnitude of presheaves is a size-like invariant

Magnitude of presheaves has decent properties, e.g.:

•
∣∣∣B G→ A

X→ Set
∣∣∣ = |X | if G is an equivalence (or more generally, a right adjoint).

• For a pushout square
X1

// //
��

��

X2
��

��
X3

// // X4

of presheaves,
|X4| = |X2|+ |X3| − |X1| .



Enriching the definitions

To make the definitions V-enriched, replace the cardinality function

| · | : ob (FinSet)→ Q

by an isomorphism-invariant function

| · | : ob (V)→ k
▼

some field

satisfying |X ⊗ Y | = |X | · |Y | and |I | = 1.

Most important case: metric spaces. We use

| · | : [0,∞] → R
x 7→ e−x .

The magnitude of a finite metric space can be understood as the ‘effective number of points’.

The definition extends to many compact metric spaces.



2. Examples



First examples

• When X : A→ Set is a coproduct of representables,

|X | = |colimX | ,

by construction.

• For an action of a monoid M on a set X , the magnitude of the corresponding functor
M → Set is

card(X )

order(M)
̸∈ Z.



Entropy from magnitude

The Shannon entropy of a finite probability distribution
p = (p1, . . . , pn) is H(p) = −

∑
pi log pi .

The definition is extended to arbitrary measure spaces by homogeneity:

H(cp) = cH(p) (c ∈ R+).

An integer-valued measure µ on a finite set I ‘is’ a map of sets S → I .

It gives rise to an inclusion of monoids EndI (S)
▲

{endomorphisms of S over I}

↪→ End(S).

Like any homomorphism of monoids, this induces an action of the domain on the codomain,
hence a functor End(S)→ Set.

Theorem The magnitude of this functor is eH(µ), the exponential of the entropy of the measure.



Relative and conditional entropy

A pair of integer-valued measures on the same set I , with the same total mass, can be seen as a
diagram S ⇒ I in Set.

A similar derivation produces exp(−relative entropy) as the magnitude of a presheaf.

An integer-valued measure on a product I × J can be seen as a diagram I ← S → J in Set.

Another similar derivation produces exp(conditional entropy) as the magnitude of a presheaf.



Counting primes
Every functor A

F→ B induces a new functor

B → [Aop,Set]
b 7→ B(F−, b),

hence a function
obB → Q
b 7→ |B(F−, b)| .

Examples

• Inclusion of posets {primes} ↪→ (Z+, |): get
Z+ → Q
n 7→ number of distinct prime factors of n.

• Inclusion Fieldop ↪→ Ringop: get

ob (Ring) → Q
R 7→ number of prime ideals of R.



The potential function
Generally, given a functor A

F→ B, it’s interesting to consider the function

ob (B)
hF→ Q

b 7→ |B(F−, b)| ,

the potential function of F .

More examples

• When F is an opfibration, hF (b) =
∣∣F−1(b)

∣∣ (magnitude of fibre).

• What about ∆ ↪→ Cat? Cut down to ∆inj ↪→ (categories + functors reflecting isos).
The value of the potential function h on a category C is

h(C) =
∑
n∈N

(−1)n
∣∣∣{nondegenerate paths c0

f1→ · · · fn→ cn in C}
∣∣∣

= χ(NC)

= |C| ,

under finiteness hypotheses.



Potential functions on metric spaces
Im

a
g
e:

G
ee
k
3

The name potential function comes from the metric case.

Potential function of [−1, 1] ↪→ R Potential function of {−1, 1} ↪→ R

For a general V-functor A
F→ B:

• Potential function determines magnitude: |A| =
∑

b hF (b)wB(b) (or |A| =
∫
B hF dwB)

• If F is full and faithful then hF ≡ 1 on im(F ).

https://commons.wikimedia.org/wiki/File:VFPt_metal_balls_largesmall_potential%2Bcontour.svg


How potential functions came to the rescue

In the beginning, no one knew how to calculate the magnitude of more or less anything.

State of the art in 2013:

Then Mark Meckes introduced the method of potential functions, and suddenly people could
prove results like this:

∣∣RB5
∣∣

▲5-dim Euclidean
ball of radius R

=
R6 + 18R5 + 135R4 + 525R3 + 1080R2 + 1080R + 360

120(R + 3)

(Barceló and Carbery, 2018).

How?



The method of potential functions
Goal Given a metric space A ⊆ Rn, find the magnitude |A|.

Method

• The potential function h : Rn → R is
unknown but satisfies a PDE:{

h ≡ 1 on A

(I −∆)(n+1)/2h ≡ 0 on Rn \ A.

• Solve the PDE to find h.

• Then voilà! |A| =
∫
Rn h.

▶

h′′ ≡ 0
▲

h ≡ 1
◀

h′′ ≡ 0

Where does that PDE come from?

[Möbius] inversion can be
carried out by the analog
of the “difference operator”
relative to a partial ordering

Gian-Carlo Rota, 1964



3. Comagnitude



The comagnitude of a presheaf

Let A be a finite category and X : A→ Set.

We’ve seen that when X ∼=
∑

a Sa × A(a,−) for some family of sets (Sa)a∈A,

|colimX | =
∑
a

wA(a) |Xa| ,

and we defined the magnitude |X | to be the right-hand side for arbitrary X .

There’s a dual theorem: when X ∼=
∏

a S
A(−,a)
a for some family of sets (Sa)a∈A,

|limX | =
∏
a

|Xa|w
A(a) .

And we define the comagnitude of X to be the right-hand side for arbitrary X .



Comagnitude and random presheaves

Suppose I secretly choose a functor X : A→ Set, and I tell you A and |Xa| for each a ∈ A, but
not the action of X on morphisms.

Can you calculate the cardinality of the limit of X?

No.

Your best guess: Run through all functors Y : A→ Set such that Ya = Xa for all a, compute
|limY | for each such Y , then take the average.

That is, take the expected cardinality of the limit of a random presheaf satisfying the constraints.

Theorem The result is the comagnitude of X , assuming that A is the free category on a graph.
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Conceivably asked questions



What about magnitude homology of presheaves?

There is probably a sensible notion of the magnitude homology of a functor X : A→ Set.

Start by considering the magnitude homology of the category of elements E(X ).

The magnitude homology paper by Leinster and Shulman (arXiv version 2, Section 3) has
something in this direction.

https://arxiv.org/abs/1711.00802v2


What about mutual information?

Define the discrepancy of X : A→ Set as |colimX | − |X | (which is 0 if X is a coproduct of
representables).

Similarly, the codiscrepancy is |limX | /comag(X ).

For an integer-valued joint measure as a diagram of sets I ← S → J, the codiscrepancy of the
presheaf

EndI (A)
��

��
EndJ(A) // // End(A)

is the exponential of the mutual information.



What about the magnitude of a bimodule?

The magnitude of a bimodule M : Aop × B→ Set can reasonably be defined as

|M| =
∑
a,b

wA(a) |M(a, b)|wB(b) ∈ Q.

It is equal to the magnitude of the two-sided category of elements E(M):

E(M)

|| ""
A B.

The special case A = 1 or B = 1 reduces to the definition of the magnitude of a presheaf.


