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Introduction

The derivative nonlinear Schrödinger equation (DNLS) was first given by Rogister [Rog71] as a model for
the propagation of Alfvén waves in magnetized plasma with constant magnetic field, but appeared in other
contexts as well and is now regarded as one of the canonical nonlinear equations in physics. It also plays
a special role since it is among a few equations that is also completely integrable. In this direction, Kaup
and Newell [KN78] applied the inverse scattering method to solve the equation with vanishing boundary
conditions and they also point out the existence of solitons for this equation.

The linear part of this evolution equation is a Schrödinger dispersion which is counteracted by the
steepening tendency of the cubic nonlinearity with one spatial derivative. It is therefore a semi-linear
evolution equation which shares features with an algebraic NLS (both having second order dispersion,
and through a nonlinear transformation, DNLS resembles a perturbed focusing quintic NLS), but is also
close to the KdV equation (which is also completely integrable and has derivative in the nonlinearity).

This equation was studied extensively in the last two decades both in the Euclidean setting (spatial
variable being allowed on the entire real line) and in the periodic setting (when the spatial variable is
constricted to a bounded interval). Understanding the behavior of solutions corresponding to these two
settings is of interest on its own; however, periodic solutions are of interest partly because numerical
simulations typically use periodic boundary conditions.

The scope of this report is to review and clarify the application of the I-method in the periodic setting
as was performed in [Win10], where it is claimed that the equation is globally well-posed in HspTq for
s ą 1

2 . Specifically, we would like to investigate here whether the frequency restriction on the derivative-
cubic nonlinearity estimate is essential or not and, if possible, to quantify the mass threshold that is
involved in the smallness condition required on the initial data.

The state-of-the-art approach to the well-posedness theory for this problem is considered to be the
work of the “I-team” in [CKS`01, CKS`02] obtaining global well-posedness first for 2

3 ă s ă 1 and
then by using a refinement of the same method down to s ą 1

2 , both under the same smallness of mass
condition (see assumption (A)). The end-point case s “ 1

2 was settled in [MWX11] also under (A). The
I-method, or the almost conserved energy method is itself a refinement of Bourgain’s high-low method in
which instead of a smooth cutoff (as the I-operator does), the initial data is sharply truncated in the
frequency space. Bourgain’s method was applied for the DNLS on the real line by Takaoka [Tak01], and
it turned out to be less successful (the regularity managed was s ą 32

33) than the CKSTT’s method.

It is worth emphasizing that the application of the I-method in the non-periodic setting heavily relies
on the local smoothing and maximal function estimates, as well as a refined bi-linear estimate which are
not available in the periodic setting. Also, on the periodic box, Strichartz estimates for the free (linear)
evolution are not available (mainly due to the lack of dispersive properties when one restricts the spatial
variable to a bounded domain), the only exception being the L4-Strichartz estimate which was proved
in a purely Fourier analytic method by Bourgain (1993). Hence, at the technical level the two settings
need to be treated separately. The technical tool that is used in the periodic setting is a bi-linear L2-
Strichartz estimate (Lemma 2.3.6) which provides a constant that decays as the spatial domain inflates.
The result that establishes the global well-posedness in HspTq for s ą 1

2 (Theorem 2.12.2) also provides
a mass threshold which was previously not quantified. The report concludes with a remark on potential
improvements/continuations of the analysis of this equation.
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Chapter 1

DNLS on R

1.1 Basic features of the equation

Consider the derivative nonlinear Schrödinger equation

(DNLS) iBtu ` B2
xu “ iµ Bxp|u|

2uq

where t P R and either x P R or x P T (the periodic setting); the unknown pt, xq ÞÑ upt, xq is C-valued.

Without loss of generality, we may assume that µ “ 1. Indeed, if µ ă 0, we may use the time-reversal
transformation upt, xq ÞÑ up´t, xq and for any µ ą 0 we can use the rescaling upt, xq ÞÑ µ´1{2upt, xq.

The nonlinearity can be easily expanded: Bxp|u|
2uq “ 2|u|2Bxu`u

2Bxu. The first term is considerably
worse than the second one since for the later there are no known estimates.

The associated Cauchy problem

(1.1)

#

iBtu` B
2
xu “ ip2|u|2Bxu` u

2Bxuq

u|t“0 “ u0

with initial data u0 P H
s, for some s P R, has been studied extensively by various authors in the past two

decades, both in the Euclidean and periodic settings.

Scaling. It is clear that the linear Schrödinger equation is invariant under the transformation upt, xq ÞÑ
λc upλ2t, λxq, for any λ ą 0 and any c P R. The presence of the nonlinearity forces a concrete value of c,
namely the equation (DNLS) is invariant under the scaling transformation

(1.2) upt, xq ÞÑ λ
1
2upλ2t, λxq “: uλpt, xq

The homogeneous Sobolev norm that does not “see” this transformation is that of L2pRq, i.e. }uλptq}L2 “

}uptq}L2 at any time t. Thus, the problem (1.1) is L2-critical.

Complete integrability. For this equation new conserved quantities may be written down by identi-
fying coefficients in the series expansion of ln apλq, where apλq is a scattering coefficient (see [KN78]).
Alternatively, by Noether’s theorem, if a quantity Qpuq Poisson bracket commutes with the Hamiltonian
Hpuq of the equation, then Q is conserved by the H-flow (see [Tao07, Thm. 1.29]).

Conserved quantities. For the present study, the consequence of the complete integrability that we are
using is the presence of an infinite family of conservation laws for (DNLS) (cf. [KN78]). Among them we
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have the three important functionals:

Mpuq :“

ż

R
|u|2dx (Mass)

P puq :“

ż

R

ˆ

1

2
|u|4 ` Impu Bxuq

˙

dx (Momentum)

Epuq :“

ż

R

ˆ

|Bxu|
2 `

1

2
|u|6 `

3

2
|u|2 Impu Bxuq

˙

dx (Energy)

Gauge transformations. The nonlinear map Gν : L2pRq Ñ L2pRq

(1.3) Gνfpxq :“ e´iν
şx
´8

|fpyq|2dyfpxq

(where ν P R), is usually employed to transform the (DNLS) into other Schrödinger-type equations (and
was used in [Oza96, CKS`01, CKS`02, MWX11]). It is immediate that |Gνfpxq| “ |fpxq| (consequently
}Gνf}Lp “ }f}Lp for any p) and we can invert the transformation via

G´1
ν gpxq “ eiν

şx
´8

|gpyq|2dygpxq

Moreover, Gν maps HspRq into itself continuously (and so does G´1
ν ) for any 0 ď s ď 1 (cf. [CKS`01,

Lem. 3.2]).

First, by multiplying (DNLS) with ´i u, and conjugating respectively, we get

pBtuqu´ ipB
2
xuqu “ Bxp|u|

2uqu , pBtuqu` ipB
2
xuqu “ Bxp|u|

2uqu .

It follows that Btpuuq ´ i pBxpBxuuq ´ BxpBxuuqq “
3
2Bxp|u|

4q or equivalently

(1.4) Btp|u|
2q “ 2BxImpuBxuq `

3

2
Bxp|u|

4q .

Next, set wptq :“ Gνuptq and by straightforward computations (easily justified for u P St,x) we
successively obtain:

Btw “ e´iν
şx
´8

|u|2dy

„

Btu´ iν u

ż x

´8

Bt|u|
2dy



uBxu “ wBxw ´ iν|w|
4 ; ImpuBxuq “ ImpwBxwq ´ ν|w|

4

iBtu “ eiν
şx
´8

|w|2dy

„

iBtw ´ ν

ˆ

3

2
´ ν

˙

|w|4w ´ 2νImpwBxwq



B2
xu “ eiν

şx
´8

|w|2dy
“

B2
xw ` iνBxp|w|

2wq ` iν|w|2Bxw ´ ν
2|w|4w

‰

iBxp|u|
2uq “ eiν

şx
´8

|w|2dy
“

iBxp|w|
2wq ´ ν|w|4w

‰

Thus u solves (DNLS) if and only if w solves

(DNLSν) iBtw ` B
2
xw “ ip1´ νq Bxp|w|

2wq ´ iν w2Bxw ` ν

ˆ

1

2
´ ν

˙

|w|4w .

We will also find it useful to have how the conserved quantities translate under the gauge transform.

P puq “

ˆ

1

2
´ ν

˙

}w}4L4 `

ż

R
ImpwBxwqdx(1.5)

Epuq “ }Bxw}
2
L2 ` pν

2 ´
3

2
ν `

1

2
q}w}6L6 `

ˆ

3

2
´ 2ν

˙
ż

R
|w|2ImpwBxwqdx(1.6)
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We introduce the following notations:

PgDNLSν “ P ˝ G´ν , EgDNLSν :“ E ˝ G´ν

and if used EDNLS, PDNLS refer to the same functionals as E, P respectively.

Choices of ν “ 1
2 , ν “ 3

4 and respectively ν “ 1 have been used in the literature, and the corresponding
equations are:

iBtw ` B2
xw “ i |w|2Bxw(DNLS 1

2
)

iBtw ` B2
xw “

i

2
|w|2Bxw ´

i

2
w2Bxw ´

3

16
|w|4w(DNLS 3

4
)

iBtw ` B2
xw “ ´i w

2Bxw ´
1

2
|w|4w(DNLS1)

Thus the well-posedness analysis of (1.1) is equivalent with that of the Cauchy problem formed with
any of (DNLS 1

2
), (DNLS 3

4
) or (DNLS1) and initial data w0 :“ Gu0; notice that (A) is equipvalent with

}w0}L2 ă
?

2π. While (DNLS 1
2
) looks simpler than (DNLS1), the term |w|2Bxw is nicer in the analysis

than |w|2Bxw; the choice ν “ 3
4 (also used in [Wu13, Sect. 4] in the half-line setting), is particularly useful

to simplify the energy functional to EgDNLS 3
4

pwq “ }Bxw}
2
L2 ´

1
16}w}

6
L6 .

Assumption. Many of the results in the literature work under the following smallness condition on the
initial data

(A) }u0}
2
L2 ă 2π

which has the following immediate consequence:

Lemma 1.1.1. Suppose u0 P H
1pRq satisfies (A). Then

}u0}
6
L6 ` }Bxu0}

2
L2 À}u0}L2 ,ν EgDNLSν pu0q.

In particular, EDNLSpu0q ą 0.

Proof. By taking w0 “ G 3
4
´νu0, we have }w0}L2 “ }u0}L2 and

EgDNLSν pu0q “ EgDNLS 3
4

pw0q “ }Bxw0}
2
L2 ´

1

16
}w0}

6
L6

The sharp Gagliardo-Nirenberg inequality }f}6L6 ď
4
π2 }f}

4
L2}Bxf}

2
L2 , allows us to further get

EgDNLSν pu0q ě }Bxw0}
2
L2 ´

1

4π2
}w0}

4
L2}Bxw0}

2
L2 “ }Bxw0}

2
L2

˜

1´

ˆ

}u0}L2
?

2π

˙4
¸

,

EgDNLSν pu0q ě
π2

4

}w0}
6
L6

}w0}
4
L2

´
1

16
}w0}

6
L6 “ }w0}

6
L6

1

16

˜

ˆ

?
2π

}u0}L2

˙4

´ 1

¸

and also that

}Bxu0}L2
x
“ }pν ´

3

4
q|w0|

2w0 ` Bxw0}L2
x
Àν }w0}

3
L6
x
` }Bxw0}L2

x
Àν,}w0}L2

x
}Bxw0}L2

x
.

Taking into account (A) and }u0}L6 “ }w0}L6 , the conclusion follows.
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1.2 Review of well-posedness results in the non-periodic setting

The local well-posedness theory in the energy space H1pRq is credited to Hayashi-Ozawa. In [Tak99],
Takaoka showed that (1.1) is locally well-posed in Hs for s ě 1

2 . Previously, there were the works of
Tsutsumi and Fukuda [TF80, TF81]. This result is sharp since for s ă 1

2 , in [Tak01] it is shown that the
solution map u0 ÞÑ uptq fails to be C3, while [BL01, Theorem 1.2] proves that the solution map is not
uniformly continuous. Consequently, one cannot construct solutions uptq P HspRq by the standard fixed
point argument below s “ 1

2 .

Theorem 1.2.1 (Takaoka, 1999). Let s ě 1
2 . The Cauchy problem associated to the gauged DNLS

equation (DNLS1) is (unconditionally) locally well-posed in HspRq. More precisely, for any R ą 0, there
exists T “ T pR´θq ą 0 such that for all u0 P H

spRq with }u0}HspRq ď R there exists a unique solution
u P Cpr´T, T s, HspRqq of (DNLS1). Moreover the solution map Φ : u0 ÞÑ u is Lipschitz continuous.

Global existence of solutions in the Schwartz class was obtained by Lee in [Lee89] and also in [HO92].
Global well-posedness in the energy space was obtained by Hayashi in [Hay93] under the assumption that
}u0}L2 is sufficiently small.

The state-of-the-art approach to the well-posedness theory for this problem is considered to be the
work of the “I-team” in [CKS`01, CKS`02] obtaining global well-posedness first for 2

3 ă s ă 1 and then
by using a refinement of the same method down to s ą 1

2 , both under (A). The end-point case s “ 1
2

was settled in [MWX11] also under (A). The I-method, or the almost conserved energy method is itself
a refinement of Bourgain’s high-low method in which instead of smooth cutoff, the initial data is sharply
truncated in the frequency space. Bourgain’s method was applied for DNLS by Takaoka [Tak01], turning
out to be less successful since the regularity managed was s ą 32

33 .

Recently, Wu in [Wu13, Wu14] improves the mass threshold for the GWP in H1pRq for initial data
with mass up to 4π. He also remarks that the situation is different in the half-line setting where blow-up
solutions with negative energy (thus with }u0}

2
L2 ą 2π) do occur.
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Chapter 2

DNLS on T

The local well-posedness in HspTq for s ě 1
2 was established by Herr in [Her06b, Her06a]. Global well-

posedness in HspTq was proved/attempted by Win for s ą 1
2 assuming smallness on the L2-norm of the

initial data (the threshold not being quantified); see [Win10]. It seems that the expression of the almost
conserved energy that is used there is incomplete: a term coming from the particular modification of the
gauge transform is missing and this quantity is not conserved (see Remark 2.1.2 and Lemma 2.1.3 below).

We aim to establish when the local-in-time Hs-solutions exist globally in time. The necessary and
sufficient condition for u P Cpr´T, T s;HspTqq as in [Her06a, Theorem 1.1] to be extended to a global
solution in CpR;HspTqq is

(2.1) sup
´TďtďT

}uptq} 9Hs
x
ă 8, for all T ą 0.

Since DNLS enjoys the time-reversibility symmetry, we can concentrate on proving that the 9Hs
x-norm of

the solution stays finite on any time interval r0, T s.

2.1 Gauge transformation

Because we need to make use of the natural scaling (1.2) of the equation, we work on Tλ “ R{2πλZ »
r0, 2πλq (for simplicity we set T “ T1). Then, the Fourier modes belong to the lattice Zλ :“ 1

λZ. The
conventions for the Fourier transform, Hs and Xs,b definitions are as in [CKS`03, Sect. 7]; see also section
2.2 below.

In order to deal with the derivative in the nonlinearity, we use the following gauge transformation for
the periodic problem, which was introduced in [Her06a, Her06b] when proving local well-posedness for
DNLS in HspTq, 1

2 ď s ă 1:

(2.2) Gν : L2pTλq Ñ L2pTλq , Gνpfqpxq :“ e´iνIpfqpxqfpxq ,

where

Ipfqpxq :“
1

2πλ

ż 2πλ

0

ż x

θ
|fpyq|2 ´

1

2πλ
}f}2L2pTλq dy dθ

is the antiderivative of the mean-zero function |f |2 ´ µpfq, where

(2.3) µpfq :“
1

2πλ
}f}2L2pTλq

(notice that µpfq “ µpGνpfqq so we might write in short µ instead of µpfq). Indeed, since

ż x`2πλ

x
|fpyq|2 ´

1

2πλ
}f}2L2pTλq dy “ 0 ,

we get that Ipfq is 2πλ-periodic, provided that f P L2pTλq. Hence Gν is well-defined. We notice that Gν
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is an isometry on L2pTλq and its inverse is G´ν .

It can be shown that Gν is bi-Lipschitz from Hs into itself, for any s ě 0 [Her06b, Ch. 3], hence any
well-posedness result on a gauged DNLS can be stated for the original DNLS equation.

We recall the conserved quantities which are of interest in our analysis:

Mpuq :“

ż

Tλ
|u|2dx (Mass)

Hpuq :“

ż

Tλ

ˆ

1

2
|u|4 ` Impu Bxuq

˙

dx (Hamiltonian)

Epuq :“

ż

Tλ

ˆ

|Bxu|
2 `

1

2
|u|6 `

3

2
|u|2 Impu Bxuq

˙

dx (Energy)

We would like to see how the equation and these quantities transform under Gν . So assume u has
enough regularity to justify all the calculus below and let wpt, xq :“ Gνpuptqqpxq. We use the shorthand
ux instead of Bxu and the obvious analogues

ux “ eiνIpwptqq piνpIpwqqxw ` wxq
ut “ eiνIpwptqq piνpIpwqqtw ` wtq

Therefore, we have

pIpwqqx “
ˆ

1

2πλ

ż 2πλ

0
|wpt, xq|2 ´

1

2πλ
}wptq}2L2pTλq dθ

˙

“ |w|2 ´ µ

which leads to
ux “ eiνIpwptqq

“

wx ` iνp|w|
2 ´ µqw

‰

and
Impuuxq “ Im

`

wwx ´ iνp|w|
2 ´ µq|w|2

˘

“ Impwwxq ´ ν|w|
4 ` νµ|w|2

Using

Bt|u|
2 “ 2Reput uq “ 2Re

`

iuxxu` p|u|
2uqxu

˘

“ 2Re
`

ipuxuqx ´ iuxux ` p|u|
2uuqx ´ |u|

2uux
˘

“ 2pImpuuxqqx ` 2p|u|4qx ´
1

2
p|u|4qx

“ Bx

ˆ

2Impuuxq `
3

2
|u|4

˙

we deduce

pIpwqqt “ BtpIpuqq “ 2Impuuxq `
3

2
|u|4 ´

1

2πλ

ż 2πλ

0

ˆ

2Impuuxq `
3

2
|u|4

˙

pt, θq dθ

“ 2
`

Impwwxq ´ ν|w|
4 ` νµ|w|2

˘

`
3

2
|w|4 ´ φpwq,

where

φpwq :“

 
Tλ

2
`

Impwwxq ´ ν|w|
4 ` νµ|w|2

˘

pt, θq `
3

2
|w|4pt, θqdθ.

This gives the first term of the equation under the gauge transform

iut “ eiνIpwq
ˆ

iwt ´ ν

ˆ

2Impwwxq ` p
3

2
´ 2νq|w|4 ` 2νµ|w|2 ´ φpwq

˙

w

˙

9



For the second term of the equation, we have

uxx “ eiνIpwq
`

iνIpwqx piνpIpwqqxw ` wxq ` iνpIpwqxwqx ` wxx
˘

“ eiνIpwq
`

´ ν2pIpwqxq2w ` 2iνIpwqxwx ` iνIpwqxxw ` wxx
˘

“ eiνIpwq
`

wxx ´ ν
2p|w|4w ´ 2µ|w|2w ` µ2wq ` iνp3|w|2wx ` w

2wx ´ 2µwxq
˘

The nonlinearity transforms into

ip|u|2uqx “ eiνIpwq
`

´ νIpwqx|w|2w ` ip|w|2wqx
˘

“ eiνIpwq
`

´ ν|w|4w ` νµ0|w|
2w ` 2i|w|2wx ` iw

2wx
˘

The equation satisfied by w is

iwt ` wxx “ ν

ˆ

i|w|2wx ´ iw
2wx ` p

3

2
´ 2νq|w|4w ` 2νµ|w|2w ´ φpwqw

˙

` ν2p|w|4w ´ 2µ|w|2w ` µ2wq ´ iνp3|w|2wx ` w
2wx ´ 2µwxq

`
`

´ ν|w|4w ` νµ|w|2w ` 2i|w|2wx ` iw
2wx

˘

“ 2ip1´ νq|w|2wx ` ip1´ 2νqw2wx ` νµ|w|
2w ` νp

1

2
´ νq|w|4w

` 2iνµwx ´ νpφpwq ´ νµ
2qw

Denoting

ψpwq :“ νφpwq ´ ν2µ2 “ ν

 
Tλ

ˆ

2Impwwxq ` p
3

2
´ 2νq|w|4

˙

pt, θqdθ ` ν2µ2 ,

we can write

iwt ` wxx ´ 2iνµwx ` ψpwqw “ 2ip1´ νq|w|2wx ` ip1´ 2νqw2wx ` νµ|w|
2w ` νp

1

2
´ νq|w|4w

We cancel the linear term 2iνµwx by using the transformation wpt, xq ÞÑ vpt, x` 2νµtq, and so

(GDNLSν) ivt ` vxx ` ψpvqv “ 2ip1´ νq|v|2vx ` ip1´ 2νqv2vx ` νµ|v|
2v ` νp

1

2
´ νq|v|4v

For the conserved quantities listed above, we obtain Mpuq “Mpwq,

Hpuq “

ż

Tλ

1

2
|w|4 ` Impwwxq ´ ν|w|

4 ` νµ|w|2

“

ˆ

1

2
´ ν

˙

}w}4L4pTq `

ż

Tλ
Impwwxqdx` λνµ

2

and

Epuq “

ż

Tλ
|wx ` iνp|w|

2 ´ µqw|2 `
1

2
|w|6 `

3

2
|w|2

`

Impwwxq ´ ν|w|
4 ` νµ|w|2

˘

“ }wx}
2
L2pTλq `

ˆ

ν2 ´
3

2
ν `

1

2

˙

}w}6L6pTλq `

ˆ

3

2
´ 2ν

˙
ż

Tλ
|w|2Impwwxq

` µν

ˆ

3

2
´ 2ν

˙

}w}4L4 ` 2µν

ż

Tλ
Impwwxqdx` λµ

3ν2

“ }wx}
2
L2pTλq `

ˆ

3

2
´ 2ν

˙
ż

Tλ
|w|2Impwwxq `

ˆ

ν2 ´
3

2
ν `

1

2

˙

}w}6L6pTλq `
ν

2
µ}w}4L4pTλq

` 2νµHνpwq ´ λν
2µ3

By changing the variable of integration, we note that all the conserved quantities are invariant under the
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space translation transformation wpt, xq ÞÑ vpt, x` 2νµtq.

We introduce the functionals

Hνpvq :“Im

ˆ
ż

Tλ
vvxdx

˙

`

ˆ

1

2
´ ν

˙

}v}4L4pTq

Eνpvq :“}vx}
2
L2pTλq `

ˆ

ν2 ´
3

2
ν `

1

2

˙

}v}6L6pTλq `

ˆ

3

2
´ 2ν

˙
ż

Tλ
|v|2Impvvxq `

ν

2
µ}v}4L4pTλq

(2.4)

and we call them respectively the momentum and the energy of (GDNLSν). Since µpvptqq and Hνpvptqq
are conserved, the above two quantities are also conserved provided v is a smooth enough solution of
(2.8).

Lemma 2.1.1. Let f P H1pTq with }f}2L2pTq ă δ for some δ ą 0 small enough. Then, we have

(2.5) }Bxf}
2
L2pTλq À Eνpfq .

Moreover, the implicit constant above is independent of λ and we can take δ “ 2
?

2.

Proof. Consider g :“ G 3
4
´νf . Then }g}L2pTλq “ }f}L2pTλq and

Eνpfq “ E0pG´νfq “ E0pG´νGν´ 3
4
gq “ E0pG´ 3

4
gq “ E 3

4
pgq.

By Cauchy-Schwartz and Gagliardo-Nirenberg inequalities (see Lemma 2.3.5), we have

(2.6) }Bxf}
2
L2pTλq À

ˆ

1` pν ´
3

4
q}f}2L2

˙2

}Bxfg|
2
L2pTλq.

It remains to show that

(2.7) }Bxg|
2
L2pTλq À E 3

4
pgq.

Gagliardo-Nirenberg implies

}g}6L6 ď

ˆ

}Bxg}L2}g}2L2 `
1

?
2πλ

}g}L2}g}2L4

˙2

ď 2

ˆ

}Bxg}
2
L2}g}

4
L2 `

1

2πλ
}g}2L2}g}

4
L4

˙

and therefore

E 3
4
pgq ě}Bxg}

2
L2 ´

1

8
}Bxg}

2
L2}g}

4
L2 ´

1

16πλ
}g}2L2}g}

4
L4 `

3

16πλ
}g}2L2}g}

4
L4

“}Bxg}
2
L2

ˆ

1´
1

8
}g}4L2

˙

`
1

8πλ
}g}2L2}g}

4
L4

ěp1´
}g}4L2

8
q}Bxg}

2
L2

Hence, as long as }g}2L2 ă 2
?

2, we can obtain (2.7).

In what follows, we work with ν “ 1 so that the “bad term” |v|2vx doesn’t appear in the gauged
equation (GDNLSν). We have

(2.8) vt ´ ivxx “ ´v
2vx ´ iµ|v|

2v `
i

2
|v|4v ` iψpvqv

with the corresponding energy functional (i.e. for ν “ 1, as defined in (2.4))

(2.9) Epvq “

ż

Tλ

ˆ

|v2
x| ´

1

2
|v|2Impvvxq `

1

2
µpvq|v|4

˙

dx.
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We can group the cubic and respectively quintic nonlinear terms in the right hand side of the equation
and write

(2.10) vt ´ ivxx “ ´T pvq `
i

2
Qpvq ,

where

T pvq “
ˆ

vvx ´ 2i

 
Tλ

Impvvxqdx

˙

v ,

Qpvq “
ˆ

|v|4 ´

 
Tλ
|v|4dx

˙

v ´ 2

 
Tλ
|v|2dx

ˆ

|v|2 ´

 
Tλ
|v|2dx

˙

v.

Remark 2.1.2. If v is a smooth solution of (2.8), }v}L4 is not necessarily conserved. Indeed,

Bt}v}
4
L4 “ 4Re

ż

Tλ
|v|2vBtv dx “ 4Re

ż

Tλ
|v|2vpivxx ´ T pvq ` i

2
Qpvqq dx “ 4Re i

ż

Tλ
|v|2vvxx dx` h.o.t.

and

Re i

ż

Tλ
|v|2vvxx dx “ Rep´iq

ż

Tλ
Bxpvv

2qvx dx “ Im

ż

Tλ
pv2v2

x ` 2|v|2|vx|
2q dx “ Im

ż

Tλ
v2v2

x dx

The higher order terms of Bt}v}
4
L4 cannot cancel the fourth order term 4Im

ş

Tλ v
2v2
x dx.

However, by Sobolev embedding and interpolation of Hs spaces, we have

}v}L4 À }v}
H

1
4
ď }v}

3
4

L2}v}
1
4

H1

and therefore

(2.11)
1

2
µpvq}v}L4 À }v}5L2}v}H1 À

1

ε
}v}10

L2 ` ε}v}
2
H1 À

1

ε
}v}10

L2 ` ε}v}
2
L2 ` ε}Bxv}

2
L2 .

We therefore consider the essential part of the energy functional (2.9), namely

(2.12) Epvq :“ }Bxv}
2
L2 ´

1

2
Im

ż

Tλ
|v|vvx dx

which in conduction with a mass term will still be able to control the square of the 9H1-norm of v. It is
worthwhile mentioning that this is the same expression as the energy corresponding to (DNLS1) on the
real line.

Lemma 2.1.3. For every ε ą 0, there exists δ “ δpεq ą 0 such that if f P H1pTλq with }f}2L2pTλq ă δ, we
have

(2.13) }Bxf}
2
L2pTλq À Epfq ` 1

ε
µpfq5

with the implicit constant independent of λ. Moreover δ Õ 2
?

2 as εŒ 0.

Proof. It follows from the proof of Lemma 2.1.1 and Remark 2.1.2.
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2.2 Fourier transform and periodic function spaces

The convention 1 we are using for the (spatial) Fourier transform of a 2πλ-periodic function is

pfpkq “

ż 2πλ

0
e´ikxfpxqdx , k P Zλ “

1

λ
Z

which is inverted by

fpxq “
1

2πλ

ÿ

kPZλ

eikx pfpkq , x P r0, 2πλs.

The convolution products on Tλ and Zλ are computed by

f ˚ gpxq “

ż 2πλ

0
fpx´ yqgpyq dy , a ‹ bpkq “

1

2πλ

ÿ

hPZλ

apk ´ hqbphq ,

respectively. For clarity we should write ‹λ for the convolution on Zλ to emphasize the factor in front of
the sum, but we ignore the subscript as we are using ‹ instead of the regular ˚ symbol. As such,

xfgpkq “ pf ‹ pgpkq

By endowing Zλ with 1
2πλd# (scaled counting measure), the L2pTλq and `2pZλq inner products are

xf, gyL2pTλq “

ż 2πλ

0
fpxqgpxq dx , xa, by`2pZλq “

1

2πλ

ÿ

kPZλ

apkqbpkq .

Then, the Plancherel and Parseval identities are

xf,qayL2pTλq “ x
pf, ay`2pZλq ô

ż 2πλ

0
fpxqqapxq dx “

1

2πλ

ÿ

kPZλ

pfpkqapkq

}f}L2pTλq “ }
pf}`2pZλq ô

ż 2πλ

0
|fpxq|2dx “

1

2πλ

ÿ

kPZλ

| pfpkq|2

The Sobolev space HspTλq is the completion of the 2πλ-periodic C8 functions with respect to the norm
given by

}f}2HspTλq :“ }xkys pfpkq}2`2pZλq “
1

2πλ

ÿ

kPZλ

xky2s| pfpkq|2 „
1

λ

ÿ

kPZλ

xky2s| pfpkq|2

We sometimes choose to ignore (powers of) 2π from every factor appearing in front of sums over (subsets
of) Zλ as they don’t play a significant role in the estimates. However, we need to keep track of powers of
λ as we will perform a rescaling of the associated Cauchy problem.

With a slight abuse of notation, the space-time Fourier transform of u : RˆTλ Ñ C belonging to the
class of Schwartz functions in t and 2πλ-periodic C8 functions in x (class denoted Sper) is

pupτ, kq “

ż

RˆTλ
e´ipτt`kxqupt, xq dt dx , τ P R, k P Zλ

1 has the advantage of a clean differentiation rule on the Fourier side yBxfpkq “ ik pfpkq, but needs to deal with the factor
2πλ at the inversion.
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Nonlinear interactions take on the Fourier side the form

xuvpτ, kq “ pu ‹ pvpτ, kq “
1

2πλ

ÿ

k1PZλ

ż

R
pupτ1, k1qpvpτ ´ τ1, k ´ k1q dτ1

“
1

2πλ

ÿ

k1`k2“k

ż

τ1`τ2“τ
pupτ1, k1qpvpτ2, k2q dτ1

Corresponding to the linear Schrodinger evolution iBtu` B
2
xu “ 0, we define

}u}Xs,bpRˆTλq :“ }xτysxτ ` k2ybpupτ, kq}L2
τ `

2
k

For I a time interval, the (time) restricted Xs,b-nom is

}u}Xs,bpIˆTλq :“ inft}U}Xs,bpRˆTλq : U|I “ uu

In general, }u}Xs,b and }u}Xs,b “ }xτysxτ ´ k2ybpupτ, kq}L2
τ `

2
k

are not comparable. It is useful to

introduce the conjugate space corresponding to the second norm, denoted either X
s,b

(as in [Her06b]) or

Xs,b
τ“k2

(as opposed to Xs,b :“ Xs,b
τ“´k2

, see [Tao07, Sect. 2.6]).

As a matter of notation, α` denotes a quantity α ` ε with α P R and ε ą 0 arbitrarily small and
independent of any other constants present in the relation in which it appears.

2.3 Linear and bi-linear estimates

Along with the straightforward embeddings Xs2,b2 ãÑ Xs1,b1 for any s2 ě s1 and b2 ě b1 we also have:

Lemma 2.3.1 (Sobolev embeddings).

1. If 2 ď p ă 8 and b ě 1
2 ´

1
p , then Xs,bpRˆ Tq ãÑ LptH

s
xpRˆ Tq with

(2.14) }u}LptHs
xpRˆTq À }u}Xs,bpRˆTq

Also, Xs, 1
2
`pRˆ Tq ãÑ L8t H

s
xpRˆ Tq and

(2.15) }u}L8t Hs
xpRˆTq À }u}Xs, 12`pRˆTq

2. If 2 ď p, q ă 8, b ě 1
2 ´

1
p , s ě 1

2 ´
1
q , then Xs,bpRˆ Tq ãÑ LptL

q
xpRˆ Tq with

(2.16) }u}LptL
q
xpRˆTq À }u}Xs,bpRˆTq

Also, X
1
2
`, 1

2
`pRˆ Tq ãÑ L8t H

s
xpRˆ Tq and

(2.17) }u}L8t L8x pRˆTq À }u}X
1
2`,

1
2`pRˆTq

Lemma 2.3.2 (Strichartz estimates).

}u}L8t L2
xpRˆTq À }u}X0, 12`pRˆTq

(2.18)

}u}L4
t,xpRˆTq À }u}X0, 38 pRˆTq

(2.19)

}u}L6
t,xpRˆTq À }u}X0`, 12`pRˆTq

(2.20)

For the proof of the above two lemmas, we refer to [Her06b, Prop. 2.2.3, Prop. 2.2.4].
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Lemma 2.3.3. Let 0 ď θ ď 1 and suppose s “ p1´θqs0`θs1, b “ p1´θqb0`θb1 for some s0 ď s1, b0 ď b1.
Then, we have

Xs0,b0 Ă Xs,b Ă Xs1,b1 , }u}Xs,b ď }u}Xs0,b0 }u}Xs1,b1

For example, by interpolating the L6-Strichartz estimate with the Sobolev embedding (2.16) (for
p “ q “ 6, b, s ě 1

3), we also have

(2.21) }u}L6
t,xpRˆTq À }u}X0`, 12´pRˆTq

Remark 2.3.4. If u is smooth and 2π-periodic, then uλpt, xq :“ λ´
1
2up t

λ2
, xλq is 2πλ-periodic. We have

the following

}u}LqtLrxpRˆTq “ λ
1
2
´ 2
q
´ 1
r }uλ}LqtLrxpRˆTλq

and for λ ě 1 and s, b ě 0, we have xλky ď λxky and thus

}u}2Xs,bpRˆTq „ λ

ż

R

ÿ

ξPZ
xξy2sxτ ` ξ2y2b |λ´3

xuλpλ´2τ, λ´1ξq|2 dτ

„ λλ´6λ3

ż

R

1

λ

ÿ

ξPZ
xλλ´1ξy2sxλ2pλ´2τ ` λ´1ξy2b|xuλpλ´2τ, λ´1ξq|2

dτ

λ2

“ λ´2

ż

R

1

λ

ÿ

kPZλ

xλky2sxλ2pτ ` k2qy2b|xuλpτ, kq|2 dτ

ď λ´2λ2sλ4b}uλ}2Xs,bpRˆTλq

which gives
}u}Xs,bpRˆTq À λ´1`s`2b}uλ}Xs,bpRˆTλq

Therefore, applying the Strichartz inequalities for u, we derive the scaled versions:

}uλ}L8t L2
xpRˆTλq À λ0`}uλ}

X0, 12`pRˆTλq
(2.22)

}uλ}L4
t,xpRˆTλq À }u

λ}
X0, 38 pRˆTλq

(2.23)

}uλ}L6
t,xpRˆTλq À λ0`}uλ}

X0`, 12`pRˆTλq
.(2.24)

and the interpolated L6-estimate:

(2.25) }uλ}L6
t,xpRˆTλq À λ0`}uλ}

X0`, 12´pRˆTλq
.

All the Sobolev embeddings as they appear in Lemma 2.3.1 hold on any Tλ without any powers of λ on

the right hand sides. Also, all the estimates above hold with X
s,b

-norms on the right hand sides.

Lemma 2.3.5 (Gagliardo-Nirenberg type inequalities in the periodic setting).

1. }fp|f |2 ´ µpfqq}L2pTλq ď }Bxf}L2pTq}f}
2
L2pTq;

2. }f}3L6pTλq ď p}Bxf}L2pTλq `
1

2πλ}f}L2pTqq}f}
2
L2pTq

Lemma 2.3.6 (bi-linear L2-Strichartz estimate). Let η P C80 pRq a smooth time cut-off with compact
support and 0 ď ηptq ď 1. Suppose u1, u2 P Sper are supported in the Fourier space in t|k1| „ N1u and
t|k2| „ N2u, respectively at all times t. Then

(2.26) }u1u2}L2
t,xpRˆTλq À Cpλ,N1q}u1}

X0, 12`
}u2}

X0, 12`
,

provided that either N1 " N2 or N1 „ N2 and the two Fourier-space supports are on the same side of the
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real line, and where

(2.27) Cpλ,N1q “

#

1 , if N1 ď 1

p 1
λ `

1
N1
q
1
2 , if N1 ą 1

Proof. See [Win10, Prop. 2.1].

Remark 2.3.7. By the L4-Strichartz estimate (2.19) and Hölder inequality, we have

(2.28) }u1u2}L2
t,xpRˆTλq ď }u1}L4

t,xpRˆTλq}u2}L4
t,xpRˆTλq À }u1}

X0, 38
}u2}

X0, 38
.

We will only use the bi-linear estimate above in the regime λ À N1 , hence Cpλ,N1q „ λ´
1
2 . Hence, by

interpolating (2.26) and (2.28), we have

(2.29) }u1u2}L2
t,xpRˆTλq À λ´

1
2
`}u1}

X0, 12´
}u2}

X0, 12´
.

2.4 Multilinear forms

For n even integer, we define the n-multilinear form of f associated to the multiplier Mn : Rn Ñ C as

ΛnpMn; fq :“
1

p2πλqn´1

ÿ

k1,...,knPZλ
k12...n“0

Mnpk1, k2, ..., knq pfpk1q
pfpk2q ¨ ¨ ¨ pfpkn´1q

pfpknq

As in [CKS`01], we use the short-hand notation k12...n :“ k1 ` k2 ` . . . kn and k1´2 :“ k1 ´ k2, etc.
Also, denote ΓnpTλq :“ tpk1, . . . , knq P pZλqn : k12...n “ 0u; we endow pZλqn with the Dirac measure
δ0pk1 ` k2 ` . . .` knq.

Hence, we can write

ż

Tλ
|v2
x|dx “ ´Λ2pk1k2; vq , Im

ż

Tλ
|v|2vvxdx “ ´

1

4
Λ4pk13´24; vq

and we also have
1

2
µpvq

ż

Tλ
|v|4dx “

1

4πλ
Λ2p1; vqΛ4p1; vq “

1

2
Λ6p1tk12“0u; vq

(where 1X denotes the characteristic function of a set X). Therefore, (2.9) can be written using the
multilinear forms as

(2.30) Epvq “ ´Λ2pk1k2; vq `
1

8
Λ4pk13´24; vq `

1

2λ
Λ2p1; vqΛ4p1; vq

and also as

(2.31) Epvq “ ´Λ2pk1k2; vq `
1

8
Λ4pk13´24; vq `

1

2
Λ6p1tk12“0u; vq

since k12 “ 0 implies k3456 “ 0 on Γ6pTλq.
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2.5 The I-operator and modified energy

We define the Fourier multiplication operator

I : HspTλq Ñ H1pTλq , xIfpkq “ mpkq pfpkq

where m : RÑ r0, 1s is an even, monotone on semiaxes, smooth function

mpξq “

$

&

%

1 , if |ξ| À N
´

N
|ξ|

¯1´s
, if |ξ| " N

and 1
2 ď s ă 1.

We often use the following properties: 0 ă mpξq ď 1, xξympξq Á 1, the map ξ ÞÑ mpξq2ξ2 is increasing
on p0,8q and ξ ÞÑ mpξq2ξ is increasing for ξ " N . Hence, for regularities 1

2 ď s ă 1, we have

(2.32) mpξq2xξy Á 1.

This indeed holds since for |ξ| À N we have mpξq „ 1 and xξy ě 1, while for |ξ| " N we have xξy „ |ξ|

and mpξq2|ξ| “ N
´

|ξ|
N

¯1´2s
ě 1.

We note that I is continuous and has a smoothing property:

(2.33) }u}Hs À }Iu}H1 À N1´s}u}Hs

(2.34) }Iu} 9H1 À N1´s}u} 9Hs

Indeed,

ÿ

kÀN

xky2s|pupkq|2 À
ÿ

kÀN

xky2mpkq2|pupkq|2 À N2p1´sq
ÿ

kÀN

ˆ

xky

N

˙2´2s

xky2smpkq2|pupkq|2

and
ÿ

k"N

xky2
1

xky2´2s
|pupkq|2 À

ÿ

k"N

xky2mpkq2|pupkq|2 À
ÿ

k"N

xky2
ˆ

N

xky

˙2´2s

|pupkq|2 .

Using the interaction representation of the Xs,b-norm, we can write (2.33) in the form

(2.33’) }u}Xs,b À }Iu}X1,b À N1´s}u}Xs,b

With E as in (2.9), we consider the modified energy for v P HspTλq:

(2.35) EN pvq :“ EpIvq

Heuristically, we know that BtEpvptqq “ 0 for v P H1pTλq and we expect the modified energy to be “almost
conserved” for v P HspTλq.

In multilinear forms, we have

EN pvq “ ´Λ2pk1k2m1m2; vq `
1

8
Λ4pk13´24m1m2m3m4; vq

`
1

2λ
Λ2pm1m2; vqΛ4pm1m2m3m4; vq

(2.36)

Remark 2.5.1. In view of Remark 2.1.2, in the second generation of the I-method we refine the functional
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EN pvq :“ EpIvq, which can be written as

(2.37) Epvq “ ´Λ2pk1k2m1m2; vq `
1

8
Λ4pk13´24m1m2m3m4; vq

In what follows we need to derive the time-differentiation rule for a multilinear form ΛnpMn; vq where
v is a smooth solution of (2.10). Hence, we compute:

zvvxvpkq “ zpvvxq ˚λ pvpkq “
1

λ

ÿ

k1`k3“k

yvvxpk1qpvpk3q “
1

λ2

ÿ

k1`k2`k3“k

pvpk1qxvxpk2qpvpk3q

“
1

λ2

ÿ

k1`k2`k3“k

ik2pvpk1qpvpk2qpvpk3q

Then, by integration by parts and periodicity of v, we can write

2iIm

ż

Tλ
vvxdx “

ż

Tλ
vvxdx´

ż

Tλ
vvxdx “

ż

Tλ
vvxdx´ |v|

2pλq ` |v|2p0q `

ż

Tλ
vvxdx

“ 2

ż

Tλ
vvxdx “ 2 yvvxp0q “ 2 pv ˚λ xvxp0q “

2

λ

ÿ

k1`k2“0

pvpk1qik2pvpk2q

and thus by symmetrization

ˆˆ

2iIm

ż

Tλ
vvxdx

˙

v

˙

p

pkq “
2

λ2

ÿ

k1`k2“0
k3“k

ik2pvpk1qpvpk2qpvpk3q

“
1

λ2

ÿ

k123“k
k3“k

ik2pvpk1qpvpk2qpvpk3q `
1

λ2

ÿ

k123“k
k1“k

ik2pvpk3qpvpk2qpvpk1q.

This allows us to write using the inclusion-exclusion principle

zT pvqpkq “ 1

λ2

ÿ

k123“k
k1‰k
k3‰k

ik2pvpk1qpvpk2qpvpk3q `
1

λ2

ÿ

k123“k
k1“k3“k

ik2pvpk1qpvpk2qpvpk3q

“
1

λ2

ÿ

k123“k
k1‰k
k3‰k

ik2pvpk1qpvpk2qpvpk3q `
1

λ2
ip´kq pvpkqpvp´kqpvpkq.

For the cvintilinear term, write Q “ Q1pvq ´ 2Q2pvq. We have

{Q1pvqpkq “
1

λ4

ÿ

k12345“k

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q ´
1

λ4

ÿ

k12345“k
k5“k

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q

“
1

λ4

ÿ

k12345“k
k5‰k

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q
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and for Q2 we have
 
Tλ
|v|2dx “

1

λ
xvvp0q “

1

λ
pv ˚λ pvp0q “

1

λ2

ÿ

k12“0

pvpk1qpvpk2q

ˆˆ

|v|2 ´

 
Tλ
|v|2dx

˙

v

˙

p

pkq “
1

λ2

ÿ

k345“k

pvpk3qpvpk4qpvpk5q ´
1

λ2

ÿ

k345“k
k5“k

pvpk3qpvpk4qpvpk5q

“
1

λ2

ÿ

k345“k
k5‰k

pvpk3qpvpk4qpvpk5q

We put these two together and obtain

{Q2pvqpkq “
1

λ4

ÿ

k12345“k
k12“0
k5‰k

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q

We symmetrize:

2{Q2pvqpkq “
1

λ4

ÿ

k12345“k
k12“0
k5‰k

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q `
1

λ4

ÿ

k12345“k
k34“0
k5‰k

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q

Hence, by the inclusion-exclusion principle

zQpvqpkq “ 1

λ4

ÿ

k12345“k
k5‰k
k12‰0
k34‰0

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q `
1

λ4

ÿ

k12345“k
k5‰k

k12“k34“0

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q

Notice that the range in the second summation above is over an empty set since k12345 “ k and k12 “

k34 “ 0 imply k5 “ k, so if we denote Ξk :“ tk1, ..., k5 P Zλ : k12345 “ k, k5 ‰ k, k12 ‰ 0, k34 ‰ 0u we can
write

zQpvqpkq “ 1

λ4

ÿ

k12345“k
k5‰k
k12‰0
k34‰0

pvpk1qpvpk2qpvpk3qpvpk4qpvpk5q “ Λ5p1Ξk ; vq

Then, for v a smooth solution of (2.10), we have

vt “ ivxx ´ T pvq ` i

2
Qpvq

vt “ ´ivxx ´ T pvq ´ i

2
Qpvq
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(we used T pvq “ T pvq and Qpvq “ Qpvq), and we can now derive the differentiation rule

BtΛnpMn; vq “
1

λn´1

ÿ

k12...n“0

”

xBtvpk1qpvpk2q ¨ ¨ ¨pvpknq ` pvpk1qxBtvpk2q ¨ ¨ ¨pvpknq ` . . .
ı

“
1

λn´1

ÿ

k12...n“0

”

´ik2
1pvpk1qpvpk2q ¨ ¨ ¨pvpknq ` pvpk1qik

2
2
pvpk2q ¨ ¨ ¨pvpknq ´ . . .

ı

´
1

λn´1

ÿ

k12...n“0

”

zT pvqpk1qpvpk2q ¨ ¨ ¨pvpknq ` pvpk1q
zT pvqpk2q ¨ ¨ ¨pvpknq ` . . .

ı

`
i

2λn´1

ÿ

k12...n“0

”

zQpvqpk1qpvpk2q ¨ ¨ ¨pvpknq ´ pvpk1q
zQpvqpk2q ¨ ¨ ¨pvpknq ` . . .

ı

obtaining the following:

Lemma 2.5.2. If v is a (formal) solution of (2.10) and Mn a multiplier of order n, then

BtΛnpMn; vq “ iΛn

˜

Mn

n
ÿ

j“1

p´1qjk2
j ; v

¸

´ iΛn`2

˜

n
ÿ

j“1

X2
j pMnqkj`1p1Θjn`2

` 1
Υjn`2

q; v

¸

`
i

2
Λn`4

˜

n
ÿ

j“1

p´1qj´1X4
j pMnq1Σjn`4

; v

¸

(2.38)

where Xlj is the elongation operator (at position j, of length l),

Θj
n`2 :“ tpk1, ..., kn`2q P Γn`2 : kj ` kj`1 ‰ 0 , kj`1 ` kj`2 ‰ 0u(2.39)

Υj
n`2 :“ tpk1, ..., kn`2q P Γn`2 : kj “ kj`2 “ ´kj`1u(2.40)

and

Σj
n`4 :“ tpk1, ..., kn`4q P Γn`4 : kj ` kj`1 ‰ 0 , kj`2 ` kj`3 ‰ 0 , kj ` kj`1 ` kj`2 ` kj`3 ‰ 0u(2.41)

for 1 ď j ď n.

We extend the sets appearing in the above differentiation rule for indices j ą n with the understanding
that j ` 1, j ` 2, etc. are running circularly over t1, 2, ..., n ` 2u. It is important to notice that Θj

4 and

Υj
4 are independent of j, so we denote them Θ4 and Υ4 respectively. Also,

Σ1
6 “ Σ3

6 “ Σ5
6 “ tk P Γ6 : k12 ‰ 0, k34 ‰ 0, k56 ‰ 0u

Σ2
6 “ Σ4

6 “ Σ6
6 “ tk P Γ6 : k23 ‰ 0, k45 ‰ 0, k61 ‰ 0u

(2.42)

Proposition 2.5.3 (modified energy increment).

(2.43) EN pvpT ` δqq ´ EN pvpT qq “

ż T`δ

T
rΛ4pM4; vq ` Λ6pM6; vq ` Λ8pM8; vq ` Λ10pM10; vqs dt
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where the multipliers Mj : Γj Ñ C are given by

M4pkq :“ C1m1m2m3m4k12k13k14 ` C2

`

m2
1k

2
1k3 `m

2
2k

2
2k4 `m

2
3k

2
3k1 `m

2
4k

2
4k2

˘

1Θ4pkq

M6pkq :“ C3

´

pm2
1k

2
1 `m

2
3k

2
3 `m

2
5k

2
5q1Σ1

6
pkq ´ pm2

1k
2
1 `m

2
3k

2
3 `m

2
5k

2
5q1Σ2

6
pkq

¯

` C4

´

m123m4m5m6k46k2p1Θ1
6
` 1Υ1

6
qpkq ´m234m5m6m1k15k3p1Θ2

6
` 1Υ2

6
qpkq

`m345m6m1m2k26k4p1Θ3
6
` 1Υ3

6
qpkq ´m456m1m2m3k13k5p1Θ4

6
` 1Υ4

6
qpkq

¯

` C5m1m2m3m4m5m6k34k451k12“0pkq

M8pkq :“ C6pm12345m6m7m8k1234571Σ1
8
´m1m23456m7m8k171Σ2

8

`m1m2m34567m8k1345671Σ3
8
´m1m2m3m45678k131Σ4

8
q

` C7pm
2
123m5m6m7m8k21tk1234“0up1Θ1

8
` 1Υ1

8
q `m2

1m5m6m7m8k31tk1234“0up1Θ2
8
` 1Υ2

8
q

`m2
1m345m6m7m8k41tk12“0up1Θ3

8
` 1Υ3

8
q `m2

1m3m456m7m8k51tk12“0up1Θ4
8
` 1Υ4

8
q

`m2
1m3m4m567m8k61tk12“0up1Θ5

8
` 1Υ5

8
q `m2

1m3m4m5m678k71tk12“0up1Θ6
8
` 1Υ6

8
qq

M10pkq :“ C8pm12345m6m7m8m9m101tk123456“0u1Σ1
10
´m1m23456m7m8m9m101tk123456“0u1Σ2

10

`m1m2m34567m8m9m101tk12“0u1Σ3
10
´m1m2m3m45678m9m101tk12“0u1Σ4

10

`m2
1m3m4m56789m101tk12“0u1Σ5

10
´m1m2m3m4m5m6789r10s1tk12“0u1Σ6

10
q

with constants C1 “ C2 “ ´ i
2 , C3 “ ´ i

6 , C4 “
i
4 , C5 “ i, C6 “

i
8 , C7 “ ´ i

2 , C8 “
i
4 . Moreover, if

|kj | ! N for all j, then the multipliers vanish.

Proof. Using (2.31), we have

EN pvptqq “ ´Λ2pk1k2; Ivptqq `
1

8
Λ4pk13´24; Ivptqq `

1

2
Λ6p1tk12“0u; Ivptqq

“ ´Λ2pm1m2k1k2; vptqq `
1

8
Λ4pm1m2m3m4k13´24; vptqq

`
1

2
Λ6pm1m2m3m4m5m61tk12“0u; vptqq

In what follows, we omit writing vptq in Λ expressions. For the first and last term, we know that k2 “ ´k1

and thus m2 “ mpk2q “ mpk1q “ m1, while for the second term k24 “ ´k13, and therefore the modified
energy expression simplifies to

(2.44) EN pvptqq “ Λ2pm
2
1k

2
1q `

1

4
Λ4pm1m2m3m4k13q `

1

2
Λ6pm

2
1m3m4m5m61tk12“0uq

Then we compute the δ-increment of the modified energy via

EN pvpT ` δqq ´ EN pvpT qq “

ż T`δ

T
BtEN pvptqq dt ,

for which we use the differentiation rule (2.38) to obtain

BtΛ2pm
2
1k

2
1q “ iΛ2pm

2
1k

2
1p´k

2
1 ` k

2
2qq

´ iΛ4pm
2
123k

2
123k2p1Θ1

4
` 1Υ1

4
q `m2

1k
2
1k3p1Θ2

4
` 1Υ2

4
qq

`
i

2
Λ6pm

2
12345k

2
123451Σ1

6
´m2

1k
2
11Σ2

6
q

Since k12 “ 0, the Λ2’s multiplier above is 0.
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Also,

BtΛ4pm1m2m3m4k13q “ iΛ4pm1m2m3m4k13p´k
2
1 ` k

2
2 ´ k

2
3 ` k

2
4qq

´ iΛ6pm123m4m5m6k1235k2p1Θ1
6
` 1Υ1

6
q

`m1m234m5m6k15k3p1Θ2
6
` 1Υ2

6
q

`m1m2m345m6k1345k4p1Θ3
6
` 1Υ3

6
q

`m1m2m3m456k13k5p1Θ4
6
` 1Υ4

6
q

`
i

2
Λ8pm12345m6m7m8k1234571Σ1

8

´m1m23456m7m8k171Σ2
8

`m1m2m34567m8k1345671Σ3
8

´m1m2m3m45678k131Σ4
8
q

We take

M4 :“ ´i
`

m2
4k

2
4k2 `m

2
1k

2
1k3

˘

1Θ4 `
i

4
m1m2m3m4k13p´k

2
1 ` k

2
2 ´ k

2
3 ` k

2
4q

We symmetrize the first term and it becomes ´ i
2

`

m2
1k

2
1k3 `m

2
2k

2
2k4 `m

2
3k

2
3k1 `m

2
4k

2
4k2

˘

1Θ4 , while the
second term reduces to ´ i

2m1m2m3m4k12k13k14 (due to ´k2
1 ` k

2
2 ´ k

2
3 ` k

2
4 “ ´2k12k14).

Lastly, the third term of the modified energy gives

BtΛ6pm
2
1m3m4m5m61tk12“0uq “ iΛ6pm

2
1m3m4m5m61tk12“0up´k

2
3 ` k

2
4 ´ k

2
5 ` k

2
6qq

´ iΛ8pm
2
123m5m6m7m8k21tk1234“0up1Θ1

8
` 1Υ1

8
q

`m2
1m5m6m7m8k31tk1234“0up1Θ2

8
` 1Υ2

8
q

`m2
1m345m6m7m8k41tk12“0up1Θ3

8
` 1Υ3

8
q

`m2
1m3m456m7m8k51tk12“0up1Θ4

8
` 1Υ4

8
q

`m2
1m3m4m567m8k61tk12“0up1Θ5

8
` 1Υ5

8
q

`m2
1m3m4m5m678k71tk12“0up1Θ6

8
` 1Υ6

8
qq

`
i

2
Λ10pm

2
12345m7m8m9m101tk123456“0u1Σ1

10

´m2
1m7m8m9m101tk123456“0u1Σ2

10

`m2
1m34567m8m9m101tk12“0u1Σ3

10

´m2
1m3m45678m9m101tk12“0u1Σ4

10

`m2
1m3m4m56789m101tk12“0u1Σ5

10

´m2
1m3m4m5m6789r10s1tk12“0u1Σ6

10
q

We take

M6 :“
i

2

´

m2
6k

2
61Σ1

6
´m2

1k
2
11Σ2

6

¯

´
i

4

´

m123m4m5m6p´k46qk2p1Θ1
6
` 1Υ1

6
q `m234m5m6m1k15k3p1Θ2

6
` 1Υ2

6
q

`m345m6m1m2p´k26qk4p1Θ3
6
` 1Υ3

6
q `m456m1m2m3k13k5p1Θ4

6
` 1Υ4

6
q

¯

`
i

2
m2

1m3m4m5m6p´k
2
3 ` k

2
4 ´ k

2
5 ` k

2
6q1tk12“0u
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Here, we just symmetrize the first term to

i

6

6
ÿ

j“1

p´1qjm2
jk

2
j1Σj`1

6
“ ´

i

6
pm2

1k
2
1 `m

2
3k

2
3 `m

2
5k

2
5q1Σ1

6
`
i

6
pm2

2k
2
2 `m

2
4k

2
4 `m

2
6k

2
6q1Σ2

6

and since ´k2
3 ` k

2
4 ´ k

2
5 ` k

2
6 “ 2k34k45 when k12 “ 0 on Γ6, the third term becomes

im1m2m3m4m5m6k34k451tk12“0u.

For the 8th and 10th order multipliers we just collect the terms from the above calculations.

2.6 Local well-posedness in H1pTλq of the I-system

If v P HspTλq satisfies the (2.8) equation, then Iv satisfies

(2.45) pIvqt ´ ipIvqxx “ ´IT pvq `
i

2
IQpvq

with T and Q as in (2.10). Note that while I commutes with Bt, B
2
x, it does not commute with the

nonlinear operators T and Q. As such EpIvq, is not necessarily conserved.

Proposition 2.6.1. Let w0 P H
1pTλq and δ ą 0. There exist D1 „ δ´α (for some α ą 0) and D2 ě 1

such that if }w0} 9H1pTλq ď D1, then

(2.46) }w}
X1, 12 pr0,δsˆTλq

ď D2

Proof. Here we sketch the proof of Takaoka [Tak99]. We look at the gauged version (DNLS1) and adopt
a perturbative approach:

Btv “ iB2
xv `N pvq

where N pvq “ T pvq `Qpvq, T pvq :“ ´iv2Bxv, Qpvq “ ´1
2 |v|

4v. We set up a fixed point problem for the
associated Cauchy problem with initial condition u|t“0 “ u0 P H

spRq:

ηptqvptq “ ηptqSptqv0 ´ iηptq

ż t

0
Spt´ t1qηpt1{T qNpvqpt1qdt1

where η is a compactly supported, smooth cutoff in time, ηptq “ 1 for t P r´1, 1s. Note that on´T ď t ď T ,
the above is equivalent with the integral formulation of (DNLS1). The cutoff in front of the Duhamel
term is needed for the Xs,b estimate, while the one in the integrand is used to gain the smallness T 0`

which will allow to close a contraction mapping argument.

We consider the map Γ : Xs,b Ñ Xs,b (depending on T and v0) given by

Γpvqptq :“ ηptqSptqv0 ´ iηptq

ż t

0
Spt´ t1qηpt1{T qNpvqpt1qdt1

Following the energy estimate [Tao07, Prop. 2.12, p. 103], we have

}Γpvq}Xs,b Àη,b }u0}Xs,b ` }Npvq}Xs,b´1(2.47)

}Γpvq ´ Γpṽq}Xs,b À }Npvq ´Npṽq}Xs,b´1(2.48)

Lemma 2.6.2.
}u1u2Bxu3}Xs,b´1 À }u1}Xs,b}u2}Xs,b}u3}Xs,b

}u1u2u3u4u5} À

5
ź

j“1

}uj}
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The first estimate allows to conclude that Γ is well-defined, while the second one is needed to prove
that Γ is a contraction in a ball of Xs,b.

2.7 Estimating the Λ4-term of the modified energy increment

For k “ pk1, k2, k3, k4q P Γ4pTλq, we denote Nj “ |kj |, Nij “ |ki ` kj | and tN˚j u denotes the reordering
of tNju so that N˚1 ě N˚2 ě N˚3 ě N˚4 . However, from k1 “ ´pk2 ` k3 ` k4q we deduce that we
cannot have N˚2 ! N˚1 , so N˚2 „ N˚1 . Also, we denote mj “ mpkjq “ mpNjq for 1 ď j ď 4, and for
pτ1, τ2, τ3, τ4q P Γ4pRq, we introduce the modulation notation:

σj :“ τj ` k
2
j , j “ 1, 3(2.49)

σj :“ τj ´ k
2
j , j “ 2, 4(2.50)

Note that

σ1 ` σ2 ` σ3 ` σ4 “ τ1234 ` k
2
1 ´ k

2
2 ` k

2
3 ´ k

2
4 “ pk1 ´ k2qk12 ` pk3 ´ k4qk34

“ k12pk1 ´ k2 ´ k3 ` k4q “ k12pk14 ´ k23q

“ 2k12k14

(2.51)

Let tσ˚j u denote the reordering of t|σj |u so that σ˚1 ě σ˚2 ě σ˚3 ě σ˚4 . It follows that

(2.52) |k12k14| À σ˚1 .

We recall that on Θ4 we have k12 ‰ 0 and k14 ‰ 0, while on Υ4 we have k1 “ k3 “ ´k2 “ ´k4 (and
consequently both M 1

4 and M2
4 vanish). Thus

(2.53) M4 “ C1M
1
4 ` C2M

2
41Θ4 , where C1 “ C2 “ ´

i

2

and

(2.54) M 1
4pkq “ m1m2m3m4k12k13k14 , M2

4 pkq “ m2
1k

2
1k3 `m

2
2k

2
2k4 `m

2
3k

2
3k1 `m

2
4k

2
4k2.

We want to establish the following estimate

(2.55)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
Λ4pM4; vptqq dt

ˇ

ˇ

ˇ

ˇ

À N´β`}Iv}4
X1, 12 prT,T`δsˆTλq

, v P Sper

for some β ą 0. Since M4 vanishes when N˚1 ! N , by dyadic decomposition, it suffices to show that for
some ε ą 0,

(2.56)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
Λ4pM41N˚1 „2κ ; v1ptq, v2ptq, v3ptq, v4ptqq dt

ˇ

ˇ

ˇ

ˇ

À
1

2κε
N´β`

4
ź

j“1

}Ivj}
X1, 12 prT,T`δsˆTλq

for all κ ě m, where m P N is such that 2m „ N and vj P Sper.

We fix κ, and noticing that

}Iv1}
X1, 12

“ }xτ1y
1xτ1 ` k

2
1y

1
2mpk1q pv1pτ1, k1q}L2

τ1
`2k1
,

}Iv2}
X1, 12

“ }xτ2y
1xτ2 ` k

2
2y

1
2mpk2q pv2p´τ2,´k2q}L2

τ2
`2k2
“ }xτ2yx´τ2 ` k

2
2y

1
2mpk2q pv2pτ2, k2q}L2

τ2
`2k2
,

we introduce wjpt, xq (1 ď j ď 4) defined by

(2.57) xwjpτj , kjq “ xkjyxσjy
1
2 mj pvjpτj , kjq
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Hence, (2.56) becomes

(2.58)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
Λ4pĂM41N˚1 „2κ ;w1ptq, w2ptq, w3ptq, w4ptqq dt

ˇ

ˇ

ˇ

ˇ

À

ˆ

1

2κ

˙ε

N´β`
4
ź

j“1

}wj}L2
t,xpRˆTλq

where
ĂM4 “

M4
ś4
j“1mjxkjyxσjy

1
2

“ C1
ĂM 1

4 ` C2
ĄM2

4

The Xs,b spaces don’t behave nicely with respect to sharp cut-offs in time, therefore we need to write
1rT,T`δs “ aptq ` bptq with one of them smooth and the other rough but with small support. Using the

shorthand notation ĆM4,κ instead of ĂM41N˚1 „2κ (and M4,κ instead of M41N˚1 „2κ), we write

ż T`δ

T
Λ4pĆM4,κ;w1ptq, w2ptq, w3ptq, w4ptqq dt

“

ż

R
1rT,T`δsptqΛ4pĆM4,κ;w1ptq, w2ptq, w3ptq, w4ptqq dt

“

ż

R
Λ4pĆM4,κ; aptqw1ptq, w2ptq, w3ptq, w4ptqqdt `

ż

R
Λ4pĆM4,κ; bptqw1ptq, w2ptq, w3ptq, w4ptqqdt

(2.59)

where aptq “ 1rT,T`δs ˚ η2´100κptq is the smoothed out version 2 of the indicator function of rT, T ` δs and
bptq is defined by

(2.60) 1rT,T`δsptq “ aptq ` bptq.

We have that

(2.61) piq }aptq}
H

1
2`

t

À 2p0`qκ ; piiq }bptq}L2
t
À 2´50κ

Indeed, let ε ě 0. Since a is supported on frequencies À 2100κ, by Plancherel we have

}|Bt|
1
2
`εaptq}L2

t
À 2p100κqp 1

2
`εqp2´100κq

1
2 „ 2p100εqκ ,

and we easily have }aptq}L2
t
À pδ ` 2´100κq À 2p100εqκ provided κ is large enough. Thus }aptq}

H
1
2`ε

t

À

2p100εqκ. Note that the graph of |bptq| consists of two “bumps” of height at most 1 centered at T and T `δ
concentrated on intervals of length „ 2´100κ, and therefore }bptq}2

L2
t
À 2´100κ.

Assumptions and shorthand notation. Due to the multi-linearity of expressions of the form

ż

R
Λ4pM,w1ptq, w2ptq, w3ptq, w4ptqq dt “

ż

τ1234“0

1

λ3

ÿ

k1234“0

Mpkqxw1pτ1, k1qxw2pτ2, k2qxw3pτ3, k3qxw4pτ4, k4q

we can assume without loss of generality that the time-space Fourier transforms xwj (and equivalently pvj
and pvj provided (2.57) is in place) are real and nonnegative. Also, we’ll use the shorthand notation

ş

˚

instead of
ş

τ1234“0 dτ1dτ2dτ3
ř

k1234“0.

The bptq-term of (2.59) has fast decay in N as quantified by the following lemma.

Lemma 2.7.1. We have |M4,κ| À 23κ and therefore

(2.62)

ˇ

ˇ

ˇ

ˇ

ż

R
Λ4pM4; bptqv1ptq, v2ptq, v3ptq, v4ptqqdt

ˇ

ˇ

ˇ

ˇ

À N´47`
4
ź

j“1

}Ivj}
X1, 12

2ηεptq “ ε´1ηpt{εq is the L1-invariant ε-scaling of η P SpRq
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Proof. We have |M 1
4pkq| À |k12| |k13| |k14| À pN

˚
1 q

3 and since |m2
1k

2
1k3| ď N2

1N3 ď pN
˚
1 q

3 (and its symmet-
ric analogues), we get |M4,κpkq| À 23κ for all k P Γ4pTλq. Here, we assume without loss of generality that
xbv1, pv2 are real and nonnegative.

LHS(2.62) “

ˇ

ˇ

ˇ

ˇ

ˇ

ż

R

1

λ3

ÿ

k1234“0

M4,κpkqbptq pv1pt, k1q pv2pt, k2q pv3pt, k3q pv4pt, k4q dt

ˇ

ˇ

ˇ

ˇ

ˇ

“
1

λ3

ˇ

ˇ

ˇ

ˇ

ż

˚

M4,κpkqxbv1pτ1, k1q pv2pτ2, k2q pv3pτ3, k3q pv4pτ4, k4q

ˇ

ˇ

ˇ

ˇ

À
23κ

λ3

ż

˚

xbv1pτ1, k1q pv2pτ2, k2q pv3pτ3, k3q pv4pτ4, k4q

À 23κ

ż

R

ż

Tλ
|bptqv1pt, xq| |v2pt, xq| |v3pt, xq| |v4pt, xq| dxdt

By applying the L2
t,xL

6
t,xL

6
t,xL

6
t,x-Hölder inequality, then the Strichartz inequalities (Lemma 2.3.2(1) and

(2.21)), and finally the smoothing property (2.33) of I in the form }vj}X0,b À }Ivj}X1´s,b , we further get

LHS(2.62) À 23κ}bv1}L2
t,x
}v2}L6

t,x
}v3}L6

t,x
}v4}L6

t,x

ď 23κ}bptq}L2
t
}v1}L8t L

2
x
}v2}L6

t,x
}v3}L6

t,x
}v4}L6

t,x

À 2´47κ}v1}
X0, 12`

}v2}
X0`, 12

}v3}
X0`, 12

}v4}
X0`, 12

À
1

N47´

1

247´pκ´mq
}v1}

X0, 12`
pN˚1

0`
q3}v2}

X0, 12
}v3}

X0, 12
}v4}

X0, 12

À N´47` 1

2pκ´mqp47´q

4
ź

j“1

}Ivj}
X1, 12`

Summing over κ Á m, yields (2.62).

The analysis of the aptq-term of (2.59) is more involved and requires better point-wise estimates on
the multiplier M4,κ. We now recall the estimates that work in the non-periodic setting.

Lemma 2.7.2 ([CKS`01, Lemma 6.1]). We have

1. If N˚3 „ N˚1 , then |M4,κpkq| À N´1

ˆ

N

2κ

˙
1
10

xk12k14y
1
2

4
ź

j“1

xkjymj

2. If N˚3 ! N˚1 , then |M4,κpkq| À N´1

ˆ

N

2κ

˙
1
10

N˚1

4
ź

j“1

xkjymj.

The first item above can be used in the periodic setting, however the second estimate is too loose and
since in the periodic case the bilinear improvement to Strichartz’s estimate (see [CKS`01, Lemma 7.1])
doesn’t hold, we cannot write the estimate on the Λ4 term by a simple parallel to the non-periodic case.

Remark 2.7.3. If N˚3 „ N˚1 , by using the pointwise estimate of Lemma 2.7.2 and xk12k14y À xσ
˚
1 y, we

have
ˇ

ˇ

ˇ

ˇ

ż

R
Λ4pĆM4,κ;w1ptq, w2ptq, w3ptq, w4ptqqdt

ˇ

ˇ

ˇ

ˇ

À N´1

ˆ

N

N˚1

˙
1
10
ż

τ1234“0

1

λ3

ÿ

k1234“0

xk12k14y
1
2

ś4
j“1xσ

˚
j y

1
2

4
ź

j“1

xwjpτj , kjq dτ1dτ2dτ3

À N´1

ˆ

N

N˚1

˙
1
10
ż

˚

xw1pτ1, k1q

4
ź

j“2

xwjpτj , kjq

xσ˚j y
1
2

(2.63)
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Then, taking uj so that pujpτj , kjq “
xwjpτj ,kjq

xσ˚j y
1
2

, we further have

(2.64)

ż

˚

xw1pτ1, k1q

4
ź

j“2

xwjpτj , kjq

xσ˚j y
1
2

„

ż

R

ż

Tλ
w1u2u3u4 dx dt

It turns out that the decay obtained in the periodic case for the Λ4 term of the increment of EpIvq
is not as fast as in the real-line case: we get N´1{2` rate of decay, as compared to N´1` (see [CKS`01,
Lemma 6.1]). We also show that this rate of decay of the Λ4-term of (2.83) is sharp, see Remark 2.7.7
and Remark 2.7.8 below.

Lemma 2.7.4 (refined pointwise estimate in the periodic setting).

For any 0 ă ε ă 1
2 and k P Γ4pTλq, we have

|ĆM4,κpkq| À N´
1
2
`ε 1

2κε
1

ś4
j“2xσ

˚
j y

1
2

This result is the prerequisite of Lemma 2.7.5 below. We point out the conceptual strategy in this
proof: namely, we use xσ˚1 y

1
2 to cancel derivatives from the numerator of ĂM4. Also, we point out that we

use the crude lower bounds xN˚3 y ě 1, xN˚4 y ě 1 which renders an estimate that is non-optimal in λ as
compared to what we obtain in Lemma ??.

Proof. Case 1: N˚3 „ N˚1 . We have |M 1
4,κ| ď xσ

˚
1 yN

˚
1m1m2m3m4 and so

|M 1
4,κ| À

xσ˚1 y
1
2N˚1

xN˚1 y
3xN˚4 y

1
ś4
j“2xσ

˚
j y

1
2

À
N˚1

2

xN˚1 y
3

1
ś4
j“2xσ

˚
j y

1
2

À
1

N1´εN˚1
ε

1
ś4
j“2xσ

˚
j y

1
2

To estimate M2
4,κ we need to separate the analysis between the cases when all modes have comparable

sizes or not.

Subcase 1”.1: N˚4 „ N˚1 . We write M2
4,κ “ fp0q ´ fpk12q ` gp0q ´ gpk12q, where

fphq “ mpk1 ´ hq
2pk1 ´ hq

2pk3 ` hq , gphq “ mpk3 ` hq
2pk3 ` hq

2pk1 ´ hq.

By the mean-value theorem, we get

|m2
1k

2
1k3`m

2
2k

2
2k4| “ |fp0q´fpk12q| ď |k12| |f

1phf q| , |m2
3k

2
3k1`m

2
4k

2
4k2| “ |gp0q´gpk12q| ď |k12| |g

1phgq|

for some hf , hg between 0 and k12. We have

|f 1phf q| À |m
1pk1´hf q|mpk1´hf q|k1´hf |

2|k3`hf |`mpk1´hf q
2|k1´hf ||k3`hf |`mpk1´hf q

2|k1´hf |
2

and since |m1phq| À 1
|h|mphq for any h and mphq2|h| À mpN1q

2N1 for h “ OpN1q, we deduce

|f 1phf q| À mpk1 ´ hf q
2|k1 ´ hf ||k3 ` hf | `mpk1 ´ hf q

2|k1 ´ hf |
2 À mpN1q

2N2
1

Similarly, |g1phgq| À mpN1q
2N2

1 and therefore |M2
4,κ| À mpN1q

2N2
1 |k12|. Without loss of generality we can

assume |k12| ě |k14| (otherwise we work with fp0q ´ fpk14 “ m2
1k

2
1k3 `m

2
4k

2
4k2 and the analogue for the

g-terms, so that the argument is identical). We thus estimate σ˚1 Á |k12| and since mpN1qN1 Á 1,

|ĆM2
4,κ| À

|k12|

mpN1q
2N2

1

1
ś4
j“1xσjy

1
2

À
1

mpN1q
2N2

1

1
ś4
j“2xσ

˚
j y

1
2

À
1

mpN1qN1

1
ś4
j“2xσ

˚
j y

1
2

.

Subcase 1”.2: N˚4 ! N˚1 . Using the fact that ξ ÞÑ mpξq2ξ2 is increasing, we easily estimate |M2
4,κ| À
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mpN1q
2N3

1 and σ˚1 Á |k12| |k14| „ N2
1 . Therefore

|ĆM2
4,κ| À

mpN1q
2N3

1

mpN1q
3N3

1mpN4qxN4yN1

1
ś4
j“2xσ

˚
j y

1
2

À
1

mpN1qN1

1
ś4
j“2xσ

˚
j y

1
2

Common to the two subcases, due to N1 Á N we have mpN1qN1 „ N1´sN s´ε
1 N ε

1 Á N1´εN˚1
ε.

Therefore, we get

|ĆM2
4,κ| À N´1`ε 1

N˚1
ε

1
ś4
j“2xσ

˚
j y

1
2

Case 2: N˚3 ! N˚1 . As in Case 1, we estimate separately the contributions of ĆM 1
4,κ and ĆM2

4,κ, for each
distinguishing between the situations of the largest two frequencies having the same or different parity.

Subcase 2’.1: N1 „ N3 " N2, N4. Then |k12| „ N1, |k14| „ N1 and |k13| “ |k24| ď N2 ` N4 ! N3,
and therefore xσ˚1 y Á |k12k14| „ N2

1 . Consequently,

|ĆM 1
4,κ| “

|k12k13k14|
ś4
j“1xkjyxσjy

1
2

À
N2

1 |k24|

N1xN2yN3xN4y

1
ś4
j“1xσjy

1
2

À
|k24|

xN2yxN4y

1

N1

1
ś4
j“2xσ

˚
j y

1
2

À
1

N1

1
ś4
j“2xσ

˚
j y

1
2

À
1

N1´ε

1

N˚1
ε

1
ś4
j“2xσ

˚
j y

1
2

(2.65)

Subcase 2’.2: N2 „ N4 " N1, N3. It is analogous to the subcase 2’.1.

Subcase 2’.3: N1 „ N2 " N3, N4. Then |k12| “ |k34| ď N3 ` N4 ! N1, |k14| „ N1, |k13| „ N1, and
therefore xσ˚1 y Á N1|k34|. It follows that

|ĆM 1
4,κ| À

N2
1 |k34|

N1N2xN3yxN4y

1

N
1
2

1 |k34|
1
2

1
ś4
j“2xσ

˚
j y

1
2

À
|k34|

1
2

xN3yxN4y

1

N
1
2

1

1
ś4
j“2xσ

˚
j y

1
2

À
1

N
1
2
´ε

1

N˚1
ε

1
ś4
j“2xσ

˚
j y

1
2

(2.66)

Subcase 2’.4: N1 „ N4 " N2, N3. It is analogous to the subcase 2’.3.

Subcase 2”.1: N1 „ N3 " N2, N4. We can write M2
4

13 :“ mpk1q
2k2

1k3 `mpk3q
2k2

3k1 “ fp0q ´ fpk24q,
where fphq “ mpk1 ` hq2pk1 ` hq2pk3 ` hq. By the Mean-Value Theorem, we have |fp0q ´ fpk24q| ď

|k24| |f
1phq| for some h between 0 and k24 (hence |h| ď |k24| ! N1). Then |m1pk1`hq| À

1
|k1`h|

mpk1`hq „
1
N1
mpN1q, , and thus

|f 1phq| À
1

N1
mpN1q

2N2
1N3 `mpN1q

2N1N3 `mpN1q
2N2

1 À mpN1q
2N2

1

For M2
4

24 :“ mpk2q
2k2

2k4`mpk4q
2k2

4k2 “ gp0q´gpk24q, we take gphq “ mpk2´hq
2pk2´hq

2pk4´hq. We
have |gp0q´gpk24q| ď |k24| |g

1phq| À for some h between 0 and k24, and since |m1pk2´hq| À
1

|k2´h|
mpk2´hq,

|k2 ´ h| „ N1, k4 ´ h| ! N1, we also have

|g1phq| À |m1pk2 ´ hq|mpk2 ´ hq|k2 ´ h|
2|k4 ´ h| `mpN1q

2N1|k4 ´ h| `mpN1q
2N2

1 À mpN1q
2N2

1 .

Therefore |M2
4,κ| ď |fp0q ´ fpk24q| ` |gp0q ´ gpk24q| À |k24|mpN1q

2N2
1 and using σ˚1 Á |k12k14| „ N2

1

we get

|ĆM2
4,κ| “

ˇ

ˇ

ˇ

ˇ

ˇ

M2
4,κ

ś4
j“1mjxkjyxσjy

1
2

ˇ

ˇ

ˇ

ˇ

ˇ

À
|k24|m

2
1N

2
1

m2
1m2m4N2

1 xN2yxN4y

1
ś4
j“1xσ

˚
j y

1
2

À
|k24|

m2m4xN2yxN4yN1

1
ś4
j“2xσ

˚
j y

1
2
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If N2 Á N and N4 ! N , then |k24| „ N2, m2 „

´

N
N2

¯1´s
, m4 “ 1 and so

|k24|

m2m4xN2yxN4yN1
À

N2
1´s

N1´sxN4yN
1´ε
1 N ε

1

À
N1´s

1

N1´sN1´ε
1

1

N˚1
ε „

N ε´s
1

N1´s

1

N˚1
ε À

N ε´s

N1´s

1

N˚1
ε „ N´1`ε 1

N˚1
ε

The case N4 Á N and N2 ! N is analogous due to the symmetry in k2, k4 of the left hand side above.
If N2 Á N and N4 Á N , without loss of generality we may assume N2 ě N4 and therefore we have

|k24| À N2, m2 „

´

N
N2

¯1´s
, m4 „

´

N
N4

¯1´s
and so

|k24|

m2m4xN2yxN4yN1
À

N2N
1´s
2 N1´s

4

N2´2sN2N4N
1´ε
1

1

N ε
1

À
N1´s

2 N´s4

N2´2sN1´ε
1

1

N˚1
ε À

N1´s
1 N´s

N2´2sN1´ε
1

1

N˚1
ε

À
N ε´s

1

N2´s

1

N˚1
ε À

N ε´s

N2´s

1

N˚1
ε “ N´2`ε 1

N˚1
ε

Subcase 2”.2: N1 „ N2 " N3, N4. We can write M2
4

12 :“ mpk1q
2k2

1k3 ` mpk2q
2k2

2k4 “ fp0q ´
fpk34q, where fphq “ mpk1 ` hq2pk1 ` hq2pk3 ´ hq. By the Mean-Value Theorem, we have |fp0q ´
fpk34q| ď |k34| |f

1phq| for some h between 0 and k34 (hence |h| ď |k34| ! N1). We estimate |m1pk1 ` hq| À
1

|k1`hq|
mpk1 ` hq „

1
N1
mpN1q and thus

|f 1phq| À |m1pk1 ` hq|mpN1qN
2
1N3 `mpN1q

2N2
1 À mpN1q

2N1N3 `mpN1q
2N2

1 À mpN1q
2N2

1 .

Using σ˚1 Á |k34|N1, it follows that

|
Č

M2
4,κ

12
| “

ˇ

ˇ

ˇ

ˇ

ˇ

M2
4

12

ś4
j“1mjxkjyxσjy

1
2

ˇ

ˇ

ˇ

ˇ

ˇ

À
m2

1N
2
1 |k34|

m2
1m3m4N2

1 xN3yxN4y

1
ś4
j“1xσjy

1
2

À
|k34|

1
2

m3m4xN3yxN4yN
1
2

1

1
ś4
j“2xσ

˚
j y

1
2

If N3 Á N and N4 ! N , then |k34| „ N3, m3 „

´

N
N3

¯1´s
, m4 “ 1 and so

|k34|
1
2

m3m4xN3yxN4yN
1
2

1

À
N

1
2
´s

3

N1´sxN4y

1

N
1
2
´ε

1

N˚1
ε À

N
1
2
´s

N1´sN
1
2
´ε

1

N˚1
ε „ N´1`ε 1

N˚1
ε .

The case N4 Á N and N3 ! N is analogous due to the symmetry in k3, k4 of the left hand side above.
If N3 Á N and N4 Á N , without loss of generality we may assume N3 ě N4 and therefore we have

|k34| À N3, m3 „

´

N
N3

¯1´s
, m4 „

´

N
N4

¯1´s
and so

|k34|
1
2

m3m4xN3yxN4yN
1
2

1

À
N

1
2
`1´s

3 N1´s
4

N2´2sxN3yxN4yN
1
2

1

À
N

1
2
´s

3 N´s4

N2´2sN
1
2

1

À
N

1
2
´sN´s

N2´2sN
1
2
´ε

1

N˚1
ε „ N´2`ε 1

N˚1
ε

Therefore

|
Č

M2
4,κ

12
| À N´1`ε 1

2εκ
1

ś4
j“2xσ

˚
j y

1
2

For M2
4,κ

34 :“ mpk3q
2k2

3k1 `mpk4q
2k2

4k2 “ gp0q ´ gpk34q, where gphq “ mpk3 ´ hq
2pk3 ´ hq

2pk1 ` hq,
we have

|g1phq| À |m1pk3´hq|mpk3´hq|k3´h|
2N1`mpk3´hq

2|k3´h|N1`mpk3´hq
2|k3´h|

2 À mpN˚4 q
2N˚3N

˚
1

and thus

|
Č

M2
4,κ

34
| ď

|k34| |g
1phq|

ś4
j“1mjxkjyxσjy

1
2

À
|k34|

1
2mpN˚4 q

mpN˚1 qmpN
˚
2 qmpN

˚
3 qN

˚
2 xN

˚
4 yN

˚
1

1
2

1
ś4
j“2xσ

˚
j y

1
2

.
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We further estimate

|k34|
1
2mpN˚4 q

mpN˚1 qmpN
˚
2 qmpN

˚
3 qN

˚
2N

˚
4N

˚
1

1
2

À
N˚3

1
2 ¨ 1

´

N
N˚1

¯2´2s ´
N
N˚3

¯1´s
N˚1

3
2

À
N˚1

1
2
´2sN˚3

3
2
´s

N3´3s
À
N˚1

3
2
´s

N˚1
5
2
´s
À

1

N1´εN˚1
ε .

which gives

|
Č

M2
4,κ

34
| À N´1`ε 1

2εκ
1

ś4
j“2xσ

˚
j y

1
2

.

The contribution of the aptq-term will follow from the following lemma, the algebra property of the

H
1
2 pTλq space and the estimate on }aptq}

H
1
2`

t

.

Lemma 2.7.5.

(2.67)

ˇ

ˇ

ˇ

ˇ

ż

R
Λ4pM4,κ; v1ptq, v2ptq, v3ptq, v4ptqqdt

ˇ

ˇ

ˇ

ˇ

À λ0`N´
1
2
` 1

2εκ

4
ź

j“1

}Ivj}
X1, 12

Proof. With the functions defined by (2.57), the above (2.67) is equivalent with

(2.68)

ˇ

ˇ

ˇ

ˇ

ż

R
Λ4pĆM4,κ;w1ptq, w2ptq, w3ptq, w4ptqqdt

ˇ

ˇ

ˇ

ˇ

À λ0`N´
1
2
` 1

2εκ

4
ź

j“1

}wj}L2
x,t
.

Without loss of generality we assume that xwj are real and nonnegative, and also that σ˚j “ σj , 1 ď j ď 4.

Then, using Lemma 2.7.4 and considering uj defined by puj “
xwj

xσjy
1
2

(j “ 2, 3, 4), we have

LHS(2.68) À
1

λ3

ż

˚

|ĆM4,κ|xw1pτ1, k1qxw2pτ2, k2qxw3pτ3, k3qxw4pτ4, k4q

À N´
1
2
`ε 1

2κε
1

λ3

ż

˚

xw1pτ1, k1qxu2pτ2, k2qxu3pτ3, k3qxu4pτ4, k4q

„ N´
1
2
`ε 1

2κε

ˇ

ˇ

ˇ

ˇ

ż

R

ż

Tλ
w1pt, xqu2pt, xqu3pt, xqu4pt, xq dx dt

ˇ

ˇ

ˇ

ˇ

(2.69)

Applying the L2
x,tL

6
x,tL

6
x,tL

6
x,t–Hölder inequality and then three times the L6–Strichartz inequality (2.21),

we obtain
ˇ

ˇ

ˇ

ˇ

ż

R

ż

Tλ
w1pt, xqu2pt, xqu3pt, xqu4pt, xq dx dt

ˇ

ˇ

ˇ

ˇ

ď }w1}L2
x,t
}u2}L6

x,t
}u3}L6

x,t
}u4}L6

x,t

À λ3p0`q}w1}L2
x,t
}u2}

X0`, 12
}u3}

X0`, 12
}u4}

X0`, 12

À λ0`N˚1
3δ
}w1}L2

x,t
}u2}

X0, 12
}u3}

X0, 12
}u4}

X0, 12

„ λ0`23δκ}w1}L2
x,t
}w2}L2

x,t
}w3}L2

x,t
}w4}L2

x,t

(2.70)

Choosing ε “ 4δ and some 0 ă δ ! 1, (2.69) and (2.69) imply

LHS(2.68) À λ0`N´
1
2
` 1

2δκ

4
ź

j“1

}wj}L2
x,t
.
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Proposition 2.7.6 (multilinear estimate for Λ4).

(2.71)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
Λ4pM4; vptqq dt

ˇ

ˇ

ˇ

ˇ

À λ0`N´
1
2
`}Iv}4

X1, 12 prT,T`δsˆTλq

Proof. Since 2κ “ N˚1 ě N˚j , by summing over all dyadics N˚1 ě N˚2 ě N˚3 ě N˚4 , it follows from
Proposition ??, that

Remark 2.7.7. The decay N´
1
2 is optimal for the Λ4-term in the periodic setting, as compared to the

analogous result on R where we can get β “ 1.

Indeed, let the dyadic numbers Nj “ |kj |, 1 ď j ď 4 in the following relation:

N1 „ N2 Á N " N3 " N4

and consider the functions fj defined by

pfjpkj , τjq “ 1p´1qj´1Nj pkjq1|σj |ď1pτjq , j “ 2, 3, 4

and taking into account that k1234 “ 0 which forces k1 and k2 to have opposite signs and by (2.51),
|σ1 ´ 2k12k14| “ |σ2 ` σ3 ` σ4|, we define f1 as

pf1pk1, τ1q “ 1N1pk1q1|σ1´2N12N14|ď1pτ1q.

Remark 2.7.8. We cannot expect cancelation in the M4 multiplier due to the constants C1 “ 4i and
C2 “ ´

1
2 i. Indeed, consider the case when

N1 „ N2 " N , N12 “ N34 „ 1 and N3 À N

Then m3 “ m4 “ 1 and

4M 1
4 „ 4m2

1N
2
1N3 ,

1

2
M2

4 “ m2
1N

2
1N3 `N1N

2
3 .

Since m2
1N

2
1N3 „ N2´2sN2s

1 N3 and 2s ą 1, it is clear that m2
1N

2
1N3 " N1N

2
3 .

2.8 Global well-posedness using the first generation almost conserved
energy

Here we present a generic/prototype argument for obtaining the GWP of (DNLS). We assume that N´
1
2
`

is the fastest decay of the increment of EN pvq, i.e. the remaining terms involving Λ6,Λ8,Λ10 in (2.83)
have estimates with the same rates of decay in N as the Λ4 term:

(2.72)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
ΛnpMn; vptqq dt

ˇ

ˇ

ˇ

ˇ

À N´
1
2
`}Iv}4

X1, 12 prT,T`δsˆTλq
for n “ 4, 6, 8, 10.

Here we proceed with the proof of the global well-posedness of the gauged DNLS (2.8) corresponding to
this decay rate.

Theorem 2.8.1. Let s ą 3
4 and let w0 P H

spTq with }w0}L2
xpTq small enough. If T ą 0 and w is a solution

of (2.10) on r0, T s, then there exists C “ Cp}w0}HspTq, T q ą 0 such that

sup
tPr0,T s

}wptq} 9HspTq ď C.
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Proof. By (2.34), we have }BxIw
λ
0 }L2pTλq “ }Iw

λ
0 } 9H1pTλq À N1´s}wλ0 }HspTλq, where wλ0 pxq “ λ´

1
2w0pλ

´1xq.

We have xwλ0 pkq “ λ
1
2
xw0pλkq and

}wλ0 } 9HspTλq “ λ
1
2 } |k|sw0pλkq}`2k

“ } |
1

λ
ξ|sw0pξq}`2ξ

“ λ´s} |ξ|sw0pξq}`2ξ
“ λ´s}w0} 9HspTq

Thus

(2.73) }BxIw
λ
0 }L2

xpTλq ď c
N1´s

λs
}w0} 9HspTq

(while }Iwλ0 }L2pTλq ď }w
λ
0 }L2pTλq “ }w0}L2pTq). By choosing λ ą 0 so that N1´s

λs „ 1, or equivalently

(2.74) λ „ N
1´s
s

we have 1 À λ À N (provided 1
2 ď s ď 1) and }Iwλ0 } 9H1pTλq À 1.

With C1 ą 0 to be chosen later, suppose that EpIwλpt0qq ď 2C1. Then, by Gagliardo-Nirenberg
inequality, we have }Iwλpt0q} 9H1pTλq À EpIwλpt0qq. By Proposition 2.6.1, for δ “ 1 there exists D1 ą 0
and D2 ě 1 such that

}Iwλpt0q}H1pTλq ď D1 ñ }Iwλ}
X1, 12 prt0,t0`1sˆTλq

ď D2 .

With these preparations, we can begin arguing by induction. Fix T ą 0 and take j˚ “ rTλ2s. Hence

(2.75) j˚ „ Tλ2.

If C1 is chosen so that EpIwλ0 p0qq ď C1 ď 2C1, by the observation above we get }Iwλ}
X1, 12 pr0,δsˆTλq

ď

D2. Then, by Proposition ?? and Lemma ?? we have

EpIwλpδqq ď EpIwλp0qq ` cλ0`N´
1
2
`D10

2 .

We impose that cλ0`N´
1
2
`D10

2 ď C1.

For the next step, note that we have EpIwλpδqq ď 2C1 and by the above argument }Iwλ}
X1, 12 prδ,2δsˆTλq

ď

D2. The modified energy increment is estimated by

EpIwλp2δqq ď EpIwλpδqq ` cλ0`N´
1
2
`D10

2 ď EpIwλp0qq ` 2cλ0`N´
1
2
`D10

2 .

We impose that 2cλ0`N´
1
2
`D10

2 ď C1.

Inductively, we get

EpIwλpj˚δqq ď EpIwλp0qq ` j˚cλ
0`N´

1
2
`D10

2 .

We impose that j˚cλ
0`N´

1
2
`D10

2 ď C1. In particular, since j˚δ ą Tλ2 we get EpIwλpTλ2qq ď 2C1 and
by Gagliardo-Nirenberg inequality, we thus have }Iwλ} 9H1pTλq

À C1

Now note that the choice of C1 asks for j˚λ
0`N´

1
2
` „ 1, or equivalently

(2.76) j˚ „ λ0´N
1
2
´

From (2.74), (2.75) and (2.76), we get T „ N p2`q
s´1
s N

1
2
´ which can be taken arbitrarily large if and

only if 5
2 ´

2
s ą 0, or equivalently s ą 4

5 .

Remark 2.8.2. By using the bi-linear estimate (2.29) in the proof of Lemma 2.7.5 we can get λ´
1
2
`N´

1
2
`

decay on the increments of the almost conserved energy, hence obtaining global well-posedness in H
3
4
`pTq.

We go here only through the numerology involved. Essentially we want to cover the interval r0, λ2T s
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with j intervals of length δ, hence jδ „ λ2T where δ is given by the local well-posedness theory for the
I-system.

From the inductive step, we require that jλ´
1
2
`N´

1
2
` „ C1, hence j „ λ

1
2
´N

1
2
´.

So λ2T „ j „ λ
1
2
´N

1
2
´ and thus T „ N p

3
2
`q s´1

s N
1
2
´ which goes to infinity if and only if 2´ 3

2s ą 0
or equivalently s ą 3

4 .

Notice that even this regularity threshold is not as good as the threshold obtained with the first
generation of the I-method (see [CKS`01]) in the non-periodic setting where was obtained s ą 2

3 .

Theorem 2.8.3. The gauged DNLS (2.10) is globally well-posed in HspTq for s ą 4
5 , provided that the

initial data has mass smaller than 2
?

2.

2.9 The I-method in a nutshell

1. Prescribe T ą 0 (arbitrary time of existence to be reached by the solutions of DNLS, or equivalently
of a gauged DNLS) and let u0 P H

spTq be an initial datum with Mpu0q ă δ.

Note that we need to apply the gauge, i.e. vptq :“ G1puptqq in order to deal with the cubic derivative-
nonlinearity. The goal is to establish (2.1), i.e. to show that suptPr0,T s }vptq}Hs

xpTq is finite.

2. Apply the smoothing operator I (with parameter N) to obtain the I-system. Even though v0 R H
1,

the smoother object Iv0 belongs to H1.

3. Use the natural scaling of the equation, namely vλpt, xq “ λ´1{2vp t
λ2
, xλq to ensure that }Iv} 9H1 ď D,

where D is a fixed threshold that ensures the same time of existence (i.e. „ 1) for the solution Iv
of the I-system.

4. At each iteration, invoke the local well-posedness of the I-system and note that the modified energy
EN does not increase much and, in fact, in collaboration with its control of the 9H1-norm of Iv,
maintains }Iv} 9H1 ď D at all times.

5. Impose a doubling condition on the growth of EN on r0, T s and determine the condition on the
choice of N that allows T to be as large as prescribed. For such a choice of N , the I-operator acts
as an identity on r0, T s, and thus EN pvptqq “ Epvptqq for t P r0, T s. Since }v} 9H1 is controlled by
Epvq and Epvq stays finite, we certainly have (2.1).

6. Finally, use the bi-continuity of the gauge transform G1 to migrate the result to the original (DNLS).
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2.10 Refinement of the I-method

We modify further the expression of the (almost conserved) energy by taking

(2.77) E2
N pvq :“ EpIvq ` Λ4pσ4; vq

where the “correction” multiplier σ4 is taken so that when we compute BtE2pvq, the lowest order term
is Λ6pM

2
6 ; vq (i.e. a 6th order as opposed to a 4th order multilinear form that appeared in the first

generation). We recall that

BtEpIvptqq “
ÿ

j“t4,6,8u

ΛjpMj ; vptqq

with Mj ’s given by Proposition 2.5.3. By (2.38), we have

BtΛ4pσ4; vptqq “ iΛ4pσ4

4
ÿ

j“1

p´1qjk2
j ; vptqq ´ iΛ6p

4
ÿ

j“1

X2
j pσ4qkj`1p1Θj6

` 1
Υj6
qpkq; vptqq

Set α4pkq :“ k2
1 ´ k

2
2 ` k

2
3 ´ k

2
4 and define σ4pkq so that M4 ´ iσ4α4 “ 0 or equivalently

(2.78) σ4 :“ ´i
M4

α4

Notice that for k P Γ4 we have α4pkq “ 2k12k14 and therefore

σ4pkq “ ´
1

4
pσ14 ` σ

2
4q

where

σ14pkq :“ m1m2m3m4k13(2.79)

σ24pkq :“
m2

1k
2
1k3 `m

2
2k

2
2k4 `m

2
3k

2
3k1 `m

2
4k

2
4k2

k12k14
1Θ4(2.80)

Therefore, by (2.77) and (2.44), our second generation modified energy is

E2
N pvq “ Λ2pm

2
1k

2
1q ´

1

4
Λ4pσ

2
4q

From this construction, we have that

BtE2
N pvptqq “

ÿ

j“t6,8u

ΛjpM
2
j ; vptqq

where we can easily track down the multipliers

M2
6 “M6 ´ i

4
ÿ

j“1

X2
j pσ4qkj`1p1Θj6

` 1
Υj6
q(2.81)

M2
8 “M8 `

i

2

4
ÿ

j“1

p´1qj´1X4
j pσ4q1Σj8

(2.82)

and so we obtain the analogue of Proposition 2.5.3 as follows.

Proposition 2.10.1. Suppose vptq P HspTλq for all t and let δ ą 0. Then:

(2.83) E2
N pvpT ` δqq ´ E2

N pvpT qq “

ż T`δ

T

“

Λ6pM
2
6 ; vq ` Λ8pM

2
8 ; vq

‰

dt
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where the multipliers M2
j : Γj Ñ C are given by (2.81) and (2.82).

2.11 Estimating increments of the second generation almost conserved
energy

Lemma 2.11.1. For every k “ pk1, . . . , knq P ΓnpTλq, we have

1. |M2
6 | À pmpN1qN1q

2, and if in addition N3 ! N , then |M2
6 | À N1N3;

2. |M2
8 | À mpN1q

2N1,

where N1, . . . , Nj denote a decreasing rearrangement (i.e. N1 ě N2 ě . . .) of n1 “ |k1|, . . . , nj “ |kj |. If
N1 ! N , then both multipliers M2

6 and M2
8 vanish.

Proof. See Lemma 6.4 and Lemma 6.6 in [CKS`02].

Proposition 2.11.2.

(2.84)

ˇ

ˇ

ˇ

ˇ

ż

R
Λ6pM6; v1, v2, v3, v4, v5, v6q

ˇ

ˇ

ˇ

ˇ

À λ´1`N´1`
6
ź

j“1

}Ivj}
X1, 12 pRˆTλq

Proof. We introduce the functions wj defined by

xwjpτj , kjq “ mpkjqxkjyxσjy
1
2
pvjpτj , kjq, with σj :“ τj ` k

2
j , if j is odd

xwjpτj , kjq “ mpkjqxkjyxσjy
1
2 pvjpτj , kjq, with σj :“ τj ´ k

2
j , if j is even

It follows that }Ivj}
X1, 12

“ }wj}L2
t,x

for all j. Also, it is useful to have

pfj :“
xwj

xσjy
1
2

, pgj :“
xwj

xkjy
1
2 xσjy

1
2

so that }fj}
X0, 12

“ }wj}L2
t,x

and }gj}
X

1
2 ,

1
2
“ }wj}L2

t,x
for all j.

We use Littlewood-Paley decomposition:

wj “
ÿ

nj

Pnjwj

and in the sequel we assume wj “ Pnjwj . Without loss of generality, we can assume that for all j’s, xwj
is real-valued and non-negative. To assume summability over all dyadics N1 ě N2 ě . . . ě N6 we usually
ensure a factor of

1

N0`
1

˜

À

6
ź

j“1

1

N0`
j

¸

on the right hand side of the estimates. However, in one of the sub-cases that we discuss below, we need
to make use of a trick similar to one used by Bourgain (see sub-case (a.2) below).

As in the Euclidean setting, we distinguish three cases:

(a) N4 Á N

(b) N3 Á N " N4

(c) N2 Á N " N3
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This is a partition over of the entire frequency space taking into account that we must have N1 „ N2 Á N
(while in the case N1 ! N , we have no contribution since M6 vanishes). We denote

I6pw1, . . . , w6q :“

ż

˚

M6
ś6
j“1mpnjqxnjy

6
ź

j“1

xwj

xσjy
1
2

, where

ż

˚

:“

ż

τ123456“0

1

p2πλq5

ÿ

k123456“0

I
paq
6 pw1, . . . , w6q :“

ż

˚

M61N4ÁN
ś6
j“1mpnjqxnjy

6
ź

j“1

xwj

xσjy
1
2

, etc.

Case (a): It is enough to estimate

(2.85)

ż

˚

1
ś6
j“3mpNjqxNjy

6
ź

j“1

xwj

xσjy
1
2

We have mpN4q ě mpN3q, N4 Á N and

mpN3q
2N3 “ N ε

3N
2´2sN2s´1´ε

3 “ N ε
3

ˆ

N3

N

˙2s´1´ε

N1´ε Á N1´N0`
3 ,

as well as mpNjqxNjy
1
2 Á 1 for j “ 5, 6. Therefore

I
paq
6 À N´2` 1

N0`
3

ż

˚

pf1
pf2
pf3
pf4 pg5 pg6 À N´2` 1

N0`
3

ż

R

ż

Tλ

4
ź

j“1

fjpt, xq
ź

j“5,6

gjpt, xq dx dt.

By Hölder, we get

I
paq
6 À N´2` 1

N0`
3

}f1}L4
t,x
}f2}L4

t,x
}f3}L4`

t,x
}f4}L4

t,x
}g5}Lpt,x

}g6}Lpt,x
,

where p " 1 is such that 1
4` `

3
4 `

2
p “ 1. Using the interpolated L4-Strichartz estimate, we have

}f3}L4`
t,x
À λ0`}f3}

X0`, 38`
„ λ0`N0`

3 }f3}
X0, 38`

ď λ0`N0`
3 }f3}

X0, 12
“ λ0`N0`

3 }w3}L2
t,x
,

and using the interpolated L8t,x-Sobolev inequality, we have

}gj}Lpt,x À }gj}X
1
2 ,

1
2
ď }wj}L2

t,x
, j “ 5, 6.

Therefore

(2.86) I
paq
6 À λ0`N´2` 1

N0`
3

6
ź

j“1

}wj}L2
t,x
.

Sub-case (a.1) N3 „ N1: In this case we can directly sum over all Nj ’s and we get

ÿ

N1ěN2ě...ěN6

I
pa.1q
6 pPN1w1, PN2w2, . . . , PN6w6q À λ0`N´2`

6
ź

j“1

}wj}L2
t,x
.

Sub-case (a.2) N3 ! N1: In this case, k1, k2 P I1 with |I1| „ N1. We fix N3 and we split I1 into dyadic
subintervals of size „ N3. So

I1 “
ğ

`

I` , |I`| „ N3
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Hence, we sum over N1 „ N2 and obtain

ÿ

N1„N2"N3

I
pa.2q
6 pPN1w1, PN2w2, . . . , PN6w6q ď

ÿ

`ě1

I
pa.1q
6 pPI`w1, PI`w2, PN3w3, . . . , PN6w6q

À λ0`N´2` 1

N0`
3

˜

ÿ

`

}PI`w1}L2
t,x
}PI`w2}L2

t,x

¸

6
ź

j“3

}PNjwj}L2
t,x
.

We apply Cauchy-Schwartz and we get

ÿ

`

}PI`w1}L2
t,x
}PI`w2}L2

t,x
ď

˜

ÿ

`

}PI`w1}
2
L2
t,x

¸
1
2
˜

ÿ

`

}PI`w2}
2
L2
t,x

¸
1
2

“
ź

j“1,2

}PNjwj}L2
t,x
ď

ź

j“1,2

}wj}L2
t,x
.

We can now sum over the remaining dyadics N3 ě . . . ě N6 to obtain

ÿ

N1ěN2ě...ěN6

I
pa.2q
6 pPN1w1, PN2w2, . . . , PN6w6q À λ0`N´2`

6
ź

j“1

}wj}L2
t,x
.

Case (b): As in the previous case, it is enough to estimate (2.85). Here, we have

mpN3qN3 “ N ε
3N

1´sN s´ε
3 “ N ε

3

ˆ

N3

N

˙s´ε

N1´ε Á N1´N0`
3

and mpNjqxNjy
1
2 Á 1 for j “ 4, 5, 6. Therefore

I
pbq
6 À N´1` 1

N0`
3

ż

˚

pf1
pf2
pf3
pf4 pg5 pg6

Notice that among the largest three frequencies, namely k1, k2 and k3, precisely two have the same sign,
say k1 and k2. We apply Hölder’s inequality and get

I
pbq
6 À N´1` 1

N0`
3

}f1f2}L2
t,x
}f3f4}L2`

t,x
}g5}Lpt,x

}g6}Lpt,x
,

where 1
2 `

1
2` `

2
p “ 1. Note that by interpolation, then Hölder’s inequality and the interpolated L6-

Strichartz estimate, we have

}f3f4}L2`
t,x
À}f3f4}

1´θ
L2
t,x
}f3f4}

θ
L3
t,x
ď }f3f4}

1´θ
L2
t,x
}f3}

θ
L6
t,x
}f4}

θ
L6
t,x
À }f3f4}

1´θ
L2
t,x
}f3}

θ

X0`, 12
}f4}

θ

X0`, 12

ÀN0`
3 N0`

4 }f3f4}
1´θ
L2
t,x
}f3}

θ

X0, 12
}f4}

θ

X0, 12

(2.87)

where 0 ă θ ! 1 is defined by 1
2` “

1´θ
2 ` θ

3 . Then, using the bi-linear Strichartz estimate (2.29) and the
Lpt,x-Sobolev embedding, we obtain

I
pbq
6 À N´1` 1

N0`
3

λ´
1
2
`}f1}

X0, 12
}f2}

X0, 12
λ´

1
2
`}f3}

1´θ

X0, 12
}f4}

1´θ

X0, 12
}f3}

θ

X0, 12
}f4}

θ

X0, 12
}g5}

X
1
2 ,

1
2
}g6}

X
1
2 ,

1
2

À N´1`λ´1` 1

N0`
3

4
ź

j“1

}fj}
X0, 12

ź

j“5,6

}gj}
X

1
2 ,

1
2
“ N´1`λ´1` 1

N0`
3

6
ź

j“1

}wj}L2
t,x

We can now proceed as in the sub-cases (a.1) and (a.2) to perform the summation over all dyadic frequency
sizes and obtain

ÿ

N1ěN2ě...ěN6

I
pbq
6 pPN1w1, PN2w2, . . . , PN6w6q À λ´1`N´1`

6
ź

j“1

}wj}L2
t,x
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Case (c): Here we can use the refined estimate given by Lemma 2.11.1. Hence it is enough to estimate

ż

˚

1

mpN1qmpN2qN2mpN3q
ś6
j“4mpNjqxNjy

6
ź

j“1

xwjpτj , kjq

xσjy
1
2

We have mpN3q „ 1, N2 „ N1 and therefore

mpN1qmpN2qN2 „ N ε
1N

2´2sN2s´1´ε
1 “ N ε

1

ˆ

N1

N

˙2s´1´ε

N1´ε Á N1´N0`
1 ,

and mpN4qxN4y Á 1, mpNjqxNjy
1
2 Á 1 for j “ 5, 6. Therefore,

I
pcq
6 À N´1` 1

N0`
1

ż

˚

pf1
pf2
pf3
pf4 pg5 pg6 ď N´1` 1

N0`
1

}f1f3}L2`
t,x
}f2f4}L2

t,x
}g5}Lpt,x

}g6}Lpt,x
,

where p " 1 is defined by 1
2` `

1
2 `

2
p “ 1. Proceeding as in (2.87) and then using the bi-linear Strichartz

estimate (2.29) and the Lpt,x-Sobolev embedding, we obtain

I
pcq
6 pPN1w1, PN2w2, . . . , PN6w6q À λ´1`N´1` 1

N0`
1

6
ź

j“1

}wj}L2
t,x

In this case, the factor 1
N0`

1

is enough to ensure the summability over all dyadic sizes, hence

ÿ

N1ěN2ě...N6

I
pcq
6 pPN1w1, PN2w2, . . . , PN6w6q À λ´1`N´1`

6
ź

j“1

}wj}L2
t,x

Combining the three cases, we obtain (2.84).

Proposition 2.11.3.

(2.88)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
Λ6pM6; v1, v2, v3, v4, v5, v6q

ˇ

ˇ

ˇ

ˇ

À λ´1`N´1`
6
ź

j“1

}Ivj}
X1, 12 pRˆTλq

Proof. Follows from the Proposition 2.11.2 after we decompose the sharp time cut-off 1rT,T`δs as in
Section 2.7, via (2.60).

Proposition 2.11.4.

(2.89)

ˇ

ˇ

ˇ

ˇ

ż T`δ

T
Λ8pM8; v1, v2, v3, v4, v5, v6, v7, v8q

ˇ

ˇ

ˇ

ˇ

À λ´1`N´1`
8
ź

j“1

}Ivj}
X1, 12 pRˆTλq

Proof. As for Proposition 2.11.3, it is enough to carry the estimate ignoring the time cut-off 1rT,T`δs.
We keep the same notation as in the proof of Theorem 2.11.2 for wj , fj and gj . Taking into account the
point-wise estimate |M8| À mpN1q

2N1, it is enough to estimate

ż

˚

1

N1
ś8
j“3mpNjqxNjy

8
ź

j“1

xwj

xσjy
1
2

We distinguish two cases: (a) N3 Á N and (b) N3 ! N . In both, we will use 1
N1
À N´1` 1

N0`
1

to sum over

all dyadic pieces.
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Case (a): We have xN3y „ N3, mpN3q „ N
`

N3
N

˘s
Á N and mpNjqxNjy

1
2 Á 1. Therefore

I
paq
8 ÀN´2` 1

N0`
1

ż

˚

1
ś8
j“4xNjy

1
2

8
ź

j“1

xwj

xσjy
1
2

“ N´2` 1

N0`
1

ż

R

ż

Tλ

3
ź

j“1

fjpt, xq
8
ź

j“4

gjpt, xq dx dt

ďN´2` 1

N0`
1

3
ź

j“1

}fj}L4
t,x

8
ź

j“4

}gj}Lpt,x

where p is given by 3
4 `

5
p “ 1. By the L4-Strichartz estimate and the Sobolev embedding Xs,b Ă L20

t,x for

any s, b ě 1
2 ´

1
20 , we have

I
paq
8 À

N´2`

N0`
1

3
ź

j“1

}fj}
X0, 38

8
ź

j“4

}gj}
X

9
20 ,

9
20
ď
N´2`

N0`
1

3
ź

j“1

}fj}
X0, 12

8
ź

j“4

}gj}
X

1
2 ,

1
2
“ N´2` 1

N0`
1

8
ź

j“1

}wj}L2
t,x
.

Case (b): We have mpNjq „ 1 for all j ě 3 and

I
pbq
8 ÀN´1` 1

N0`
1

ż

˚

4
ź

j“1

pfjpτj , kjq
8
ź

j“5

pgjpτj , kjq “ N´1` 1

N0`
1

ż

R

ż

Tλ

4
ź

j“1

fjpt, xq
8
ź

j“5

gjpt, xq dx dt

ďN´1` 1

N0`
1

}f1f3}L2`
t,x
}f2f4}L2

t,x

8
ź

j“5

}gj}Lpt,x

where p " 1 is defined by 1
2` `

1
2 `

4
p “ 1. By interpolation, Hölder’s inequality and the interpolated

L6-Strichartz estimate, we have

}f1f3}L2`
t,x
À}f1f3}

1´θ
L2
t,x
}f1f3}

θ
L3
t,x
À λp´

1
2
`qp1´θq}f1}

1´θ

X0, 12
}f3}

1´θ

X0, 12
}f1}

θ
L6
t,x
}f3}

θ
L6
t,x

Àλ´
1
2
`}f1}

1´θ

X0, 12
}f3}

1´θ

X0, 12
}f1}

θ

X0`, 12
}f3}

θ

X0`, 12
À N0`

1 λ´
1
2
`}f1}

X0, 12
}f3}

X0, 12
.

Also,

}f2f4}L2
t,x
Àλ´

1
2
`}f2}

X0`, 12
}f4}

X0`, 12
À λ´

1
2
`N0`

1 }f2}
X0, 12

}f4}
X0, 12

,

}gj}Lpt,x À}gj}X
1
2´,

1
2´
ď }gj}

X
1
2 ,

1
2
.

Hence

I
pbq
8 ÀN´1`λ´1` 1

N0`
1

4
ź

j“1

}fj}
X0, 12

8
ź

j“5

}gj}
X

1
2 ,

1
2
“ N´1`λ´1` 1

N0`
1

8
ź

j“1

}wj}L2
t,x
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2.12 Global well-posedness using the second generation almost con-
served energy

The scheme of the I-method from Section 2.9 (implemented in the proof of Theorem 2.8.1) still carries on,
provided that the new almost conserved quantity controls the 9H1-norm of Iv. Hence, in order to obtain
our main result, we are left to establish

Proposition 2.12.1. For every ε ą 0, there exists δ “ δpεq ą 0 such that if v P H1pTλq with }v}2L2pTλq ă δ,
we have

(2.90) }Iv}29H1pTλq
À E2

N pvq `
1

ε
µpvq5

with the implicit constant independent of λ. Moreover δ Õ 2
?

2 as εŒ 0.

Proof. Taking into account Proposition 2.1.3 (applied to Iv), it suffices to show that E2
N pvq is a pertur-

bation of E1
N pvq “ EpIvq. More precisely, we show that

|E2
N pvq ´ E1

N pvq| À OpN´αq}Iv}4H1pTλq

for some α ą 0. By (2.77), we need to estimate Λ4pσ4; vq, hence (2.90) will follow once we prove

|Λ4pσ4; v1, v2, v3, v4q| À OpN´αq
4
ź

j“1

}Ivj}H1pTλq.

We can treat the multipliers σ14 and σ24 separately. See [CKS`02, Lemma 3.8].

Theorem 2.12.2. The gauged DNLS (2.10) is globally well-posed in HspTq for s ą 1
2 , provided that the

mass of the initial data is smaller than 2
?

2.

Proof. We can adapt the proof of Theorem 2.8.1 (see also Remark 2.8.2) to establish the global existence
criterion (2.1), but now with the better decay estimates on the increments of E2

N . What differs is the
numerology involved when choosing the parameter N . Here, we obtain λ2T „ λ1´N1´ with the same

choice of λ „ N
1´s
s . Hence, T can be chosen arbitrarily large if and only if 2´ 1

s ą 0.

Remark 2.12.3. Future possible continuations of this project are in the following directions.

(1) In the non-periodic setting, the endpoint regularity was obtained recently in [MWX11]. It is of
interest to study whether the analogue of this result holds in the periodic setting.

(2) The mass threshold 2
?

2 (to be compared with 2π in the Euclidean setting) is not sharp due to the
unoptimal constant in the Gagliardo-Nirenberg inequality (see Lemma 2.3.5). A second goal would
be to research the literature and check if optimal constants for Gagliardo-Nirenberg inequality on
compact domains have been found.

(3) Recently, the global well-posedness in H1pRq result was improved [Wu13, Wu14] in the sense of
relaxing Assumption (A). In [MO15], we show that this improvement also carries in the periodic
setting for H1pTq-solutions. In both the periodic and non-periodic settings, it is believed that the
smallness of mass condition (A) (upon which global well-posedness is proved) can also be relaxed
for Hs regularities, where 1

2 ă s ă 1.
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