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PREFACE 

This book is based on a course I gave at Columbia University in 1966-67. 
Its writing was greatly facilitated by the notes for that course which were 
taken by Tsit-Yuen Lam, M. Pavaman Murthy, and Charles Small. I am 
extremely grateful to them for their assistance and criticism. 

I had originally hoped to make the exposition here more or less 
self-contained, modulo a first year algebra course. Because of the variety 
of techniques employed, however, this ambition threatened to lead to 
an infinite regress. Thus, Part 1 on preliminaries still contains, despite its 
length, a few results which are merely quoted without proof. 

Time prevented me from including here a treatment of the "K-theory 
of symplectic modules," which I hope to publish in the near future. For 
the theory of "quadratic modules" there is so far only a discussion of 
the formalism (construction of the classical invariants) in my Tata lec­
tures [4], and only partial results are known at present in the way of 
general stability theorems. It is worth noting, however, that the discus­
sion in Chapter VII has been deliberately arranged so that it can be 
applied directly to a variety of contexts. Thus, for example, one has 
Mayer-Vietoris sequences and excision isomorphisms for the theories of 
symplectic, quadratic, and Hermitian forms, for the Brauer group, and 
for various other theories (roughly speaking, for those based on projec­
tive modules supplied with some type of tensor). 

An important feature of algebraic K-theory, and one which has led 
to genuinely new insights in pure algebra, is its ability to exploit the 
techniques of a highly developed branch of topology-the homotopy 
theory of vector bundles. In turn, and for entirely different reasons, 
which go back to J.H.C. Whitehead's theory of simple homotopy types, 
the topologists are active patrons of the subject, providing an abundant 
supply of interesting and difficult questions with which the theory can 
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viii PREFACE 

be tested and expanded. 
Under these circumstances it seemed worthwhile to make available 

a reasonably comprehensive and systematic treatment of the main ideas 
of the subject, as so far developed. I have written these notes with that 
intention. I hope they may be useful, as a reference to topologists, and 
as an invitation to an area of new techniques and problems to algebraists. 
Finally, I have tried to organize the notes so that they might serve as the 
basis for a second-year graduate algebra course, such as the one from 
which they originated. 

New York, New York 
October 1967 

HYMAN BASS 



PREFACE 
INTRODUCTION 

CONTENTS 

LOGICAL DEPENDENCE OF CHAPTERS 
SOME GENERAL NOTATION 

PART I. PRELIMINARIES 

vii 
xiii 
xvii 
xix 

CHAPTER I. Some Categorical Algebra 1 
§1. Categories and Functors 1 
§2. Representable Functors 7 
§3. Additive Categories 12 
§4. Abelian Categories 20 
§5. Complexes, Homology, Mapping Cone 28 
§6. Resolutions: Projective Dimension 32 
§7. Adjoint Functors 40 
§8. Direct Limits 43 

CHAPTER II. Categories of Modules and Their Equivalences 51 
§1. Characterization of Categories of Modules 51 
§2. R-Categories: Right Continuous Functors 56 
§3. Equivalences of Categories of Modules 60 
§4. Constructing an Equivalence from a Module 67 
§5. Autoequivalence Classes: the Picard Group 71 

CHAPTER III. Review of Some Ring and Module Theory 77 
§1. Semi-Simplicity and Wedderburn Theory 78 
§2. Jacobson Radical and Idempotents 84 
§3. Chain Conditions, Spec, and Dimension 92 

IX 



x 

§4. Localization, Support 
§5. Integers 
§6. Homological Dimension of Modules 
§7. Rank, Pic, and Krull Rings 
§8. Orders in Semi-Simple Algebras 

CONTENTS 

104 
113 
120 
127 
148 

PART 2. THE STABLE STRUCTURE OF PROJECTIVE MODULES AND 
OF THEIR AUTOMORPHISM GROUPS 

CHAPTER IV. The Stable Structure of Projective Modules 
§1. Projective Modules over Semi-Local Rings 
§2. Serre's Theorem 
§3. Cancellation; Elementary Automorphisms 
§4. The Affine Group of a Module 
§5. Free Products of Free Ideal Rings; Cohn's Theorem 
§6. Seshadri's Theorem 

CHAPTER V. The Stable Structure of GL .. 
§1. Elementary Matrices and Congruence Subgroups 
§2. Normal Subgroups of GL(A); Kl (A, g) 
§3. The Stable Range Conditions, SRn (A, q) 
§4. The Main Theorems -
§5. Proof of Theorem (4.1) 
§6. Proof of (4.2): I. The Construction of K' 

§7. Proof of (4.2): II. The Normalizer of K' 

§8. Proof of (4.2): III. Conclusion 
§9. Semi-Local Rings 
§10. Criteria for Finite Generation 

CHAPTER VI. Mennicke Symbols and Reciprocity Laws 
§1. Mennicke Symbols l ~] 
§2. The Main Theorems 
§3. Proof of Theorem (2.3): I. Kubota's Theorem 
§4. Proof of Theorem (2.3): II. Conclusion 
§5. Mennicke Symbols [~J 

§6. Reciprocity Laws over Dedekind Rings, and Their 
Equivalence with Mennicke Symbols 

§7. Reciprocity Laws in Number Fields 
§8. Reciprocity Laws on Algebraic Curves 

165 
165 
170 
178 
186 
190 
210 

219 
220 
228 
231 
239 
242 
249 
255 
261 
266 
274 

279 
281 
292 
299 
304 
308 

313 
325 
331 



CONTENTS Xl 

PART 3. ALGEBRAIC K-THEORY 

CHAPTER VII. K-Theory Exact Sequences 343 
§1. Grothendieck and Whitehead Groups of Categories 

with a Product 344 
§2. Cofinal Functors, and Kl as a Direct Limit 353 
§3. Fibre Product Categories 358 
§4. The Mayer-Vietoris Sequence of a Fibre Product 362 
§5. The Exact Sequence of a Cofinal Functor 369 
§6. Excision Isomorphisms 382 

CHAPTER VIII. K-Theory in Abelian Categories 387 
§1. Grothendieck Groups and Whitehead Groups 

in Abelian Categories 388 
§2. The K-Sequence of a Cofinal Exact Functor 391 
§3. Reduction by"Devissage" 400 
§4. Reduction by Resolution 405 
§5. The Exact Sequence of a Localizing Functor 417 
§6. Roberts' Theorem 437 

PART 4. K-THEORY OF PROJECTIVE MODULES 

CHAPTER IX. K-Theory of Projective Modules 445 
§1. Definitions and Functoriality of KiA (i = 0,1) 447 
§2. Gi, and the Cartan Homomorphisms Ki-> Gi (i = 0,1) 453 
§3. Rank: Ko->Ho and Det:.E->.pl~ 458 
§4. The Stability Theorems - -- 470 
§5. Fibre Products; Milnor's Theorem 478 
§6. The Exact Sequences of a Localization 491 
§7. Appendix: The Category if 514 
§8. Appendix: The SymmetriC-Algebra Is Inverse to the 

Exterior Algebra 521 

CHAPTER X. Finiteness Theorems for Rings of Arithmetic Type 529 
§1. Swan's Triangle, and the Cartan Condition 529 
§2. Finiteness of Class Number 539 
§3. Finite Generation of Kl and G1 548 

CHAPTER XI. Induction Techniques for Finite Groups 557 
§1. Group Rings, Restriction, and Induction 558 
§2. Frobenius Functors and Frobenius Modules 569 
§3. Induction Exponents 575 
§4. Classical Induction Theorems and Their Applications 580 
§5. Applications to Ko (R'lT) and Go (R'lT) 589 



Xli 

§6. The Conductor of an Abelian Group Ring 
§7. Applications to Kl (R7T) and G1 (R7T) 

CONTENTS 

605 
619 

CHAPTER XII. Polynomial and Related Extensions: 
The Fundamental Theorem 627 

§1. The Characteristic Sequence of an Endomorphism 629 
§2. The Hilbert Syzygy Theorem 632 
§3. Grothendieck's Theorem for Ko (A[T]): Serre's Proof 635 
§4. Grothendieck's Theorem for Go (A[T]): Grothendieck's 

Proof 640 
§5. Linearization in GL(A[t]) 643 
§6. The Category of Nilpotent Endomorphisms 652 
§7. The Fundamental Theorem 656 
§8. The Long Mayer-Vietoris Sequences 674 
§9. Ko of the Projective Line over A 677 
§10. Group Rings of Abelian Groups 685 
§11. Theorems of Gersten and Stallings on Free Products 697 

CHAPTER XIII. Reciprocity Laws and Finiteness Questions 701 
§1. The Localization Sequence for Dedekind Rings 702 
§2. Functorial Properties of Reciprocity Laws 709 
§3. Finiteness Questions; Examples 715 

APPENDIX 

CHAPTER XIV. Vector Bundles and Projective Modules 723 
§1. Vector Bundles 724 
§2. Bundles on a Normal Space Have Enough Sections 732 
§3. r:.!!(X) ~ ..E(k(X)) Is an Equivalence for Compact X 735 
§4. Stability Theorems for Vector Bundles 737 
§5. Bundles on the Suspension, and the 

General Linear Group 741 
§6. K-Theory 745 

References 753 
Index 757 



INTRODUCTION 

The "algebraic K-theory" presented here is, essentially, a part of general 
linear algebra. It is concerned with the structure theory of projective 
modules, and of their automorphism groups. Thus, it is a generalization, 
in the most naive sense, of the theorem asserting the existence and 
uniqueness of bases for vector spaces, and of the group theory of the 
general linear group over a field. One witnesses here the evolution of 
these theorems as the base ring becomes more general than a field. 
There is a satisfactory "stable form" in which the above theorems 
survive (Part 2). In a stricter sense these theorems fail in the general case, 
and the Grothendieck groups (Ko) and Whitehead groups (K1 ) which 
we study can be viewed as providing a measure of their failure. 

A topologist can similarly seek such a generalization of the structure 
theorems of linear algebra. He views a vector space as a special case of 
a vector bundle. The homotopy theory of vector bundles, and topolo­
gical K-theory, then provide a completely satisfactory framework within 
which to treat such questions. It is remarkable that there exists, in 
algebra, nothing of remotely comparable depth or generality, even 
though many of these questions are algebraic in character. 

The techniques used here are, therefore, topologically inspired. 
They are based on the philosophy, supported by theorems of Swan 
(Chapter XIV) and Serre (ef. Chapter IV), that a projective module should 
be thought of as the module of sections of a vector bundle. This dictates 
the choice of projective modules (rather than some wider class of 
modules) as the objects of the theory. This point of view further exhibits 
the stability theorems (part 2) as direct imitations of their topological 
precursors (ef. Chapter XIV). It was Serre [1J who originated the tech­
niques for proving such stability theorems in a purely algebraic setting. 

The formalism of K-theory originated with Grothendieck's proof of 
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xiv INTRODUCTION 

the generalized Riemann-Roch theorem. The ideas were then quickly 
developed in topology by Atiyah and Hirzebruch, who made the Groth­
endieck groups, K(X), part of a generalized cohomology theory, using 
the suspension functor. While our point of view leads to an obvious 
translation of K(X), there is no clear algebraic counterpart for suspen­
sion. As a result our algebraic K-theory in Part 3 is far from complete, 
and the treatment here should be regarded as a provisional one, albeit 
sufficient for a number of applications in later chapters. 

The development in Part 3 is axiomatic so that the results can be 
usefully applied to many categories other than those of projective 
modules. The exposition there is substantially influenced by ideas of 
Milnor. It was he who first called attention to the existence and im­
portance of the Mayer-Vietoris sequence of a Cartesian square, and this 
has become a cornerstone of the whole theory. In particular, it leads to 
a very general analog of the excision isomorphisms. Otherwise the re­
sults of Part 3 are taken largely from a paper of Heller [1]. The latter 
contains another major tool of the theory, the exact sequence of a 
localizing functor, which does not seem to have any familiar topological 
counterpart. Chapter VIII also contains a striking new theorem of Leslie 
Roberts, with which he has computed Kl for nonsingular projective 
algebraic varieties. 

There has been some recent progress in finding satisfactory 
definitions of higher algebraic K's. For example, Milnor has defined a 
K2 , on which some work has been done by Gersten [2]. From a quite 
different point of view, A. N6bile and o. Villamayor [1] have con­
structed an algebraic K-theory with functors Kn for all n :=" o. Other 
(unpublished) definitions have been proposed as well. However, in none 
of these cases are the new functors yet very well understood. It there­
fore seemed premature to attempt an excursion in that direction in 
these notes. 

In Part 4 the general results of Parts 2 and 3 are assembled and 
applied to the computation of Grothendieck groups Ko(A) and White­
head groups Kl (A) for a variety of rings A. Special emphasis is given to 
the case of group rings A = l'TT' because of the interest of the groups 
Ki(b'TT') to topologists. In particular, the long Chapter XI is devoted to a 
new exposition of techniques, developed by Swan and Lam, which are 
based on the theory of induced representations for finite groups. 

There are two unanticipated, and mathematically interesting, high 
points in the theory. The first is the fact that when A is a Dedekind ring, 
the group theory of SLn(A), as formulated in terms of Kl, is intimately 
connected with certain "reciprocity laws" in A. The latter include the 
classical power reciprocity laws in totally imaginary number fields as 
well as certain geometric reciprocity laws on algebraic curves. This 
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phenomenon was first witnessed in the recent papers of C. Moore [1] 
and of Bass-Milnor-Serre [1]. The discussion of this in Chapter VI is an 
axiomatization, based the latter reference. I am further indebted here 
to T.-Y. Lam for a number of suggestions. The upshot of this theory is 
that known reciprocity laws can be used to compute Kl . Conversely, 
using the machinery developed in later chapters, we can sometimes 
compute Kl directly, and in turn use these calculations to exhibit new 
reciprocity laws. Examples of both of these procedures occur in the 
text (d. Chapters VI and XII). 

The other surprise is the "Fundamental Theorem" in Chapter XII, 
§7, which computes KdA[t, ell). Its principal feature is that Ko(A) 
appears as a natural direct summand of Kl (A[t, ell). This is surprising 
because, at least algebraically, Ko and Kl look like rather different kinds 
of animals. The surprise disappears, however, if one interprets the 
theorem topologically, whereupon it is seen to be an algebraic analog 
of Bott's complex periodicity theorem (d. Chapter XIV, §6). This theorem 
first appeared (in a less precise form) in the paper of Bass-Heller-Swan 
[1]. A new feature, which emerged only at the end of the writing of these 
notes, is that the fundamental theorem has a built-in iteration procedure, 
which can be used to manufacture a whole sequence of functors K-n 

(n ~ 0) with which to extend the (K1 , Ko)-exact sequence to the right. 
They help to clarify some calculations made in Bass-Murthy [1], but their 
significance is otherwise still unclear (to me). 





LOGICAL DEPENDENCE OF CHAPTERS 

The following diagram is a rough indication of the logical interdepend­
ence of the chapters. If Chapter B depends logically on Chapter A then 
A is placed above B; the converse is not necessarily true. In some cases 
this dependence is rather peripheral, so a line joining A and B appears 
only when the contents of A are an essential prerequisite for the read­
ing of B. 

Part 1 
II 

III 

IV~ 

v~ Part 2 

VI 

Part3 
VII~ 

VIII 

'-----IX 

~ 
X 

XI~ Part 4 

XII 

"'" XIII 

XIV } Appendix 
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SOME GENERAL NOTATION 

Let A be a ring. We write 
mod-A and A-mod 

for the categories of right and left A-modules, respectively. We have 
the full subcategories 

f(A) C !:! (A) C M (A) C mod-A 
defined as follows: M~ M(Al<=>M isa finitely generated A-module, and 
M 2. f(A)<=> M is also projective. Finally, M 2. !j(A)<=> M has a finite 
resolution by objects of f(A) (see Chapter III, §6). 

Let R be a commutative ring and suppose A is an R-algebra. Let 5 
be a multiplicative set in R and let ~ be a subcategory of mod-A. Then 
~s denotes the full subcategory of ail M 2. ~ such that 5-1 M = O. 
- The ring of n by n matrices over A is denoted Mn(A), and its in­
vertible elements constitute the group GLn(A). We often identify Mn(A) 
with the A-endomorphisms of the right A-module N. When n = 1 
we write 

U(A) = GL1 (A) 
so that GLn(A) = U(Mn(A)). 

If ~ is any category we write 
- l~ 

for the category of pairs (M, a) (M Z-C, a 2. Aut\:. (M)) (see Chapter VII, 
§1), i.e., the category of automorphis~s of obje~ts of ~ 

xix 
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Chapter I 

SOME CATEGORICAL ALGEBRA 

This chapter introduces some of the basic language 
of categories and functors. It should be used mainly for 
reference, rather than being read outright. The first 
sections lead up to the notion of an Abelian category, in 
§4. In §§5-6 we assemble some basic facts about homology 
and projective resolutions which will be used extensively 
in the following sections. In §8 we prepare some less 
standard results on direct limits, which are needed in 
Chapter VII. 

Essentially all of the material of this chapter can 
be found in the books of MacLane [1] and Mitchell [1]. 

§l. CATEGORIES AND FUNCTORS 

Recall that a category ~ consists of objects, ob ~, 

a set of morphisms, ~(A, B), for each A, B E ob ~, and a 
composition 

~(B, C) x ~(A, B) ----> ~(A, C), (a, b) ---> ab 

The latter is associative, and there are identities 
lA E ~(A, A) with the usual properties. The dual category AO 

has the same objects, ~O(A, B) = ~(B, A), and composition 

is reversed. The dual of a statement about categories is the 

same statement but interpreted in AO. In this sense, general 

theorems about categories have duals, and the latter are 
also theorems. 

1 



2 PRELIMINARIES 

The notion of subcategory is obvious. Similarly, we 
can form the Cartesian product of categories, in a naive 
way, to obtain new categories. 

We shall often confuse A with ob ~, and write A E A 

in place of A E ob A. The class of all morphisms in A is 
denoted mor ~. 

a: A --> B means a E ~(A, B) 

as usual. We call a an isomorEhism if there exists b E 

~(B, A) such that ab = lB and ba = lA' Le. if a is 

invertible. We call a a monomorphism (resp., epimorphism) 
if ab = ac => b = c (resp., ba = ca => b = c), whenever 
the indicated compositions are defined. Note that an 
isomorphism is both a monomorphism and an epimorphism. The 
converse fails in general. For example, in the category of 
topological groups and continuous homomorphisms, an in­
clusion of a dense subgroup is an epimorphism and a 
monomorphism. 

We shall commonly use the following alternative 
notations: 

HomA(A, B) = ~(A, B) 

End~(A) ~(A, A) 

AutA(A) the group of automorphisms of A (in ~). 

A functor T: ~ --> ~ consists of a map on objects, 

A \--> TA, and maps on morphisms 

T(=TA B): MA, B) --> ~(TA, TB) , 
which preserve composition and identities. T is called 
faithful (resp., full) if TA B is injective (resp., , 
surjective) for all A, B E ~. Note that a faithful functor 

might carry nonismorphic objects to ismorphic ones (e.g., 
the functor (topological groups) ignore the (groups» 

topology > 
but this cannot happen if it is also full. A contravariant 

functor A --> B is a functor AO --> B. Functors of several = = = = 
variables are just functors on product categories. 

In practice a category will often be specified by 
naming only its objects. Such license will be allowed when 
either the morphisms and composition are clear from the 
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context, or, if there is some ambiguity, it is of no conse­
quence for the discussion at hand. Similarly, we shall often 
define functors by specifying their effect on objects when 
their effect on morphisms is then clear from the context. 

The functors from A to B are themselves the objects 

of a category, denoted ~~: The=morphisms are sometimes 

called natural transformations, so we write 

A 
Nat. Tran.(T, S) = ~=(T, S) 

A natural transformation a: T -----> S is a family, 
a = (aA) of ~ - morphisms aA TA ----> SA such 

A E A = 
that Sf aA = aB Tf whenever f A ----> B in A. (Rather 

= 
innocent assumptions on A and B will guarantee that 

B~(T, S) is a set; this will always be so in the examples 

we treat.) Composition is defined 
Suppose we are given functors 

in the obvious way. 

S A ------:> B 
= 

Tl U 
-----> ~ 

and a morphism a: Tl----~> T2 • Then we have the composite 

functors, TiS, UTi' etc., and we also have morphisms 

as: TIS > T2S (as)A a SA (A E ~) 

and 
Ua: UTI > UT2 (Ua)B = U(aB) (B E ~) 

If Sl: Al---> A and U1: D ---> Dl are functors, and if 
= = = 

a l : T2 ---> T3 is a morphism of functors then we have the 

following easily verified rules: 

a(SSl) (as)SI (Ul U)a Ul (Ua) 
IT S IT S U IT. IUTi 1 1 

1 

(a 1a)S (a1S) (as) , U(a 1a) (Ua 1) (Ua) 
The latter show that composition with S and U defines 

functors 'S 
B A 

and C~ ----> D~ : ~= ---> ~= U· 
= ' 

respectively. 
A functor T ~ ----> ~ is an isomorphism if there 

is a functor S : B ----> A such that TS = l~ and ST = l~. 



4 PRELIMINARIES 

A more natural notion is that of an equivalence; for an 

equivalence we require only that TS ~ lB and ST ~ lAo An 
= = 

equivalence preserves all of the properties of interest to 
us in a category except size. In particular an equivalence 
is full and faithful, so it is bijective on isomorphism 
classes of objects. 

We shall have frequent occasion to use the following: 

(1.1) PROPOSITION. (Criterion for equivalence). A 
functor T: ~ ----> ~ is an equivalence if and only if: 

(a) T is full and faithful; and (b) every object of B is 

isomorphic to TA for some A E ~. 

Clearly (a) and (b) are necessary for an equivalence. 
We prove sufficiency and construct S: ~ ----> ~ by 

choosing, for each B E ~, an SB E A together with an 

isomorphism BB B ----> TSB. Then the cummutative triangle 

gives the effect of S on morphisms. It is easily seen then 
that S is a functor and that B = (BB) : lB ----> TS is an 

isomorphism of functors. Since BTA : TA ----> TSTA is an 

isomorphism it follows from (a) that BTA = T(aA) for a 

unique isomorphism aA : A ---> STA. It is easily checked 

now that a = (aA) : l~ ---> ST is an isomorphism of 

functors. 
We shall close this section with some basic examples 

of categories, and the notation to be used for them. 

(1.2) CATEGORIES OF MODULES. Let A be a ring. We 
shall write 

mod-A (resp., A-mod) 
for the category of right (resp., left) A-modules and 
A-linear maps. If AO is the opposite ring of A there is a 
canonical isomorphism A-mod ---> mod-Ao. We shall deal 
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extensively with the following heirarchy of full sub­
categories: 

~(A) C ~(A) C ~(A) C mod-A 

Here M E ~(A) <~ M is finitely generated, M E ~(A) <~ M 

is also a projective A-module. Finally M E ~(A) <~ M has 

a finite resolution by objects in ~(A) (see §6 below). 

(1.3) CATEGORIES OF ENDOMORPHISMS AND AUTOMORPHISMS. 
A monoid G(e.g., a group) can be viewed as (the morphisms 
of) a category with a single object. As such a functor 
from G to a category ~ is just a monoid homomorphism 

r: G ----> EndA(A) for some object A E A. These are the 
= 

"representations" of G in A, and AG is like a category of 
= = 

"G-modules in A." For if r~ : G ----> End~(A~) then a 

morphism f r ----> r~ of functors is just an ~-morphism 

f: A ----> A~ such that fr(x) = r~(x)f for all x E G. 

Thus, if A = A-mod, for example, then AG is just the 

category of G-representations on A-modules, i.e., it is the 
category A[G]-mod, where A[G] is the monoid ring of G 
over A (see Chapter IX). 

We shall apply this construction now to the monoids 

~ and ~, freely generated as monoid and as group, respec­

tively, by 1 E ~. If ~ is a category, a monoid homomorphism 

r: ~ ---> End~(A) is completely determined by a = r(l), 

which can be arbitrary. Moreover r extends to a homomorphism 
~ ---> EndA(A) if and only if a E AutA(A). If we identify 

= = 
r with the pair (A, a) then we see that the category ~~ is 

isomorphic to the category whose objects are pairs (A, a) 
(A E ~, a E End~(A) ) and in which a morphism (A, a) to 

(B, b) is an ~-morphism f: A ---> B such that fa bf. 

For example, (A,a) ~ (A, a~) if and only if there is an 
-1 N f E Aut~(A) such that a~ = f af. We shall refer to ~=, 

as the category of endomorph isms in A. We can identify A~ 
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with the full subcategory whose objects are those (A, a) 
for which a E: AutA(A). This is called the "category of 

automorphisms" in ;}. The latter will be studied in great 

detail in subsequent chapters (e.g., Chapters VII and VIII), 
where we shall use the alternative notation 

l: A = A~ 
(1.4) SOME DIAGRAM CATEGORIES. Let D be a partially 

ordered set. We regard D as the set of objects of a 
category, also denoted D, in which D(a, b) has one element 
if a ~ b and is otherwise empty. Composition is then forced, 

and it is definable because ~ is transitive. (We do not 
really need to know that a < band b < a => a = b.) 

As examples we have the sets 6 = {O, 1, ... , n} with 
n 

their natural orderings. Thus 60 is the trivial category. 

For any category A we can identify ~ canonically with 

A60. A functor F A ----> B is called a constant functor 

if it factors through 60' The category 61 has a single 

nonidentity arrow, and ;}6 1 is called the category of 

morphisms in A. A functor 61 ---> A can be identified with 

a morphism a BO ---> Bl is another 

then a morphism a ----> b in A61 is a pair of morphisms 

f i : Ai ----> Bi (i = 0, 1) such that fla = bf O' In 

particular it makes sense to say that "two morphisms are 
isomorphic". 

Note that the category of endomorphisms in ~ [see 
(1.3)] is a subcategory of the category of morphisms, but 
it is not a full subcategory. For if a and b above are 

endomorphisms then the morphisms (fa, f l ) : a ---> b in 

A~ are those for which fa = fl' 

The category A~2 is the category of commutative 

triangles, 



SOME CATEGORICAL ALGEBRA 

with an evident notion of morphism. 
More generally, the diagrams of a fixed type in A 

can be viewed as functors from the "diagram category" of 
the given type. As such we can speak of morphisms of 
diagrams. 

Exercise. Let T (A) be the ring of triangular 
n 

matrices (aij)l~i, j~n a ij = 0 if i < j, over a ring A. 

Establish an equivalence 

(A-mod/In ---:> T (A) -mod 
n 

(First do the case n 2.) 

§2. REPRESENTABLE FUNCTORS 

7 

There is a general type of identity which says that 
by fixing a variable, we can view functions of two variables 
as functions of one variable whose values are functions of 
the rema~n~ng variable. Applied to functors, this becomes 

C(~ x ~) = (C~)~ 
= = 

where ~, ~, and S are categories. For any category ~ we 

have the basic "morphism functor" 

~( AO x A --> Sets 

By the formalism above this corresponds to a functor 

A ---:> Sets A 1--> A 
a 1--> a 

called the representation functor. Explicitly, 

Ifa 

Define 

A(B) = ~(A, B) and A(b) = ~(A, b) : c 

A --> A~then a A--> A~ is defined by 

aB : A(B) > A~(B) 

(2.1) PROPOSITION (Yoneda). Let A E 

¢ : Nat. Tran.(A, F) --> F(A) 
aA(lA)' Then ¢ is bijective. 

aB(b) = ba 

A and F E 

Proof. If a E F(A) define a~ : A --> F by 

1-> cb 

A Sets=. 
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a~(h) = (Fh)(a) for h: A --> B. Then ¢(a~) = (a~)A(lA) 

= (F1A) (a) = a. Thus ¢ is surjective. Moreover, for a as 

above, ¢(a)A(lA) = (F1A)(¢(a» = ¢(a) = aA(lA)' Therefore 

a and S = ¢(a)~ agree on lA' In general, if h: A ----> B, 

then the commutivity of 

A(A) 

A(:)~ 
A(B) 

shows that aB(h) 

F(h) (SA) (lA» 

bijective, q.e.d. 

F(A) 

F(h) 

a B 
F(B) ----> 

aB (A(h)(lA» 

SB(A(h) (lA» 

F(h) (aA(lA» 

SB(h). Thus ¢ is 

(2.2) COROLLARY. The representation functor 
A AO -----> Sets= 

is faithful and full. In particular any functor isomorphism 
~(A, .) ----> ~(B, .) is induced by a isomorphism A ---> B. 

Proof. The map 

B(A) = ~O(A, B) repro functor > Nat. Trans(A, B) 

is just the map at--> a~ constructed above. 
A functor F: ~ ---> Sets is called representable 

if it is isomorphic to A for some A E A. If a: A ---> F 

is such an isomorphism then the pair (A, a) is determined 
up to a unique 
Thus an object 
other objects. 
~(" A) can be 

isomorphism, according to the results above. 
is completely known by its morphisms into 
Analogous conclusions for the functors 
deduced by replacing ~ by ~O. 

- -
We shall now define several types of objects in 

categories by designating the functors they are to represent 
Of course this leaves open the question of their existence. 

An initial object represents the functor A 1---> {A~ 
i.e., it has a unique morphism into any object. Dually, a 
final object admits a unique morphism from any object. An 

object which is both initial and final is called a zero 

object. The symbol 0 will always be used to denote a zero 
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object. In its presence there is a unique morphism in 
~(A, B) which factors as A ----> 0 ----> B, and we denote 

this morphism also by O! Evidently Oa = 0 and aO = 0 for all 
morphisms a. 

fl f2 
Suppose X 1-----> X~ <----- X2 is a pair of set maps. 

Then we define 

Given a diagram Al ------> A~ <------A2 in a category A we 

define the fiber product, AlTIA~A2' by 

Explicitly, AlTIA~A2 comes equipped with "projections" 

PI, P2 making 

P2 

commutative. Moreover, given another commutative square 

h2 
B > A2 

there is a unique morphism t B ----> AlTIA~A2 such that 

hi = Pit(i = 1, 2). A square of the type (1) above will be 

said to be Cartesian. It is also sometimes called a 

pullback diagram. 

The dual notion associates with a diagram 
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fl f2 
Al < A~ > A2 a co-Cartesian (or Eushout diagram) 

AIJlA~A2 < A2 , t 
Al < A~ 

i.e., one which is initial in the category of all such 
commutative squares. This defines the fiber cOEroduct of the 
given diagram. 

Let a: A > B be a morphism in a category A 

with a zero object. Then we define 

Ker(a) 

and 
Coker(a) 

We shall use capital letters for the objects here and small 
letters for the corresponding morphisms: 

Given a 

Ker(a) __ k_e_r_(-,--a--,)c--_> A __ a __ :> B coker(a) 
---~~:>Coker(a) 

A~ -----> A such that aa~ = 0 there is a unique 

a: A~ > Ker(a) such that a~ = ker(a)a. A similar 
property characterizes the cokernel. We further define 

Im(a) = Ker(coker(a)) 
and 

Coim(a) = Coker(ker(a)) 
It is easily checked that there is a canonical morphism 

i : Coim(a) > Im(a) 

such that the diagram 

Ker(a) Coker(a) 
4- t 
A a B > 
4- i t 

Coim(a) > Im(a) 
commutes. 

Next we introduce the notion of the limit (and 
colimit) of a functor. Let ~ and ~ be categories. For each 

A E: A we have the constant functor 

c(A) : L ----> A L 1-> A (L E: ob~) 

f 1-> lA (f E: mor9 
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A morphism a : 
formation c(a) 

A ----> B defines an evident natural trans­
c(A) -----> c(B), so we have a functor 

c: A > A~ 
which is evidently full and faithful. Now if F 

is any functor we define its limit, 

F = lim F E: A 

by 

A(A, F) = A~(c(A), F) = +- = (A E: ~) 

Dually, the colimit of F, 

F colim F E: A 

is defined by 

L 
~(!, A) = ~=(F, c(A» (A E: ~) 

L ---> A 

If limits always exist it is easy to see that they define 
a functor 

lim: A~ > A 

and similarly for colimits. 
Further remarks about limits will be made in §8. For 

the moment we shall discuss only the following case: Let L 
be a set and let ~ be the category with ob ~ = Land 

with only identities as morphisms. A functor F L ---> A 

is then simply a family (F(i». L of objects of A indexed 
1 E: 

by L. In this case the limit of F is called the product of 

(F(i». L' and it is denoted 
1 E: 

IT. LF (i) 
1 E: 

The colimit is called the coproduct and is denoted 

li. LF(i) 
1 E: 

If all of the F(i) are equal to the same object A (i.e., if 
F = c(A) ) then we write 

and 

for the product and coproduct, respectively. In particular, 
if L = {I, ... , n}, we shall often write 

An = Arr"'rrA en factors) 
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and 

(n factors) 

Exercise. Let 1 be the category with objects 

{O, 1, 2} and with only two nonidentity morphisms, 1 ~ 0 
and 2 ----> O. Let F: ~ ----> ~ be a functor. Interpret 

lim F and co1im F. 

§3. ADDITIVE CATEGORIES 

An additive category is a category ~ satisfying 

axioms Ad Cat i(O ~ i ~ 3) below. We want the morphisms 

~(A, B) to be an Abelian group. It is a remarkable fact 

that this structure is built into the rather primitive 
looking axioms that follow: 

Ad Cat O. ~ has a zero object, O. 

Ad Cat 1. The product and coproduct of any two 
objects in ~ exist. 

Before stating the next axiom we shall introduce 
matrix notation. Reference to the following commutative 

diagram in ~ will facilitate its explanation. 

(1) 
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Here the q's and p's are the structure morphisms for the 
indicated coproducts and products, respectively. 

For given morphisms a and b as above, we write 

a = (aI, a2), where a i = aqi (i = 1,2), and b =(~~), where 

b. = P ,b(j = 1, 2). The rules for composition in this 
J J 

notation are then illustrated in the diagram. The formulas 
are: 

(dal, da2), ( bb
2
1 )e 

(2) 

Now A(A., B.) 
= ~ J 

so we can represent a morphism a: AIllA2 ----> BlnB2 by a 
matrix 

Here a.. A ---> B" (note the reverse!). Viewing a as a 
1.J j 1. 

13 

morphism from a coproduct and to a product respectively, we 
can compare this notation with that introduced above, as 
follows: 

:::) 
In the diagram (1), we can now write 

Moreover, we have the formula 

(t 1nt2) (all a 1 2\(S l llS2) 
a21 a22) 

From this it follows that 

the composite 
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~ = ~ A , B = ( ~ A :B): A lL B ---> AIIB 

is a natural transformation from the coproduct to the 
product. 

Ad Cat 2. ~ is an isomorphism. 

In the presence of this axiom we can use ~ to 
identify A lL Band AnB, which we then sometimes denote by 
A ~ B and call the direct sum of A and B. Note that we 

have the "diagonal morphism" 

8.A = (~): A > AnA A ~ A 

and the "sum morphism" 

IB = (1, 1) : B lL B = B ~ B --> B 

With these we shall introduce an addition, a + b, in ~(A, B) 

by the commutivity of the diagram 

A 
a + b 

~B 
(~ATIA 

(a, 

A~ A A lL A 
IB I anb ! a ~b I all 

BnB B~ B B lL B 

The fact that (anb) (~) (~) and (1, 1) (all b) = (a, b) 

comes from (2) above. Moreover, the formulas dCa, b) 

(da, db) and (~)e = (~:) in (2) show that we have 

(3) d(a + b) = da + db and (a + b)e = ae + be 

(3.1) PROPOSITION. The addition + defined above 
endows each ~(A, B) with the structure of a commutative 

monoid whose neutral element is the zero morphism. Moreover 
composition in ~ is + - bilinear. 

Proof. We have just verified the last assertion. To 

prove that a + 0 = a we first write (a + 0) = a(lA + 0), 
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using (3). To show now that lA + 0 

the square 

lA we must verify that 

A ----------~--------~> A 

AnA ----------------- A J1. A 
¢A A , 

1 
o 

is commutative. We do this by showing that each triangle 
commutes: 

PI(l, 1) = 1 

PI¢A, A = PI ((~), (~)) = (~) 

Replacing (~) and PI by (~) and P2' respectively, we see 

that 0 + a = a as well. 
Now let a, b, c, d € ~(A, B) and consider the 

composite 

We can identify the middle with U~: ~D and with ((~), (~). 
The two resulting interpretations of the composite give 
us the formula 

(a + b) + (c + d) = (a + c) + (b + d) 

letting d = 0, we obtain, thanks to the first part of the 
proof, 

(a + b) + c = (a + c) + b 

The case a = 0 shows now that + is commutative. Therefore 
we can rewrite the last equation as: 

c + (a + b) (c + a) + b, i.e., + is associative. 
q.e.d. 

C __ c.=i __ > A. __ d_i_~> D 
1 

Given (i 1, 2) we 

see from the commutative diagram 
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----> D 

Dill- D 

that 

From this we deduce the usual rule for matrix multiplication 

(~ :) (~: b ~) 
d~ 

= (aa~ + bC~) (ab~ + bd~) 
ca~ + dc~ cb~ + dd~ 

whenever we have 

Al Ill- A2 

(a~ 
c~ ~:) 

> Bl Ill- B2 
(~ ~) 

> C11ll- C2 

Suppose we are given a € ~(A, B). Consider 

a = (> ~} A Ill- B > A Ill- B 

If 

(~ ~) 
C > A Ill- B (d, d ~) 

> D 

then a(~)= (a~ + c~) and (d, d~)a = (d\+ d~a, d~) 

Visibly, then, a is both a monomorphism and an epimorphism. 

Suppose it were an isomorphism say, with inverse ( Wy xz ). 

Then the equation 

shows that w = 1 and hence 0 = aw + y = a + y. Thus an 
inverse for a yields a + - inverse for a. This proves that 
axiom Ad Cat 3 below is automatic if we know that a morphism 
in A which is both a monomorphism and an epimorphism must 

be an isomorphism. 

Ad Cat 3. The operation + makes each ~(A, B) an 
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Abelian group. 
An alternative definition of additive category 

postulates (i) a zero object, (ii) existence of products, 
and (iii) an additive group structure on each ~(A, B) so 

that composition is bilinear. Then if p. : AITIA2 ---> A. 
1 1 

are the projections we can define 

ql = (~) : Al ----> AlTIA2 and 

17 

and we have P.q. = lA and 
1 1 . 

p.q. = 0 if i 
1 J 

j. Therefore, 
1 

S = qlPl + q2P2 satisfies P.s 
1 

= p .. = p.·l (i = 1, 2) and 
1 1 

so s = 1. We can now show that (AlTIA2' qI, q2) is the 

coproduct of Al and A2 . For given b. : A.-----> B (i = 1,2) 
1 1 

define b = (b l , b2) AlTIA2 ---> B by (b l , b2) = blPl + 

b2P2. The formulas above show that bq. b. (i 1, 2) • If 
1 1 

b~ : AlTIA2 ----> B also satisfies bq. b. (i 
1 1 

1, 2) then 

cqi = O(i = 1, 2) , where c = b - b ~. Hence 0 = cq IPI + cq2P2 

= cl = c. From this construction of the coproduct one can 
easily deduce the equivalence of this definition of additive 
category with the one presented above. Dually, one can 
obtain a definition by assuming the existence of coproducts 
instead of products in (ii). 

The reasoning above shows that if we have a diagram 

such that Piqi = lAo (i 1, 2), Piqj = 0 if i i j, and 
1 

lA = qlPI + q2P2, then A = Al ~ A2' More precisely, 

(A, PI, P2) = AlTIA2 and (A, qI, q2) = Al llA2' 

(3.2) PROPOSITION. Let 
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b2 
A '> A2 

(4) b I j j a, 

Al '> A~ 
al 

be a sg,uare in an additive categorl ~, and consider 

A '> Al $ A2 '> A~ 

(i) The sguare (4) is commutative if and only if ba o. 
(ii) It is Cartesian if and onll if b = ker(a). 

(iii) It is co-Cartesian if and only if a = coker(b). 

Proof. Exercise. 

A functor T : ~ -----'> B between additive categories 

is called an additive functor if the maps 

~(A, B) ---'> ~(TA, TB) 

are all group homomorphisms. The discussion above shows 
that such a T must preserve products and coproducts. 
Conversely a functor T which preserves products or co­
products must be additive. 

We shall close this section now with a proof of the 
"Krull-Schmidt Theorem", which asserts the uniqueness up 
to isomorphism of direct sum decompositims. We fix an 
additive category ~. 

(3.3) LEMMA. Let 

A $ B 
a = (~~) 

'> C $ D 

If a and a are both isomorphisms then B ~ D. 

Proof. If c = 0 then the lower right coordinate of 

a-I is an inverse for d. In general we replace a by 
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and reduce to the first case. 

We shall say that an idempotent e E EndA(A) splits 

if there exists a diagram B ~> A ~> B such that 
pq = 1 and qp e. We assume henceforth that all idempotents 

in ~ split. 

(3.4) LEMMA. Given a diagram A ~> B ~> A 
such that p~q is an automorphism of A, there exists ~ 

ql : Al -----> B such that (B; q, ql) represents B as 

A ~ AI' 

Proof. Let p = (p~q)-Ip~. Then pq = 1 so e = qp is 
q 

idempotent. By assumption, therefore, we can find Al ---L-> 
PI 

B > A such that PIql = 1 and qlPI = l-e. Then the 

data (B; q, p; ql' Pl) satisfy the required identities for 

A ~ Al • 

A ring R is called local if a sum of two nonunits in 

R is a nonunit. The nonunits then constitute the unique 
maximal ideal of R. An object A E ~ is called indecomposable 

if A f 0 and if A B ~ C ~ B = 0 or C = O. This is 
equivalent to the condition that EndA(A) contains precisely 

two idempotents, 0 and 1. This is clearly the case if 
End A(A) is a local ring (to). 

(3.5) LEMMA. Suppose A ~ B = Cl~···~ Cn ' and assume 

R = End A(A) is a local ring. Then there is an i such that 

C. 
l 

C~ ~ C~~ where C:~ ~ A and B ~ C: ~ 
i ill 

Proof. Let (qA' PA), (qB' PB), and (qi' Pi)(l~i~n) 

be the morphisms associated with the two direct sum 
decompositions. Then in R we have 1 = PAq = P (Lq.p.)q = 

A All A 
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~PAqiPiqA' Since R is local one of the PAqiPiqA must be a 

unit. Relabeling, if necessary, we can assume (PAql)(PlqA) 

is an antomorphism of A. According to (3. 4) there is a 

qi Ci -----> Cl such that (C l ; PlqA' qi) represents Cl 
as A ~ Ci. Using this to refine the decomposition 

C ~ •• ·~C to A ~ Cl~ 
1 n 

~ C2~"'~ Cn' we obtain an isomorphism 

~ B such that the composite of the latter with A 

A 
qA 

--~--> A ~ B = A ~ C~ ~ C ~ ••• ~ 
1 2 

C 1st proj. > A is 
n 

an isomorphism. It follows therefore from (3. 3) that 
B '" Ci ~ C2 ~ ••• ~ Cn ' 

(3.6) THEOREM (Krull-Schmidt). Let ~ be an additive 

category in which all idempotents split. Let Ai € ~(l~ i~ n) 

be nonzero objects with local endomorphism rings, and put 
Ii: - Al $ ... $ An' 

(a) Any direct sum decomposition of A can be refined 
to one with indecomposable summands. 
(b) If A Bl~'''~ B with each B. indecomposable 

-- m l 

then m = n and there is a permutation a ~ {l, ... ,n} 

such that Bi '" Aa(i) (1 ~ i ~ n). 

Proof. Induction on n; the case n = 1 is clear, so 

suppose n > 1. 

If A '" C ~ ••• ~ C then (3. 5) implies that for 
1 r 

some i, say, i = 1, we can write Cl ~ Al ~ Ci' so that 

A ~ ••• ~ A 
2 n 

Ci ~ C2 ~ ••• ~ Cr' By induction we can 

refine the latter to an undecomposable decomposition. If the 
C. are undecomposable to begin with, then we must have 

l 

C~ = 0 and the uniqueness now follows also by induction. 
1 

§4. ABELIAN CATEGORIES 

An Abelian category is a category A satisfying: 
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Ab Cat O. A is additive (see §3); 

Ab Cat 1. Every morphism a in A has a kernel and 

a cokernel; and 
Ab Cat 2. ("First isomorphism theorem") The 

canonical morphism 

Coim (a) Im(a) 

is an isomorphism for each morphism a in ~. 

The intention of these axioms is to make available, 
in any Abelian category, all of the elementary arguments 
and constructions (involving only a finite amount of data) 
which one performs in categories of modules. The achievement 
of this aim is testified to by the "Embedding Theorem," 
which we quote below. In view of that theorem one might 
protest that the notion of Abelian category is superfluous; 
why not speak of subcategories of categories of modules 
instead. This is roughly analogous to asking that we only 
speak of vector spaces with fixed coordinate systems, or 
that we speak only of groups of permutations (after all, 
every group is one). There are many reasons beyond 
lingiustic simplification that make the notion of Abelian 
category natural and useful. The most obvious one derives 
from the fact that the axioms are self-dual, so that the 
dual of a theorem about Abelian categories is again one. 
Only rarely does the dual of a category of modules have a 
natural representation as a category of modules. Further­
more, there is the important notion of quotient category 
(see Chapter VIII, §5) which would be awkward, to say the 
least, to formalize using only categories of modules. Of 
greatest importance, perhaps, is the fact that, with respect 
to certain infinite constructions (e.g. limits) categories 
of modules betray certain definite idiosyncracies. 

Let A be an Abelian category. A sequence ••• ---> A 

__ a_> B b 
---~> C ----? .. is called exact at B if 

ker(b) im(a). A functor T A ---> B between Abelian 

categories is called exact if it is additive, and if 

TA __ ~Ta=-~> TB -=T~b __ > TC is exact whenever A ~> B ~> C 

is exact. An exact sequence of the form 0 ---> A ~> B 

~> C ---> 0 is called a short exact sequence.The exactness 
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of this sequence just means that a = ker(b) and b = coker (a). 
It is easily shown that an additive functor T is exact if 
and only if it carries short exact sequences into short 
exact sequences, or, equivalently, that it preserves kernels 
and cokernels. 

If A € A then the functors 

~(A, .) : A --> Z-mod and 

~(. , A) AO --> Z -mod 

are both kernel-preserving. Therefore they are exact if and 
only if they preserve epimorphisms. An object P € A is 

called projective if ~(p, .) is exact, i.e., if it pre-

serves epimorphisms. Explicitly, given an epimorphism 

B _b __ > C in ~, then it is required that every morphism 

p: P --> C factor through B: p = bq for some q: P --> B. 
In case C = P and p = ~ this implies that every epimorphism 

B --E __ > P has a right inverse, and hence that B ~ Ker(b)~P. 

(4.1) EMBEDDING THEOREM (Freyd, Grothendieck, Lubkin). 

Let ~ be an Abelian category with only a set of objects. 

Then there is an exact functor E: A ---> ~ -mod which is 

injective on both objects and morphisms. 

The first published proof of this is Lubkin's. An 
elegant proof by Freyd can be found in Freyd [1] or in 
Mitchell [1]. Mitchell has also a useful strengthening of 
the theorem. He obtains a functor E: ~ --> R -mod, for a 

suitable ring R, which has all the properties of the E 
above and which is moreover full. Thus the maps ~(A, B) --> 

Ha~(EA, EB) in Mitchell's theorem are isomorphisms, not 

just monomorphisms. 

We shall adopt embedding theorem without proof. It 
will be used only in the verification of certain properties 
of finite diagrams in Abelian categories. The theorem 
permits us to view them as diagrams of modules and module 
homomorphisms. Typical properties of the functor E which 
are used are the following: E preserves kernels, cokernels, 
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images, a sequence,S in A is exact <~ ES is exact; a 

square S in A is Cartesian (or co-Cartesian) <~ ES is. The 

set theoretical restriction in the embedding theorem is 
quite innocent because any finite set of data can be em­
bedded in a full Abelian subcategory of ~ to which the 

theorem applies. 

For the rest of this section we shall work in a 
fixed Abelian category ~. 

We shall often abbreviate a monomorphism a: 
by writing A C B, and we then call the (undenoted) a 
inclusion. We further write B/A for Coker(a). If AI' 
then 

Ker(B --> (B/Al ) (B- (B/A2» 

Im(Al ~ A2 --> B) 

A -> B 
the 
A2 C B 

We then have the usual "first and second isomorphisms 
theorems:" 

1. .!! A C Be C then C/B -> (C/ A) / (B/ A) is an 

isomorphism; and 

2 . .!! A, B C C then A/(AnB) -> (A + B)/B is an 

isomorphism. 

A sequence ° = AO C Ale ••• C An = A is called a 

finite filtration (of length n) of the object A. If 

° = BO C Bl C··· C Bm = A is another it is called a re­

finement of the first if there is a strictly increasing 

function a: {O, ... ,n} --> {O, .•. ,m} such that a(O) = 0, 
a(n) = m, and B (') = A, (0< i< n). We call the two 

all --

filtrations J-H-equivalent (J-H = Jordan-Holder) if there is 

a bijection S: {O, ... ,n} ---> {O, ... ,m}(so n = m) such that 
Ai/Ai _l ~ BS(i)/BS(i)-l (1 ~ i ~ n). 

From the first and second isomorphism theorems one 
can deduce (see any algebra book) Proposition (4.2). 

(4.2) PROPOSITION (Zassenhaus Lemma). Any two finite 
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filtrations of an object A have J-H-equivalent refinements. 

An object A is called simple if it has precisely 

two subobjects (0 and A). A Jordan-Holder series of an 

object A is a finite filtration 0 = AO C Al C ..• C A = A 
n 

such that A./A. 1 is simple (1 ~ i ~ n). When A possesses 
l l-

one it is said to be of finite length. That its length, n, 

is well defined follows from the Jordan-Holder theorem 
below. The latter is a rapid consequence of the Zassenhaus 
Lemma. 

(4.3) THEOREM (Jordan-Holder). Let A be an object 

of finite length, and let 0 = Ao C Al C",CA = A be a 
n 

filtration such that Ai/Ai _l + 0 (1 ~ i ~ n). Then this 

filtration can be refined to a Jordan-Holder series. More­

over any two Jordan-Holder series of A are J-H-equivalent. 

We shall close this section now with some basic 
lemmas on certain types of diagrams. 

(4.4) PROPOSITION ("S-Lemma"). Consider a commutative 
diagram 

al a2 a3 a4 
Al --> A2 --> A3 --> A4 --> As 

whose rows are exact. 

(1) If c l is an epimorphism and if c 2 and c 4 are 

monomorphisms then c3 is a monomorphism. 

(2) li Cs is a monomorphism and if c2 and c4 are 

epimorphisms then c 3 is an epimorphism. 

(3) ~ ci(i + 3) are isomorphisms then so also is c1 

Proof. Part (3) follows from (1) and (2), and (2) is 
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the dual of one. To prove (1) it suffices, by the embedding 
theorem, to do so in the category ~-mod, where it can be 

done by "diagram chasing". We leave the details as an 
exercise. 

(4.5) PROPOSITION. Given morphisms A ~> B ~> C 
there exist unique morphisms which make the diagram 

Ker(b)~ ~Coker(a) 

/ a/B"y ~ 
Ker (b ) --> A -b--> C --> Coker (ba) 

" I a '" / Ker(a) Coker(b) 

commute, and the resulting outer perimeter sequence is exact. 

Proof. The existence and uniqueness of the commu­

tative diagram is trivial to check. For exactness we can 
assume it is a diagram in ~-mod. The details are left as 

an exercise. 

(4.6) PROPOSITION. Let 

b2 
A , l'a2 bl j 
Al > A~ 

al 

be a Cartesian square in which al is an epimorphism. Then 

b 2 is also an epimorphism, and the induced morphism 

Ker(b 2) ----> Ker(al) is an isomorphism. 

Proof. It suffices to check this in ~-mod, where it 

is a simple matter. Alternatively, apply (4.5) to the 
commutative triangle 
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Since al is an epimorphism so also are all morphisms 

in the triangle. Therefore, since A = Ker(al, -a2) , we have 

an exact sequence 

o --> Ker(al ~ l) __ i_> A --L-> Ker(l, -a2)-> 0 

The projection A~ ~A2 --> A2 induces an isomorphism 

Ker(l, -a2) --> A2 , whose composite with j is b 2 . Therefore 

b 2 is an epimorphism and ker(b2) = i. But manifestly the 

projection Al ~ A2 ---> Al induces an isomorphism 

Ker(al ~ 1) --> Ker(al)' q .e.d. 

(4.7) PROPOSITION ("Snake Lemma"). Given a commu­
tative diagram 

al af 
(0 -> j:, > Al 'F a2 Id ai 

Ai > A2 > A2~ ( 

---:> 0 

0-> ---> 0) 

with exact rows, there is a natural morphism a which makes 
the sequence 

(o--»Ker(d~)--->Ker(d)--->Ker(d~~)--a->Coker(d~) 
-->Coker(d)--->Coker(d~~)(--->O) 

exast. (The data in parentheses are understood to occur in 
the conclusion if their counterparts are accepted in the 
hypothesis.) 

Proof. We shall prove the existence of a. Its 

naturality with respect to morphisms of diagrams of the 
above type will be clear from the construction. The proof of 
exactness, which can be done in the category ~ -mod, will 

be left as an exercise (see Bourbaki [3], §l). 
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Form the fiber product 

p E > Ker(d~~) 

q I j af 
Al > Al~ 

Since af is an epimorphism it follows from (4.6) that we 

have a commutative diagram with exact rows 

o --> Ker(p) 
i ---> p 

q 

af 
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o ---> Ker(af) ---> Al ---> --> 0 

Since ker(af) = im(al) we obtain an epimorphism 

r: Af > Ker(p) so that the following diagram is 

conunutative: 

0 0 
t 

__ i_> P + 
0--> :T) -L> Ker(d~~) --> 0 

I 
/ 1q 

af 
I j 

a y 
A~ --> 

r~ 
--> 

r:" 
--> 0 1 I ! ~I h 

0--> 

f, 
--> A2 --~-> A2~ 

a2 a2 

Coker(d) 
+ 
0 

We shall now construct h so that the diagram remains 

conunutative. Since a 2dq = d~~afq = d~~jp Op = 0 it 

follows that there is a unique h: P --> Ai = Ker(ai) such 

that dq = a2h. 
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We shall obtain 8 as the morphism induced by sh. In 

order to establish that there is a 8 which factors sh 

through Ker(d~~) = Coker(i) we must check that shi = O. 
Since r is an epimorphism it suffices to show that shir O. 

Since sd~ = 0 it suffices to show that hir = d~. Since a2 is 

a monomorphism this will follow once we show that a2hir = 

a2d~. But a2hir = dqir = dal = a2d~. q.e.d. 

REMARK. In a special case there is a much more 

direct construction of 8. Namely, suppose there is a 

morphism b: Al~ ---> Al splitting aI, i.e. such that alb 

1Af~' Then db: AI~ ---> A2 induces Ker(d~~) ---> A2 , and it 

is easily seen that this induces 8. 

§5. COMPLEXES, HOMOLOGY, MAPPING CONE 

We fix an Abelian category ~. A graded object of 6 
is a sequence C = (C) Z of objects C E~. A sequence 

nnE n 

a = (a ) of morphisms a: C~ ----> C is a morphism 
n n n n 

C~ ---> C of graded objects. We define the graded object 
C(h) by C(h) = C h' A morphism C~ ---> C(h) is some-

n n + 
times called a "morphism of degree h" from C~ to C. When 
C = 0 for n < 0, C is called positive. If C(h) is positive 

n 
for some h then C is said to be bounded below. It is called 

finite if C 
n 

o for all but finitely many n. 

A complex in 6 consists of a graded object C together 

with a morphism d: C ---> C of degree -1 such that d2 = O. 
More explicitly, d = (d ), where d: C ---> C and 

n n n n-l 

d 1d = 0 for each n. A morphism (C~, d~) ---> (C, d) of 
n- n 

complexes is a morphism a: C~ ---> C, of graded objects, 

such that ad~ = da. We shall often suppress d when denoting 
a complex (C, d). For example, C(h) will denote the complex 

(C(h), (_l)hd). 
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Associated with a complex C are three graded objects: 

d 
B B(C) B Im(e 

n + 
n+lc ) ("boundaries") 

n 1 n 

Z (C) dn 
en_I) ("cycles") Z Z Ker(C --

n n 

H H(C) H z IB ("homology") 
n n n 

When H(C) = 0, i.e., when the sequence 

..• --> en + 1 --> C n --> en - 1 --> ••. 

is exact, the complex C is said to be acyclic. A morphism 

a: C? --> C of complexes evidently induces morphisms 

Z(C~) --> Z(C) and B(e~) ---> B(C), and therefore also a 

homology morphism H(a) : H(e~) --> H(e). Two morphisms 
a, b: C~ --> C are called homotopic, denoted a ~ b, if 

there is a morphism s: C~ --> C(l) of graded objects 

such that a - b = ds + sd'. When evaluating H(a - b), the 
term sd~ restricts to zero on z(e~), and the image of ds is 
in B(e); thus H(a - b) = 0, i.e., H(a) = H(b), if a ~ b. 
A complex e is said to be contractible if Ie ~ 0, i.e., if 

IC = ds + sd for some s e --> C(l) as above. In this 

case we have ° = H(O) H(IC) = IH(C) , so a contractible 

complex is acyclic. 

(5.1) PROPOSITION ("The Long Homology Sequence"). 
Let ° ---> e~ --> e --> C~'· --> ° be an exact sequence 
of complexes. Then there is a morphism a : H(e~~) --> 
H(e~) of degree -1 which is natural with respect to 
morphisms of exact sequences as above, and such that the 
sequence 

is exact. 

d .•. --> H (e~) --> H (e) --> H (e~~) --> H (e~) 
n n n n 

--> H (e) --> ••• 
n 

Proof. Let E denote the given short exact sequence. 
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Then (d~, d, d~~) : E ---> E(-l) is a morphism of short 
exact sequences. Taking its kernel and cokernel, respec­
tively, we deduce from the Snake lemma that the rows of 

+ 
0--> z (C~) 

+ 
--> Z (C) 

are exact. The vertical maps here are those induced by 
(d~, d, d~~). Again applying the Snake lemma, we deduce an 
exact sequence of kernels and cokernels, 

H(C~) --> H(C) --> H(C~~) ~> H(C~) --> H(C) 

--> H(C~~) 

where d has degree -1. q.e.d. 

(5.2) COROLLARY. If two of the complexes C~, C, C~~ 

above are acyclic then so also is the third. 

(5.3) COROLLARY (9-Lemma). Let 

0 0 0 
+ + + 

0--> C~ 2 ---> C2 ---> C2~ ---> 0 

+ + + 
0-> Cf ---> C1 ---> Cf ~ ---> 0 

+ + + 
o --> Co ---> Co ---> Co ~ ---> 0 

+ 
o 

+ 
o 

+ 
o 

be a commutative diagram with exact rows, and assume the 
composite C2 ---> Cl ---> Co is zero. Then if two of the 

columns are exact so also is the third. 

Proof. The hypotheses permit us to view the columns 

as complexes, zero except in degrees 0, 1, 2, so we can 
apply the last corollary. 

The mapping cone of a morphism a: C~ ---> C of 

complexes is a complex, MC(a) , defined as follows: 

MC(a) = C ~ C 1 n n n -
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C @C~----> C @ Cn _l n+l n n 

Since d2 = 0, d~2 = 0, and ad~ = da it follows that d(a)2 = 
O. Moreover the direct sum decomposition of MC(a) yields an 
exact sequence of complexes, 

(1) 0 --> C --> MC(a) --> C~(-l) --> 0 

Since H (C~(-l» = H l(C~) we can write the long homology 
n n-

sequence of (1) in the form 

···H (C)->H (MC(a) )->H (C ~)~>H (C)-> 
n n n-l n-l 

Hn_l(MC(a» ... 

To compute a we consider the diagram 

0-> C ---> MC(a) ---> 

r~-l 
---> 0 

~nd ! d(a~ d~ 

0-> C 1 -> MC (a) 1 -> C 2 ---> 0 
n- n- n-

Since the rows are split a is induced by the composite, 

o 
1 

C~_l ------:> MC(a)n 

d(a) 
n 

C 
n-l 

(cf. the remark after the Snake lemma (4.7». Since 

(~ _:j (~) = ~:) it, mtriction to z 0-1 (c') induce, (:} 

and hence a is induced by a: Z n-l (C~) ---> Cn _l . In other 

words, a = H(a). We have now proved: 

(5.4) PROPOSITION. Let a: C~ ---> C be a morphism 
of complexes, and let 
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o --> C --> MC(a) --> C(-l) --> 0 

be the exact sequence (1) above. Then its long homology 
sequence is isomorphic to 

H n-l (a) 
···H (C)->H (MC(a))->H (C') >H (C)-> 

n n n-l n-l 

H l(NC(a» ... n-

Hence MC(a) is acyclic if and only if H(a) is an isomorphism 

§6. RESOLUTIONS: PROJECTIVE DIMENSION 

We shall work in a fixed Abelian category ~. A 

resolution of A s A could be defined to be an exact 

sequence 

•.• C n ----> .•• ----> Co A--> 0 

For technical purposes it is convenient, instead, to inter­
pret these data as follows: view the sequence down to Co as 

a positive complex, C, identify A with the complex having 
only one nonzero term, A, concentrated in degree zero, and 
view s: C --> A as a morphism of complexes inducing an 
isomorphism H(s): H(C) --> H(A) = A. We shall often use 
this to identify H(C) with A. The length of the resolution 

is the least n > -1 such that Cm = 0 for all m > n. If ~ 

is a full subcategory of A we say that C __ s_> A is a C­

resolution of A if all Cn s ~, and we define the sub­

categories 

Res (C) =:l Res(C) =:l Res (C) 
00 = = n = 

(n ~ 0) 

to be the full subcategory of objects having ~-resolutions, 

finite ~-resolutions, and C-resolutions of length ~ n, 

respectively. Thus we have Res (C) 
o = 

and Res(C) = U Res (C). 
= oo>n~O n = 

To construct resolutions and morphisms between them 
we shall use the following condition on a subcategory C: 
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(1) If 0 -> A~ -> A -> A~~ -> 0 is exact and if 

A. A~~ E ~ .. then A~ E C. 

It follows easily by induction from (1) that: 

33 

If 0 -> A -> ••• -> Al -> AO -> 0 is exact with 
n 

A. E C (O<i<n) then A E C. 
1 = - n = 

(6.1) PROPOSITION. Let ~O C C be full additive sub­

categories of ~ satisfying (1) above. and suppose each 

object of ~ is a quotient of one in So. Then ~ C Resoo(~o). 

Moreover. if f: A~ ---> A is a morphism in C and if 
--------~------= 

E: C ---> A is a So-resolution. then there is a So-~­

lution E~: C~ ---> A~ and a morphism F: C~ ---> C covering 
f. i.e. such that R(F) = f. 1i C is finite. and if S C 

Res(So). then we can choose C~ to be finite also. 

Proof. If A E ~ we can find an exact sequence 

0---> B ---> Co ---> A ---> 0 with Co E SO. and then (1) 

implies B E ~. Rence we can continue with B. etc .• and 

construct a So-resolution of A. 

Suppose next that we are given f: A~ ---> A and a 
So-resolution e: C ---> A as above. Let B. = 

Ker(Co ~ A~ __ ~(~e~. __ -~f~) __ ~> A). be the fibre product of 

Co ___ e __ > A < ___ f __ A~. Since e is an epimorphism (e. -f) is 

also, and hence (1) implies B E C. Therefore we can find = 
an epimorphism C6 ---> B with c6 E So. We now define Fo and 

e~ by the commutative diagram 

Since e is surjective. B ---> A~ is also (see (4.6)) so e 
is also. Suppose now. by induction, that we have constructed 
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a commutative diagram 

d~ 1 ~ ~ 
C~ n- C~ e A 0 n-l---> ••• --> 0--> --> 

Fn_ l FO j f 

dn_ l e 
•• '-->C ---> •• ·-->C 0--> A -->0 

n-l 

PRELIMINARIES 

with exact rows and with each Ci s So. It follows from (l~) 

above that Z~_l = Ker(d~_l) and Zn_l = Ker(dn _ l ) are in SO, 

Hence we can apply the construction above to find a com­
mutative diagram 

C~ 
d~ 

> Z ~ 0 --> 
n n-l 

F F~ 

n 

C > Z --> 0 
n d n-l 

with exact rows, where F~, and d are induced by F l' and 
n-

d , respectively. 
n 

With d equal to the composite 
n 

C ~ ~> Z ~ C C we have extended the resolution 
n n-l n-l 

c~andF: C~ --> C one more step. In case C is finite and 
S C Res(So) then, when we reach an n such that Cm = 0 for 

all m ~ n, we can complete C~ with a finite So-resolution 

of Z ~ l' n-

Exercise. Show that if f is an epimorphism then the 

F constructed above is also an epimorphism. 

(6.2) PROPOSITION. Let So be a full additive sub­

category of ~ satisfy (1). Let 

C~ _F_> C 

e~ t f l e 

A~ ---> A 
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a commutative diagram in which the verticals are So-~ 

lutions, of lengths d~ and d, of A~ and A, respectively. If 

f is a monomorphism then MC(F) is a So-resolution of 

Coker(f) of length sup(d, d~ + 1). If f is an epimorphism 

then Ker(f) has a So-resolution of length sup(d-l, d~). 

Proof. We have the exact sequence of complexes 

(*) 0 --> C --> MC(F) --> C~(-l) --> 0 

(see (5.4» which splits as a sequence of graded objects. 
The nonzero terms of C occur in degrees 0 to d and those of 
C~(-l) in degrees 1 to d~ + 1. Hence MC(F) is a positive 
complex in So of length sup(d, d~ + 1). Since C and C~ are 

resolutions they have homology only in degree zero, and 
there the homology sequence of (*) becomes 

••• Q-->Hl (MC (F) )->HO (C ~)->HO (C)->HO (MC (F) )->0'" 

II II 
A~ __ f_> A 

Thus, if f is a monomorphism, the only homology of MC(F) is 
HO(MC(F» ~ Coker(f) , so MC(F) is a resolution of Coker(f). 

If f is an epimorphism its only homology is 
Hl(MC(F» Ker(f). It follows that we have exact sequences 

o -> 21 (MC (F» -> MC (F) 1 -> MC (F) 0 -> 0 

and 

MC (F) 2 -> 21 (MC (F» -> Ker(f) -> 0 

extracted from MC(F). The first shows that 21(MC(F» € ~O' 

The second and the vanishing of the higher homology of MC(F) 
shows that 

•• 'MC (F) -> •• '->MC(F) 2->21 (MC (F) )->Ker(f)->O 
n 

defines a resolution of Ker(f) whose length is sup(d, d~+ 1) 
-1 = sup(d-l, d~). q.e.d. 

We shall now record some of the special features of 
projective resolutions. 
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(6.3) PROPOSITION. (Schanuel' s Lemma). Let 0 --> P 1 

P E ~ ~ E ~ 
--> 0 --> A --> 0 and 0 --> P 1 --> P 0 --> A --> 0 

be exact sequences in ~ with Po and Po projective. Then 

PO~Pl"'Po~Pl' 

Proof. The fiber product of (E, E~) yields a commu­

tative diagram (see (4.6» 

0 0 
+ + 
Pi Pf 

+ + 
0 --> Pl --> Q--> Po --> 0 

II + + 
0 --> Pl --> Po--> A---> 0 

+ + 
o 0 

with exact rows and columns. Since Po is projective the 

epimorphism Q --> Po splits, so Q "' P 0 ~ P f. Similarly, 

since Po is projective, Q "' Po ~ Pl' q.e.d 

(6.4) COROLLARY. If 0 --> P --> ••• --> PO _E_> A 
n 

d 0 ~ ~ E~ 
--> 0 an --> P --> ••• _-> Po --> A --> 0 are exact 

n 
sequences in A with p. projective (O<i<n) then 

1 -

Proof. The case n = 1 is (6.3). For n > 1 we consider 

the exact sequences 0 --> P --> ••. _-> P 2 --> P 1 ~ Po 
n 

d ~ 1 > Zo ~ Po --> 0 and o --> P ~ --> •.• _-> P:2 
n 

--> PI ~ Po d~ ~ 1 > z6 ~ Po --> 0, where Zo = Ker(E), 

Zo = Ker(E~), and where d and d~ are induced by the original 
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sequences. According to (6.3) we have Zo ~ Po ~ Zo ~ Po and 

hence the corollary follows by induction. 

Let P be a full additive subcategory of A which = = 
satisfies (1) and all of whose objects are projective (in ~). 

In this case condition (1) reduces to the apparently weaker 
condition: P E ~ and P ~ Q E ~ => Q E ~. If A E ~ has a 

P -resolution then we define the P -dimension of A to be 

the minimal length (possibly infinite) of a ~ -resolution 

of A; it will be denoted Pd(A). Thus Pd(A) = -1 <=> A = 0 
= = 

and ~d(A) ~ 0 <=> A E P. It follows immediately from the 

last corollary that, if ~d(A) ~ n, so there is a P -reso­

lution P ---> A of length ~ n, then for any P -resolution 

P~ ---> A we have Z (p~) E P for all m > n-l. This implies 
m = -

that no matter how we start off a P -resolution of A, we 

can terminate it at the nth term, Ker(P~ 1 ---> P~ 2)' and 
n- n-

be assured (by (6.4)) that the latter is in ~. 

E E~ 
(6.5) PROPOSITION. Let P ---> A and P~ ----> A~ be 

projective resolutions and-ret f: A~ --; A. Then there-is 
a morphism F: P~ > P covering f, and any two such F's 
are homotopic. 

Proof. Since Po is projective and E is an epimorphism 

we can find Fo to make 

commute. This Fo induces fo: Zo(P~) ---> Zo(P), and since 

PI ---> Zo(P) is an epimorphism we can find FI making 

--> ZoCP~) 

1 f 0 

--> ZoCP) 



38 PRELIMINARIES 

commute. Etc ... 

If G: P ~ --> P also covers f then F - G covers the 
morphism 0 = f - f: A~ --> A. Therefore the last assertion 
follows if we show that F is homotopic to zero when f = O. 
We need s : P ~ --> P (n ~ 0) so that F = ds + sd ~ . 

n n n + 1 
For n = 0 this reads Fa dlSa, since d6 = O. Since P6 is 

projective this follows from the commutivity of 

/ 
So I 

P6 --> A~ 

/ Fa 0 
/ 

/ 
PI --> Po --> A 

and the exactness of the bottom row. Suppose s. (i ~ n) have 
1. 

been constructed, and consider the diagram 
d~ 

/ p~;(n_l > P~-l 
sn / n-l 

/ F F 1 / n n-

/ 
d 

/ ~ n 
Pn+l -----'> Pn > Pn- l 

The bottom row is exact and P ~ is projective, so we can 
n 

solve d s = F n+l n n 
d (F 

n n 

d (F 
n n 

s d ~ ) 
n-l n-l 

s d~ ) 
n-l n-l 

- s ld~ 1 provided we verify that n- n-
O. But dnsn_l = Fn_l - sn_2d~_2' so 

d F 
n n 

(F - s d ~ ) d ~ 
n-l n-2 n-2 n-l 

d F 
n n 

F ld~ 1 = 0, because d~2 = 0 and dF = Fd~. 
n- n-

Remark. The proof uses only the facts that P ~ is 

projective and that the complex p is acyclic in degrees >0. 

(6.6) COROLLARY. An acyclic projective complex which 

is bounded below is contractible. 

Proof. After shifting its degrees we can view such 
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a complex, P, 
both 0 and 1 

p 

as a projective resolution of 0, whereupon 
cover the morphism 10 , Hence 0 and lp are 

homotopic, i.e., P is contractible. 
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(6.7) PROPOSITION. Let 0 --> A~ --> A --> A~~ -> 0 

be an exact sequence in~. Let P~ --> A~ and P~~ -> A~~ be 

projective resolutions. Then there exists a differential on 

the graded object P = P~ ~ P~~ so that the split exact 

sequence 0 -> P~ -> P --> P~~ --> 0 is an exact sequence 

of complexes resolving 0 --> A~ --> A --> A~~ --> O. 

Proof. We begin by constructing £ = (£~, h) so that 

o->P6 --> p6 ~ p6~ --> p6~ --> 0 

£ 

o->A~ 
a --> A 

commutes, i.e., so that bh 

£ £ 

b 
--> A~~ --> 0 

£~~. This h exists because P 

is projective and b is an epimorphism. 

The Snake lemma (4.7) implies £ is an epimorphisms 

and that 0 --> Ker(£~) --> Ker(£) --> Ker(£~~) --> 0 is 
exact. We now repeat this construction, starting with the 

epimorphisms PI --> Ker(£~) and P l~ --> Ker(£ ~~), etc. 

(6.8) PROPOSITION. Let ~ be a full additive sub­

category of projective objects in ~, satisfying (1) above, 

and let 0 --> A~ _f_> A ~> A~~ --> 0 be an exact 

sequence in 6. If two of A~, A, A~~ have ~ -resolutions so 

does the third. Suppose this is the case, and write d~, d, 
and d~~ for their respective ~ -dimensions. Then we have 

d~ ~ sup(d, d~~ -1) and d~~ ~ sup(d~ + 1, d) 

Moreover, d < sup(d~, d~~), and if this inequality is strict 
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we have d' , = d' + 1. 

Proof. Say e": P' --> A' and e: P --> A are P 

-resolutions of lengths d' and d, respectively. By (6.5) 

we can cover f with F: P' --> P and then (6.2) says that 

MC(F) is a P -resolution of A" Coker(f) of length 

~ sup(d' + 1, d). 

If e ~ , : P' ~ --> A -- is a P -resolution of length 

P --> p" and then d" we use (6.5) to cover g with G: 
use (6.2) to obtain a P -resolution 

~ sup(d, d" - 1). 

of A' = Ker(g) of length 

On the other hand, we can use (6.7) to obtain from 
P' and P" a ~ -resolution P --> A of length ~ sup(d', d"). 

This proves all but the final assertion. 

Suppose d < sup(d', d") . If d < d' then we have 

d' < d' , - 1 and d' , ~ sup(d' + 1, d) d' + l' , hence 
d' , = d' + 1. If d < d" then d' ~ sup(d, d" -1) = d" -
and d" < d' + 1; hence again d" d' + 1. q .e.d. 

(6.9) COROLLARY. Let ~ be as in (6.8). Then 

Res (P), Res(P), and Res (P) (n > 0) are all full additive 
00= = -- n= -

subcategories of ~ satisfying (1) above. If all but one of 

the terms of a finite exact sequence 

o --> A --> ... --> Ao --> 0 
n 

lie in Resoo(~) or Res(~) then so also does the remaining 

term. 

§7. ADJOINT FUNCTORS 

Given two functors 

T 
A «====~> B 

S 

1 
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and a natural isomorphism 

(1) Y YA, B: {;(A, SB) --> ~(TA, B) 

of functors ~o x~ --> Sets, we say that S is an adjoint of T, 

and that T is a coadjoint of S. It is not difficult to see 

that either functor determines (via (1» the other up to a 
unique isomorphism. We shall call (T, S) an adjoint pair. 

This situation arises frequently in nature. For 
example, the "forgetful" functor from groups to sets has as 
coadjoint the free group functor. Similarly, the forgetful 
functor from k-algebras to k-modules (k is a commutative 
ring) has the tensor algebra functor as coadjoint. 

(7.1) PROPOSITION. Let (T, S) be an adjoint pair of 
functors as above. 

(1) S preserves products, limits, final objects, 

kernels, ... 

(2) T preserves coproducts, colimits, initial objects, 

cokernels, ... 

Proof. (2) is the dual of (1) and (1) follows imme­

diately from the definitions and the natural identification 
{;(A, SB) = ~(TA, B). We shall illustrate the latter by 

showing that S preserves limits (of which products are a 
special case, incidentally). Suppose B = lim F for some 
functor F: ~ ---> ~. Then we claim that SB = lim SF. We 

must show that they represent the same functor ~o ---> Sets. 

By definition {;(A, limSF) = ~~(c(A), SF), where-c: ~ --> A 

is the constant functor with value A, and the adjointness 
L L 

identity implies ~=(c(A), SF) = ~=(c(TA), F) = ~(TA, lim F) 

~(A, S lim F) . 

(7.2) COROLLARY. If ~ and ~ above are additive 

categories then S and T are additive functors. 

Proof. It follows from (7.1) that both functors 

preserve zero objects and direct sums, and these two 
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properties imply that a functor is additive. 

Let (T, S) be an adjoint pair with isomorphism y as 
in (1) above. Then for A € ~ and B € B we have 

A ---> STA 

and 

Given morphisms a: A' --> A in A and b: B --> B' in ~, 

the square 

~(A, SB) 
YA, B 

~(TA, B) > 

~(a, Sb) ~(Ta, b) 

~(A' , SB ') > ~ (TA' , B ') 
YA' , B' 

commutes, because Y is natural. Thus 

(c € ~(A, SB» 

If we apply this to a = uA: A --> STA, b = lTA' and 

c = lSTA' then we obtain 

by STA TA (c) (Ta) , 

and 

YA TA((Sb)ca) , 

Thus the composite 

TUA BTA 
TA -----"'--:> TSTA -----:> TA 
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is the identity on TA. Similarly it follows that the com­
posite 

SB 
a SB 

--------~> STSB 

is the identity on SB for B E B. 
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(7.3) PROPOSITION. Let (T, S) be an adjoint pair of 
functors between additive categories. If A E A is such that 

aA: A ---> STA is an isomorphism, then BB: TSB ---> B is 

an isomorphism for every direct summand, B, of TA. 

Proof. Since B: TS ---> IB is a natural transfor-

mation between additive functors it will suffice to show 
that BTA is an isomorphism. But it follows from the 

discussion above that BTA TaA = ITA' and our hypothesis on 

A implies TaA is an isomorphism; hence BTA = Ta~l is one 

also. 

(7.4) COROLLARY. Let (T, S) be an adjoint pair of 
functors between additive categories such that the natural 
transformation a: IA ---> ST is an isomorphism. Suppose 

further that every object of ~ is isomorphic to a direct 

summand of TA for some A E ~. Then B: TS ---> 1 is also 
~ 

an isomorphism, so Sand T are inverse equivalences of 
categories. 

§8. DIRECT LIMITS 

Let G: C ---> ~ be a functor. Then the colimit, 

g colim G, is defined by 

c 
~(~, A) = ~=(G. c(A» (A E ~) 

Thus, if colimits always exist then colim: ---> A is a = 
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functor, and it is just the coadjoint of c: A --> A~. 
= = 

In this section we shall take A to be a category of 

"sets with structure" and also impose certain conditions on 
~. The properties of co1imits which we then deduce will be 

applied in Chapter VII. 

if it 

(8.1) DEFINITION. A category C is said to be directed 

satisfies (a) and (b) below: 

(a) Given Al , A2 E: ~, there is a B E: C and morphisms 

f. : A. --> B (i = 1, 2) 
l l 

(b) Given f i : A --> B (i = 1, 2) in ~ there exists 

a g: B --> C in C such that gfl = gf 2 . 

Simple induction arguments show that (a) 
(a~): Any finite collection of objects map into 
object. Moreover (b) implies (b~): Given f. ,f. 

II l2 

implies 
a common 

A --> B 
i 

(1 < i ~ n) there is a g: B --> C such that gf. 
II 

gf. 
l2 

(1 < i ~ n). 

A co1imit of a functor from a directed category will 
be called a direct (or inductive) limit. 

For the rest of this section A will denote one of the 

following categories: groups, rings, modules over a ring, 

sets, ..• The conclusions apply to any such category of "sets 
with structure". In the proofs we shall give details only 
for the category of groups. Similar arguments apply to the 
other cases. 

(8.2) PROPOSITION. Let ~ be a category with only a 

set of isomorphism classes, and let G: C --> A be a 

functor. Then g exists, and it is generated by {Im(yA)}, 

where YA: G(A) --> g(A E: ~) are the canonical morphisms. 

Condi tion (8.1) (a) on ~ implies that 

~ = U Im(y A) 



SOME CATEGORICAL ALGEBRA 

Suppose ~ is directed. Let Ao E ~ and let a, b E 

G(Ao) be such that YAo(a) = YAo(b). Then there is a 

morphism f: AO ---> B in ~ such that G(f)(a) = G(f)(b). 

Proof. There is a full subcategory of ~, which is a 

set and such that every object is isomorphic to one in the 
subcategory. The inclusion functor is then an equivalence 
(see (1.1» so we can assume ~ itself is a set. 
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Now g can be constructed from S = UGA(A E ~) and 

the canonical morphisms YA: GA ---> S. Namely, we pass to 

the largest quotient p: S ---> G of S such that the 
7 

equations PY~ Gf(a) = PYA (a) for all f: A ---> B in C 

and all a E G(A), and we set YA = PYA. 

It is clear from the construction of g as a quotient 

of G(A) (A E ~) that g is generated by {Im(yA) I A E ~}. 

Condition (8.1)-(a) implies that, for any AI' A2 E ~, there 

is aBE ~ such that Im(yA.) C Im(yB) (i = 1, 2). Hence 
~ 

this condition implies that G is the (set theoretic) union 
of the Im(yA). 

For the last assertion we first note that the identi­
fication of a and b in G(A o), after passing to g, is the 

consequences of data involving only a finite number of 
objects and morphisms in ~. Consequently, there is a full 

subcategory ~o C ~ having only a finite number of objects 

such that a and b are identified already in go, where Go = 

GI~o. Using condition (8.1)-(a) we can enlarge ~o, if 

necessary, and arrange that ~o have a final object, C, i.e., 

one into which each object of ~o has a morphism. If 

0A: G(A) ---> go is the canonical morphism for A E ~o, then 

0e: G(C) ---> go is surjective. If fl' f 2 : A ---> C and if 

a E G(A) then since 0A = 0eG(fl) = 0eG(f2) we have 0e(al) 

0e(a2)' where a i = G(fi)(a) (i = 1, 2). Let Q be the 

largest quotient of G(e) in which all such identifications 
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are made. Then any morphism f: 
morphism G(A) ---> Q, so we see 

A ---> 
that Q 

C induces the same 
= ~o· 

Now suppose we are given a, b E G(AO) as above so 

that 0A (a) = 0A (b) in GO' Choose a morphism fO: Ao--> C; o 0 ~ 

then 0C(a) = 0C(S), where a = G(fO)(a) and S = G(fO)(b). 

The identification of 0C(a) and 0C(S) is the conse­

quence of a finite number of identifications, ° (Y. 1 ) = 
C 1 

0C(Y' 2)' where Y .. 
1 1J 

G(f . . )(a.) (j = 1, 2) for some 
1J 1 

morphisms f il' f i2 : A. ---> C and elements a. E G(A.). It 
1 1 1 

follows by induction from (8.l)-(b) that there is a 
morphism g: C ---> C' in ~ such that gfn = gf i2 (l~ i ~ n). 

Hence, G(g)(Yi~ = G(g) (Y i2 ) (1 ~ i ~ n) and therefore 

G(g)(a) = G(g)(S) also. Putting f = gfO: AO ---> C', we 

have G(f)(a) = G(f)(b), as required. q.e.d. 

(8.3) DEFINITION. A functor F: C ---> C' is said 

to be cofinal if it satisfies (a) and (b) below. 

(a) Given A' E C' there exist A E C and an f: A'---> 

FA. 

(b) Given f': FA ---> A' in C' there exists an 

f: A ---> B in C and a g': A' ---> FB in C' 

such that g'f' = Ff. 

(8.4) PROPOSITION. Let F: C ---> C' be a cofinal 
= = 

functor between categories having each only a set of 

isomorphism classes of objects. Assume that C' is directed 

and that ~ satisfies (8.1). Then if G: C' ---> ~ is any 

functor the natural morphism 

GF --------~> G 
-->- ~ 

is an isomorphism. 

Proof. The ~-morphisms YFA : GFA ----> ~(A E ~) 
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induce a unique a such that 

commutes for all A E ~. It follows that Im(yFA) C Im(a). 

If A~ E C~ then (8.3)(a) gives us an A~ ---> FA for some 

A E C and hence Im(yA~) C Im(Y;A) C Im(a). Since ~ is 

g~nerated by the Im(YA~) it follows that a is surjective. 

Suppose a(x) = a(y). Condition (8.1)-(a) for C 

implies (see (8.2» that GF is the (directed) union of the 
-+ 

Im(yA), so we can find A E ~ and a, b E GF(A) such that 

x = yA(a) and y = yA(b). Since C~ is directed and Y;A(a) 

Y;ACb) it follows from (8.2) above that there is a morphism 

f~: FA ---> A~ in ~~ such that Gf~(a) = Gf~(b). Thanks to 

(8.3)-(b) we can, after replacing f~ by g~f~, if necessary, 

assume that A~ = FB and f~ = Ff for some f: A ---> B in C. 

Therefore Gf~ = GFf and so yA(a) = yA(b) already in Gg, 
i.e., x = y, so a is injective. q.e.d. 

We shall now discuss a special type of direct limit 
which will be encountered in Chapter VII, §2. 

Let M be an additive monoid. Then the "translation 
category", Tran(M), has M as its objects, and morphisms, 
for a, b E M, 

Tran(M) (a, b) = {c E M I a + c b} 

composition of morphisms is just +. 

We claim that Tran(M) is a directed category. 

Condition (8.1)-(a) is seen from the diagram al 

al 
a2 <------ a2. For condition (8.1)-(b) we are given 

a -----:> b <:----- a, i.e., a + cl b a + c2. Then 



48 PRELIMINARIES 

b ___ a __ > b + a satisfies the requirement, a + cI + a 

a + c2 + a, of (8.l)-(b). 

A homomorphism f: M ---> M~ of commutative monoids 
will be called cofinal if 

(1) Given a~ € M~, we can solve a~ + b~ 
and b~ € M~. 

f(a) for a € M 

(8.5) PROPOSITION. The translation category Tran(M) 

of a commutative monoid M is directed. Moreover a cofinal 

homomorphism f: M ---> M~ of monoids induces a cofinal 

functor (in the sense of (8.3» Tran(f): Tran(M) > 

Tran(M~). Therefore, if G: Tran(M~) ----? A is any functor, 

------~> G is an isomorphism. 
-+ 

Proof. The last assertion follows from the first and 

Proposition (8.4), and we have already noted above that 
Tran(M) is directed. 

To prove that Tran(f) is cofinal we must verify 
(8.3)-(a), which is precisely condition (1) above, and 
(8.3)-(b): given the top arrow of a commutative diagram 

b~ 

f(a) --> a~ 

f~t:; 
we must complete it. This amounts to solving b~ + c~ = fed), 
which we can do thanks to (1). For then c = a + d fills the 
diagram as indicated. 

The following refinement of this proposition will 
also be used. 

(8.6) PROPOSITION. Let aO = 0, aI, a2, ... ,a , ... be 
n --

a sequence in a commutative monoid M. Write a an + 1 ----- n, m 
+ ... + a if n < m (a = 0) and sn = aO, n' m - n, n 

Assume that: 
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(2) Given a € M and n ~ 0, there is a b € M and an m > n 

such that a + b a n, m 

Let ~ CTran(M) be the subcategory whose objects are the sn 

and whose only morphisms are the a . Then C is directed - - n, m ---
and the inclusion functor is cofinal. Therefore, if 

G: Tran(M) --> A is any functor we can compute ~ as the 

direct limit of the G(s ) with respect to the morphisms 
n 

Proof. Clearly ~ is directed. For the rest it 

suffices, by virtue of (S.4), to establish cofinality. 
Condition (S.3)-(b) of cofinality requires that we complete 
a commutative diagram 

s 
m 

given the top arrow. But thanks to (2) we can solve b + c 
a for c and m ~ n, as required. Condition (S.3)-(a) 
n, m 

follows from (2) also, in the special case n = O. q.e.d. 





Chapter /I 

CATEGORIES OF MODULES 

AND THEIR EQUIVALENCES 

In §1 we show that an Abelian category with arbitrary 
coproducts, and with a "faithfully projective" object, is 
equivalent to a category of modules. As a preliminary to 
classifying equivalences, mod-A---> mod-B, we show that all 
co1imit-preserving functors are of the form QAP, P a bimodu1e. 

We could equally well have studied limit-preserving functors, 
which are of the form HomA(p, .), since equivalences do 

both. However tensor products are more convenient for 
discussing composition of functors. 

In §3 we analyze the structure of an equivalence 
mod-A ---> mod-B. A number of cornman features of A and B 
are deduced from its existence. In §4 we show how to 
construct an equivalence from a faithfully projective module. 
Indeed, §3 implies they are all obtained by such a con­
struction. 

The autoequiva1ences of mod-A, for an R-a1gebra A, 
lead to a group, PicR(A), which we study in §5. In partic-

ular, the group of "outer automorphisms" of A as an 
R-a1gebra is a subgroup of PicR(A). 

§1. CHARACTERIZATION OF CATEGORIES OF MODULES 

A functor between Abelian categories will be called 
faithfully exact if it is faithful and exact and if, further, 

51 
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it preserves arbitrary coproducts. It follows that such a 
functor preserves colimits. 

Let A be an Abelian category and let P E ~ represent 

the functor h ~(P, .): ~ ---> g-mod. Recall that P is 

projective if h is exact. P is said to be a generator of A 

if h is faithful. We shall call P faithfully projective if 

h is faithfully exact. Note that this requires more than 
that P be a projective generator, because it is not true in 
general that functors of the form ~(P, .) preserve co-

products. We shall see that this condition is related to 
the condition of finite generation for modules. If A is a 
ring, A is faithfully projective in mod-A. 

(l.l)PROPOSITION. Let A be an Abelian category with 

arbitrary coproducts. 

(a) PEA is a generator of ~ if and only if every 

object f A 0 0 f (I) f I o 1S a quot1ent 0 P or some set . 

(b) Let C be a class of objects in A such that (i) C 

contains a generator of ~, (ii) arbitrary coproducts of 

objects in C are in C, and (iii) cokernels of morphisms 
between objects in C are also in C. Then C - ob~. 

Proof. (a) Suppose P generates A and A E A. Then 

R = ~~~defines a morphism a: P (RT ----> A, which we 

claim to be an epimorphism. Let b: A ---> B be its cokerneL 
If pER = h(A), where h = ~(p, .), then h(b) (p) = bp. 

Since Im(p) C Im(a) and ba = 0, it follows that bp 0, and 

hence h(b) = 0. But h is faithful, so b = 0, i.e., a is an 
epimorphism. 

Conversely, if there is an epimorphism (Pi) 0 1 0 

1 E 

p(I) ___ > A then we will show that ~(A, B)---> Romz(hA, hB) 

is a monomorphism for all B E A. For if b: A ---> B is 

such that h(b) = 0, then h(b)(Pi) = bPi = ° for all i E I 

and hence b(P1°) = O. But (po) 0 I is an epimorphism, so 
1 1 E 
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this equation implies b = O. 

(b) If P E C is a generator of A then it follows 

from part (a) that every object A in ~ fits into an exact 

sequence p(J) ---> p(I) ---> A ---> O. Hence conditions (i), 

(ii), and (iii) imply C ob~. q.e.d. 

(1.2) PROPOSITION. Let A be a ring and let P E mod-A. 

(a) P is finitely generated and projective if and 

only if P is a direct summand of A(n) for some n > O. 

(b) P is a generator of mod-A if and only if A is a 

direct summand of pen) for some n > O. 

(c) P is faithfully projective if and only if P is 
a finitely generated projective generator of mod-A. 

Proof. (a) HomA(A, .) is isomorphic to the identity 

functor so A is projective, and hence likewise for A(n) and 
its direct summands. If P is finitely generated there is an 

epimorphism A (n) ---> P, and the latter splits if P is 
projective. 

(b) Every module is a quotient of A(I) for some I 
so A generates mod-A. If A is a direct summand of 

p(n), therefore, P clearly also generates. Conversely, if 
P generates then A is a quotient, and hence direct summand 
of a coproduct of copies of p. Since A is finitely generated 
a finite coproduct already suffices. 

(c) By definition, HomA(p, .) is faithful and exact 

if and only if P is a projective generator. Hence it will 
suffice to show, for a projective module P, that P is 
finitely generated if and only if h = HomACp, .) preserves 

coproducts. The latter condition, that HomACp, II Mi ) = 
II HomA(p, Mi ), just means that any f: P ---> II Mi has its 

image in the submodule generated by a finite number of the 
M. IS. Clearly any finitely generated module P has this 

1 

property. Conversely, if P is projective, there is a split 

monomorphism f: P ---> A(I) for some I. The above condition 
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then implies that P ~ f(p) is a direct summand of A(J) for 
some finite JC I, so P is finitely generated. 

Exercise. (a) Show that a module P is finitely 

generated if and only if the union of a totally ordered 
family of proper submodu1es of P is a proper submodu1e. 

(b) Show that HomA (P, .) preserves coproducts if and 

only if the union of every (countable) chain of proper 
submodu1es is a proper submodu1e. 

(c) Show that the conditions in (a) and (b) are not 
equivalent. (Examples are not easy to find.) 

In the category mod-A the module A seems to play a 
somewhat distinguished role. This is not entirely true; 
any other faithfully projective module can play the same 
role, and fixing A in mod-A has some of the same arbitrary 
features as fixing a basis in a vector space. Moreover, this 
principle can be played backward: General theorems about 
faithfully projective modules need sometimes only be 
proved for A (cf. (5.3) below, for example). 

(1.3) THEOREM (Gabriel, Mitchell). Let ~ be an 
Abelian category with arbitrary coproducts and with a 
faithfully projective object P . Put A - ~(p, p). 

Then the functor 

h = ~(P, .): A ---> mod-A 

is an equivalence of categories, and hCP) 
module on one generator. 

A is the free 

Proof. Using criterion (I, 1.1) for an equivalence 

we need only establish (a) and (b) below: 

(a) y . ~(X, y) --> HomA(hX, hY) is an 

isomorphism for all X, Y E ~; and 

(b) Every M E mod-A is isomorphic to some hX. 

Fix aYE ~ and view hx Y as a natural trans-, 
formation aX TX --> SX, where T and S are the indicated 

functors AO --> Z-mod. 
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We shall prove (a) by showing that the class C of 

objects X for which ax is an isomorphism (i) contains a 

generator, (ii) is stable under coproducts, and (iii) is 
"stable under cokerne1s." For then it follows from (1.1(b» 
that C = obA. 

Since h is faithful P is a generator. Moreover 
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<Pp: ~(P, Y) --> RomA (hP, hY) RomA(A, ~(p, Y» is easily 

seen to be the standard isomorphism, and this proves (i). 

Condition (ii) follows from the fact that both Sand 
T convert coproducts into products. For T this is clear and 
for S it is a consequence of our hypothesis that h preserves 
coproducts. 

Condition (iii) means that if X --> Y --> Z --> 0 is 

exact in ~, then X, Y £ C =>Z £ C. Now T is left exact, and, 

since h is exact, S is also left exact. Rence we have a 
commutative diagram with exact rows, 

0 ---> TZ ---> TY ---> TX 

l "z 
ay aX 

0---> SZ ---> SY ---> SX 

and the desired conclusion follows by the 5-1emma (I, 4.4). 

To prove (b), write M = Coker(A(I) ~ A(J». 
Then 

(I) (J) 
so f = h(g) for some g: P --> P ,thanks to part (a). 

By exactness, M ~ Coker (f) = Coker (h(g» ~ h(Coker g). 
q.e.d. 

Exercise (Lam). Let ~ be an Abelian category in which 

all objects are noetherian (= ascending chain condition on 
subobjects). Assume ~ has a projective generator P, and 

put A = ~(P, P). Show that A is a right noetherian ring and 
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that 6(p, .) defines an equivalence from A to the category 

of finitely generated right A-modules. 

§2. R-CATEGORIES: RIGHT CONTINUOUS FUNCTORS 

If c lies in the center of a ring A then the 
endomorphisms, x ~> xc, on A-modules constitute an 
endomorphism, h(c), of the identity functor on mod-A. There 
are no others; more precisely: 

(2.1) PROPOSITION. The "homothetie~ 

h: center A ----~> End(Id d A) mo -

is an isomorphism of commutative rings. 

Proof. Since h(c)A(l) = l·c = c it follows that h is 

injective. It is clearly a ring homomorphism. Finally, 
suppose t S End(Idmod_A). Let c = t A(l). Given x s M s mod-A 

define f: A ---> M by f(a) = xc. By natura1ity of t, 

tA 
A ---~-:> A 

f I If 
M -----------> M 

commutes, so tM(x) 

h(c)M(x). Thus t 

t M(f(l)) = f(tA(l)) = f(c) = xc 

h(c), and h is therefore surjective. 

This proposition suggests that, for any category ~, 
we define 

center A 

Let R be a commutative ring and let A be an Abelian 

category. Then it is easy to see that giving a ring homo­
morphism R ---> center A is the same as giving all the 

Abelian groups 6(X, Y) the structure of R-modu1es in such 
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a way that composition is R-bilinear. An A with this 

additional structure will be called an R-category. A 

functor T: ~ ---> ~ between R-categories is said to be an 

R-functor if the maps ~(x, Y) ---> ~(TX, TY) are R-linear. 

When R = ~ we just recover the notions of Abelian category 

and additive functor. 
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An R-algebra is a ring A and a homomorphism R ---> A 
whose image lies in center A. It follows therefore from 
Proposition (2.1) that R-algebra structures on A are 
equivalent to R-category structures on mod-A. 

Let A and B be R-algebras and write A-mod-B for the 
category of left A-, right B - bimodules M, and their 
homomorphisms. Recall that the compatibility required of 
the A- and B- module structures is 

(ax)b = a(xb) (a E A, x E M, b E B) 

If r E R then rx and xr are both defined, but not neces­
sarily equal. Indeed, rx = xr for all x E M and r E R 
precisely when the bimodule structure on M makes M a left 

AQRBO-module. Moreover, this is further equivalent to the 

condition thatBAM: mod-A ---> mod-B be an R-functor. 

let 

(2.2) PROPOSITION. Let A and B be R-algebras, and 

h: (Ae BO)-mod ---> R-functors(mod-A, mod-B) 
R 

be the functor defined by heM) = BAM. Then h is fully 

faithful. In particular M ~ N as bimodules <~ BAM ~ eAN as 

functors from mod-A to mod-B. 

Proof. If f: M ---> N is a bimodule homomorphism 

then h(f) B Af. If h(f) = 0 then the vanishing of AA A f 
implies f 0, so h is faithful. 

Suppose t: hM ---> hN is a natural transformation, 
and let f: M ---> N be the B-homomorphism rendering 
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commutative. Left multiplications in A are right A-linear, 
so tA must preserve them, by naturality. Thus t A, as well as 

the verticals, are bimodule homomorphisms, and hence like­
wise for f. We will prove that h is full by showing that 
t = h(f). Let s = t-h(f) and let C denote the class of 
M E mod-A such that sM = O. By construction C contains A. 

Since both hM and hN are right exact and preserve coproducts 
it follows now that C satisfies the hypothesis of (l.l(b)), 
and hence C = ob(mod-A). q.e.d. 

The functors hM = GAM of Proposition (2.2) (i) are 

cokernel preserving, and (ii) they preserve arbitrary co­
products. A functor satisfying (i) and (ii) will be called 
right continuous. The terminology is suggested by the fact 

that such a functor must preserve all direct limits. Among 
categories of modules all right continuous functors are 
tensor products. More precisely: 

(2.3) THEOREM (Eilenberg, Watts). Let A, B, and C be 

R-algebras. The correspondence M ~> hM = GAM, from left 

A~RBO-modules to right contjnuous R-functors from mod-A to 

mod-B, induces a bijection on isomorphism classes. If N is a 

left BGRCO-module then h(MGBN) ~ h(N)Qh(M). 

Remark. One is tempted to formulate this result as an 

equivalence of categories, as follows. Let A and B be the 

categories whose objects, in both cases, are R-algebras, 
and whose morphisms are 

and 

~(A, B) {right continuous functors, 
mod-A ----> mod-B} 
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respectively. ~ is a perfectly acceptable category, using 

composition of functors. For ~ we would like to use G for 

composition. But then we have neither identity morphisms, 
nor associativity. For while AGAM and M are (canonically) 

isomorphic, they are not equal; similarly for the associ­
ativity of G. Thus we are compelled to pass to isomorphism 
classes. 

Proof. If X E mod-A then h(N)oh(M) (X) = h(N) (xeAM) 

(XGAM)GBN XGA(MGBN), and the isomorphism is natural. 

This proves the last assertion. 
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The fact that h is injective on isomorphism classes 
is contained in (2.2). There remains only to be proved that 
a right continuous R-functor t: mod-A ---> mod-B is of the 
form hM. We take M = tA, which is at first only a B-module. 
The R-algebra homomorphism 

A HomA(A, A) 

makes of M a left A~Bo-module. 

For X E mod-A we have maps 

X '" HomA(A, X) 

whose composite, fx, is A-linear with respect to the 

A-module structure on M just constructed. Under the 
canonical isomorphism 

let gx be the element on the right corresponding to fX on 

the left. Since the fx's are natural in X the gx's are 

also: g: hM ----> t. Both hM and t are right continuous so 

the class C of X for which gx is an isomorphism is stable 

under coproducts and cokernels. It follows therefore from 
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(l.l)-(b) that g is an isomorphism provided gA is, since 

A generates mod-A. But gA: 

standard isomorphism. 

AG M ----> tA = M is the 
A 

(2.4) COROLLARY AND DEFINITION. We call a left 

AGRBo-module "invertible" if it satisfies the following 

conditions, which are equivalent: 

(a) f:} M' 
'0 A . mod-A ---> mod-B is an equivalence. 

(b) There is a left BGRAo-module N such that 

A and NGAM ~ B as bimodules. 

(c) MG • 
B' B-mod ----> A-mod is an equivalence. 

Proof. Since an equivalence is right continuous the 

implications (a) <~ (b) follow immediately from Theorem 
(2.3). A left - right reflection of Theorem (2.3) shows 
that (b) <~ (c). 

§3. EQUIVALENCES OF CATEGORIES OF MODULES 

We fix a commutative ring R, and all of our rings, 
A, B, ... will be R-algebras. The fact that M is a left 

A~Bo-module will sometimes be denoted by writing AMB' 

following the Cartan-Eilenberg convention. 

This section contains a thorough analysis of 
equivalences from mod-A to mod-B. We begin by summarizing 
some consequences of Theorem (2.3). 

(3.1) PROPOSITION. Let A and B be R-algebras and let 

mod-A «=====T=====>~ mod-B 
S 

be R-functors such that ST ~ Id d A and TS ~ Id d B' Set mo - --- mo - -
P = TA and Q = SB. Then we are in the situation (APB' BQA) , 

and: 
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(2) There are bimodule isomorphisms 

and 

(3) f and g may be chosen to render the diagrams 

and 

Qe leBQ 

lQ • f I 
QeAA 

f €I 1 
P , r~ 

---6---> P 

r 
----~> Q 
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commutative. (Here a and 6 are the obvious maps, and 
similarly in the other diagram.) 

Proof. Everything but part (3) follows immediately 

from Theorem (2.3) and the fact that an equivalence is 
right-continuous. To prove (3), suppose we want the first 
diagram to commute. Since all maps are bimodule isomorphisms 
we at least have 6(1 €I g) = ua(f €I 1) for some u £ AutA_B(P). 

In particular u £ HomB(P, P) = HomB(TA, TA) ~ HomA(A, A) 

= A, so u is left multiplication by an element of A, which 
we shall identify with u. Being also an A-homomorphism, u 
must be in the center of A. Now, evidently, ua = a(u €I 1 ), 

P 
so if we replace f by uf we have made the first square 
commutative. We propose to show now that the second square 
automatically commutes. In order to avoid repeating this 
argument later we interrupt to make a definition which is 
suggested by the proposition above. 

(3.2) DEFINITION. A set of pre-equivalence data 

(A, B, P, Q, f, g) consists of R-algebras A and B, bimodules 
APB and BQA' and bimodule homomorphisms f: PGBQ ---> A and 
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g: QG P --> B which are "associative" in the following 
A 

sense: Writing f(p G q) = pq and g(q G p) = qp we require: 

(i) 

(ii) 

(pq)p' 

(qp)q' 
(for all p, PEP; q, q' E Q) 

We shall call it a set of equivalence data if f and g are 

isomorphisms. 

Now the proof of Proposition (3.1) is completed by: 

(3.3) LEMMA. Condition (ii) in the definition of 
pre-equivalence data follows from the other conditions, 

provided: d E Q and dp' = 0 for all p' E P ~ d = O. The 
latter condition is satisfied if Gpf is faithful. 

(qp)q' 

Hence, 

so d 

Proof. Given q, q' E Q and PEP we mus t show that 

g(pq'). For any PEP we have 

«qp)q')p' (qp) (q'p') (g is left B-linear) 

q (p (q 'p '» (g is right B-linear) 

q«pq')p') (condition (i» 

(q(pq'»p' (g is A-bilinear) 

if d = (qp)q' - q(pq') , then dp 
, = 0 for all p 

, 
E P, 

0, by hypothesis. 

To prove the last assertion let h: A --> Q by 
h(a) = da. Then h G lp: AGA P --> QGA p, followed by the 

isomorphism g, is zero, so h G 1 = O. Therefore h = 0 if 
P 

G P is f ai thful. 
A 

(3.4) THEOREM. Let (A, B, p, Q, f, g) be a set of 

pre-equivalence data, and assume that f is surjective. 

1. f is an isomorphism. 

2. P and Q are generators as A-modules. 

3. P and Q are finitely generated and projective as 
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(*) 

have 

= 2:. 
1, 

B-modules. 

4. g induces bimodule isomorphisms 

P " Ho~(Q, B) and 

5. The R-algebra homomorphisms 

EndB (p) <:--- A ---> EndB (Q) 0 

induced by the bimodule structures, are iso­

morphisms. 

Proof. The hypothesis on f means that we can write 

1 = 

(1) Suppose 

2:Pj 9 qj = 2: j , 

j(Pj(qjPi)) 9 

in A 

p: 9 q: E ker f. Then using (*), we 
J J 

i(Pj 9 qj)Piqi = 2: j , iPj 9 «qjPi)qi) 

qi = 2: i , j (pjqj) (Pi 9 qi) = (2: j pjqj) 

(2: i Pi 9 qi) = 0, since 2: j Pjqj = o. 

(2) The linear functionals h.: P ---> A by h.(p) 
1 1 

= pqi define h: p(I) ---> A, and (*) implies h is sur­

jective, so P generates A-mod. The argument for Q is 
similar. 

(3) Define P ___ e ___ > B(I) by e(p) = (q.p) and h(b i ) 
<-h-- 1 

2:P i bi · Then he(p) = 2:Pi (qi P) = (2:Pi~)P = p. Thus P is 

finitely generated and projective, and a similar argument 
shows the same for Q. 

(4) g induces a bimodule homomorphism h: P ---> 

HomB(Q, B) by h(p)(q) = qp. If h(p) = 0 then p = 2:(P.q.)p 
1 1 

= Pi(qiP) = 0, so h is injective. For surjectivity let 

63 

f: Q ---> B be given. Then f(q) = f(2:q(P i qi)) = f(2:( qPi)qi) 

= 2:(q p.)f(q.) = 2:q(p.f(qi)) = h(p)(q), where P = 2:p.f(q.). 
1 1 1 1 1 
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Similarly Q ~ Ho~(P, B). 

(5) We must show that h: A ---> EndB(p), by h(a)(p) 

= ap, is an isomorphism. If h(a) = 0 then a = Ea(p.q.) = 
1 1 

E(aPi)qi = 0, so h is injective. For surjectivity let 

f: P ---> P be given. Then f(p) = f(E(Piqi)P) f(EPi(qiP)) 

= Ef(Pi ) (qiP) = E(f(Pi)qi)P = h(a)(p), where a Ef(Pi)qi' 

Similarly A ---> EndB(Q)O is an isomorphism. 
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(3.5) THEOREM. Let (A, B, p, Q, f, g) be a set of 
equivalence data (see definition (3.2». 
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(1) P and Q are both invertible bimodules (see (2.4». 

(2) p and Q are each faithfully projective both as 

A-modules and as B-modules. 

(3) f and g induce bimodule isomorphisms of p and Q 
with each other's duals with respect to A and with respect 
to B. 

(4) The R-algebra homomorphisms 

EndB(P) < A > EndB(Q)O 

EndA(P)0< B > EndA(Q) 

induced by the bimodule structure on P and Q, are iso­
morphisms. 

(5) The bimodule endomorphism rings of A, B, P, and 
Q are all isomorphic (canonically) to the centers of A, B, 
mod-A, and mod-B (see (2.1». 

(6) The lattice of right A-ideals is isomorphic, via 
a j--> 2.P· with the lattice of B-submodules of P, the two 

sided ideals corresponding to A-B-submodules, or, equiva­
lently, to fully invariant B-submodules. Similar conclusions 
apply with appropriate permutations of (left, right), (A, B), 
and (p, Q). In particular, by symmetry, A and B have 

isomorphic lattices of two sided ideals. 

(7) The functor T = HomA (p, .) '" Q~ A': A-mod --> 

B-mod is an equivalence of categories. If MEA-mod then 
M is finitely generated (over A) <~ TM is finitely 
generated (over B). Moreover the two sided ideals annA(M) in 

A and annB(TM) in B correspond under the lattice isomorphism 

in (6). In particular M is faithful (over A) <~ TM is 
faithful (over B). 
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Proof. (1) follows immediately from the hypothesis 

and definition (2.4). 

(2), (3), and (4) follow immediately from (2), (3), 
(4), and (5) of Theorem (3.4). 

We have isomorphisms 

center A EndA_A(A) 

center B = EndB_B(B) 

and similar ones involving Q. Part (5) follows from these 
and Proposition (2.1). 

We now prove (6). Since P is projective the canonical 

map, ~ SAP ----> §P, is an isomorphism for right A-ideals a. 

Therefore the fact that a >----> aP is a lattice isomorphism 

from right A-submodules of A to B-submodules of P = A3 P 
A 

follows from the fact that SAP: mod-A ---> mod-B is an 

equivalence. Moreover, since A = Endmod_A(A) = EndB(P) the 

fully invariant submodules of A and P are the two sided 

ideals and the A-B-submodules, respectively. Clearly these 
correspond also under an equivalence. 

The remaining assertions of (6) are clear. The 
isomorphism between lattices of two-sided ideals in A and B 
makes a c A and b C B correspond if and only if aP Pb. 

The conclusions above show that this does, indeed, define 
a bijection. 

Finally, we prove (7). If M, N E A-mod write N* 
HomA(N, A) and define hN: N* SAM ---> HomA(N, M) by 

hNCf e x)(n) = xf(n). This is a natural transformation and 

hA is clearly an isomorphism. Therefore, by additivity, hN 

is an isomorphism if N is finitely generated and projective. 
By virtue of (2) and (3), therefore, T = HomA(P, .) and Q9 A 
are isomorphic functors. If MEA-mod is finitely generated 
then Q SAM is a finitely generated B-module because Q is. 



CATEGORIES OF MODULES 

Conversely, if TM is finitely generated so is M because T 
is an equivalence. 

Let ~ = annA(M). Then ~ P is characterized as the 

largest submodule of P killed by every A-homomorphism 

P --> M. Therefore ~ = T(~ p) is the largest submodule of 

B = T(P) killed by every B-homomorphism B --> TM, i.e., b 

annB(TM). From part (6), the ideal c in B corresponding to 

a is characterized by ~ P = P ~. Therefore T(~ p) 

Hom(P, P ~) Bc =~, so ~ = ~. q.e.d. 

§4. CONSTRUCTING AN EQUIVALENCE FROM A MODULE 
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Our treatment thus far has emphasized the symmetry 
inherent in equivalence data. On the other hand it follows 
from Theorem (3.5) that a small part of the data determines 
the rest. 

We start from an R-algebra B and a right B-module P . 

From these we shall construct a set of pre-equivalence data, 
and then we shall determine the conditions on P for these 
to be equivalence data. 

Set 

and 

Then A is an R-algebra and P is a left A eRBo-module. 

Moreover Q is a left BeR AO-module with action 

(bq)p = b(qp) (b E B, q E Q, pEP) 

and 

(qa)p = q(ap) (q E Q, a E A, pEP) 

Next we define bimodule homomorphisms 

and 

The map 8p is just "evaluation," 8p(q e p) = qp. We 

define fpCp e q) = pq E A = EndB(p) by 
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(pq)p~ = p(qp~) (p~ EP) 

It now follows from Lemma (3.3) that: 

(4.1) PROPOSITION. Let B be an R-algebra and let P 

be a right B-modu1e. Let ~ and Bp be the homomorphisms 

constructed above. Then 

(4.2) (A = EndB(p), B, P, Q = HO~(P, Q), fp' Bp) 

is a set of pre-equivalence data (see definition (3.2)). 

(4.3) EXAMPLE. Let P = eB where e is idempotent. 

Then B = P ~ (1 - e)B so any q: P ---> B can be extended 

to q: B ---> B by setting q«l - e)B) = O. Thus we obtain 

inclusions A = Ho~(P, P) C Q Ho~(P, B) C B = HomB(B, B). 

With these identifications we have 

P = eB, Q = Be, and A = eBe 

and all pairings are induced by multiplication in B. In 

particular, ),: eB ~ BBe ---> A = eBe is surjective, and 

8p: Be ~ eBe eB ---> B has image BeB, the two-sided ideal 

generated bye. 

(4.4) PROPOSITION. In the notation of Proposition 
(5.1) : 

(a) fp is surjective <~ P is a finitely generated 

projective B-module, in which case fp is an isomorphism. 

(b) Bp is surjective <~ p is a generator of mod-B, 

in which case Bp is an isomorphism. 

(c) (4.2) is a set of equivalence data <~ P is a 
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faithfully projective B-module. In this case 

Gl 
------~~------> mod-A mod-B 
<------~--~----HomB (P, .) 

are inverse equivalences. 

Proof. The implications ='i in (a) and (b) follow 

from Proposition (4.1) and Theorem (3.4). Part (c) follows 
from (a) and (b) (see Proposition (2.1)) and from Theorem 
(3.5), in view of the fact that the functors HomB(P, .) 

and GBHomB (P, B) are isomorphic for P finitely generated 

and projective (cf. proof of (3.5)(7)). If P is a generator 

then there is an epimorphism (q.). I: P (I) --> B, so 
~l E: 

Imgp => 2: q l = B, and ~ is surjective. The remaining 

implication in part (a) follows immediately from the more 
general: 

(4.5) PROPOSITION. A right B-module P is projective 

<='i there exist families Pi E: P and \ E: Q HomB (p, B) 

(i E: I) such that, given p E: p, 

(i) q.P = 0 for almost all i, and 
~ 

(ii) Pi (qi p) = p 

The families (P.) which arise in this way are precisely 
~ 

the generating sets in P. Moreover the ideal ~ = 1m gp 

= 2: qP(q E: Q) is generated, as a two-sided ideal, by 

{q . p . }. In addition P a = P and ~2 = a. 
J ~ 

Proof. Projectivity of P is equivalent to the 

existence of homomorphisms P 
h = (p.) 

1 > p 

such that he = ~, and the first assertion just rewrites 
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this equation. When P is projective the h's which can 

occur here are precisely the epimorphisms; hence the second 
assertion. 

To prove the third assertion suppose PEP and q E Q. 

Then qp = q IiPi(qiP) = Ii, jq(Pj(qjPi»(qiP) Ii, j(qpj ) 

(qjPi) (qi P), For the last assertion, (ii) implies P ~ = P, 

and therefore ~ = QP = QPQP = ~2. 

We close this section now by describing faithfully 
projective modules over commutative rings. 

(4.6) LEMMA. Let P be a finitely generated module 

over a commutative ring B, and let ~ be a B-ideal such that 

P ~ = p, Then P (1 - a) = 0 for some a Ea. 

Proof. If Xl,"" x generate P we can solve, for 
n 

each i, x, = I, x, a" for suitable a J'l' E~, by hypothesis, 
1 J J J 1 

The equations I, x.(o .. - a .. ) = 0 
J J J1 J1 

(1 < i ~ n) now imply 

that x.d = 0 (1 ~ j ~ n) (Cramer's rule), where d = det 
J 

(0 .. - a .. ) == 1 mod a. 
J1 J1 

(4.7) PROPOSITION. Let B be a commutative ring, let 
p be a projective B-module, and let a = 1m g = Iq P 

- - P 

(q E Q = HomB(P, B». If ~ is finitely generated, e.g., if 

B is noetherian or if P is finitely generated, then ~ = eB 

for an idempotent e, and annB(P) = (1 - e)B. Hence P is 

a generator of mod-B if and only if P is faithful (i.e., 

annB (P) = 0). 

Proof. Proposition (4.5) says ~2 = ~. Our hypothesis 

makes Lemma (4.6) available (with P = ~) so that ~(l - e) 

= 0 for some e E ~. Clearly, then e2 = e and a = ea = eB. 

Moreover, by (4.5) again, P a = P so P (1 - e) = O. Write 
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e =Lq.p .. Then if a E annB(P) 
1 1 

Lq. (p.a) = 0, so a = (1 - e)a 
1 1 

we have ea =L(q.p.)a = 
1 1 

E (1 - e)B. Thus annB(P) 

= (1 - e)B. Finally, P is a generator <=:> a = B <=> e = 1 

<=:> annB (P) ( = (1 - e) B) 0 . 
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(4.8) COROLLARY. A module over a commutative ring is 
faithfully projective (in the sense of §l) if and only if 
it is finitely generated, projective, and faithful. 

Examples. 1. (cf. example (4.3)). Let B be the ring 

of matrices of the form (ao ~) over a field k, and let 

e -_ (01 0) o . Then P = eB is a finitely generated, projective, 

and faithful right B-module. However, 1m ~ = P # B, so P 

is not a generator of mod-B, i.e., P is not faithfully 

projective. Of course B is not commutative. 

2. (Kaplansky). Let B be the (commutative) ring of 
continuous real-valued functions on the interval [0, 1], 
and let P be the ideal of all functions which vanish in a 

neighborhood (depending on the function) of zero. It is 
known that P is projective. (Just construct P. and q. as in 

1 1 

(4.5), using multiplication by suitable "plateau" functions 
for the ~.) Moreover, it is easy to see that P is faithful. 

If a = 1m gp then P C ~, thanks to the linear functional 

PCB, and it is not difficult to show even that P = a. Thus 

P is not a generator of mod-B, and therefore P is not 

faithfully projective. Of course P is not finitely generated. 

§5. AUTOEQUIVALENCE CLASSES: THE PICARD GROUP 

Let R be a commutative ring. If A is an R-category 
we define 

to be the group of isomorphism classes [T] of R-equivalences 
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T: A ---> A. The group law is induced by composition of 

functors. 

If A is an R-a1gebra we define 

PicR (A) 

to be the group of isomorphism classes rp] of invertible 

left NlR AO-modu1es. The group law is: [p] [Q] = [p SAQ]. 

It follows from (2.4) and (3.5)-(3) that this is, indeed, a 

group, with [p]-l = [Hom d A(P, A)] = [Hom A d(P, A)]. mo - -mo 
According to Theorem (2.3): 

(5.1) PROPOSITION. There are inverse isomorphisms 

ct 
PicR (A) -.;<==~> 

S 
PicR(mod-A) 

S [T] = [TA] 

It is intuitively clear that algebra automorphisms of 
A should contribute to PicR(mod-A). We shall now indicate 

how they appear in PicR(A). 

For an R-a1gebra A write PicR(A) for the category of 

invertible left AS R AO-modu1es, and bimodu1e homomorphisms. 

Suppose P E ~ R (A) and ct, S E AutR_a1g (A). Then we define 

ct P S 

to be the left A SRAo-modu1e whose additive group is p, 

and whose bimodu1e structure is given by 

a • p = ct(a)p, p • a = pS(a) (p E p, a E A) 

Thus P 1P1' for example. Moreover, we clearly have 

Suppose that P, Q E Pic R (A) and that f: P -> Q is 
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a left A-isomorphism. Since A = Rom A d(P, p)O, the left -mo 

A-endomorphism p r---> f- 1 (f(p)a) must be right multi­
plication by a unique a(a) £ A. In other words 

f(p a(a)) = f(p)a (p £ .E., a £ A) 

Evidently a £ AutR 1 (A), and this equation therefore can 
-a g 

rephrased: f: lPa ---> Q is a bimodule isomorphism. This 

proves part (4) of: 

(5.2) PROPOSITION. Let A be an R-algebra and let 

a, S, y £ AutR 1 (A). 
-a g 

(1) A" A 
a S ya yS 

as bimodules. 

(3) lAa" lAl as bimodules <='i a £ In Aut(A) , the 

group of inner automorphisms of A. 

(4) .!i P £ Pic R (A) and if P " A as left A-modules 

then P" A as bimodules for some a £ AutR 1 (A). 
1 a -a g 

Proof. (1) The map x 1-> y (x) is the required 

isomorphism. 

(3) If f: lAa ---> IAl is a bimodule isomorphism 
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then, as a left A-automorphism, f(x) xu, where u = f(l) is 

a unit in A. Moreover, f(a(a)) = f(l • a) f(l)a, which 

gives a(a)u = ua, or a(a) = uau- 1 for all a £ A. 

Conversely, if a(a) = uau- 1 for some unit u £ A, then 
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f(x) xu is a bimodule isomorphism lAa ---> lAl . 

(4) was already proved above. 

The group PicR(A-mod) ~ PicR(A) operates on the 

isomorphism classes of faithfully projective left A-modules. 
We now describe the stability subgroups of this action. 

(5.3) PROPOSITION. Let A be an R-algebra, let Q be a 
faithfully projective left A-module, and let B = EndA(Q~ 
Then there is an exact sequence of groups, 

(5.4) 1 --> InAut(B) --> AutR_alg(B) PicR(A) 

Proof. Suppose first that Q = A, so that B = A. 

Define 0A(a) = [lAa ]. Then Proposition (5.2) tells us that 

0A is a homomorphism (part(2», that (5.4) is exact 

(part (3», and that Im(oA) is as described above (part (4)~ 

In the general case set Q* = HomA(Q, A). Then T = 
HomA(Q, .) ~ Q* SA': A-mod ---} B-mod is an equivalence 

with TQ = B, and it induces an isomorphism h: PicR(A) 

---> PicR(B) by h[P) = [Q*SA P SA Q]. We now define 0Q as 

°B h- 1 
the composite AutR_alg(B) ----> PicR(B) -----> PicR(A). 

Hence Ker(oQ) = Ker (oB) = InAut(B) , so (5.4) is exact. If 

P £ Pic R(A) then P SAQ ~ Q as left A-modules <~ Q*SAP SAQ 

~ Q*SAQ as left B-modules. Since Q* SAQ ~ B as bimodules 

this says that P SAQ ~ Q as left A-modules <~ h[P] £ 1m 0B' 

This establishes the alleged description of Im(oQ), thus 
proving the proposition. 

When P £ Pic R(A) the elements of C = center A need 
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not act the same on the left and right on P. If t E C then 

p 1---> pt, being a bimodule endomorphism of P, is left­

multiplication by a unique element, op(t), which must again 

be in C. Thus we have, what is clearly an R-algebra homo­
morphism, 

~: C--->C; pt ~ (t)p (p E P, t E C) 

For example if P = lAo: (0: E AutR_alg (A)) then O:p = 0: 1 C. 

Suppose P, Q EPic R(A). Then for pEP, q E Q, and 

t E C we have (p 3 q)t = p 3 O:Q(t)q = PO:Q(t) 3 q = O:p (O:Q(t)) 

(p 3 q). Thus 

O:p e A Q 

Evidently O:A = IC' so the invertibility of P now implies op 

is an automorphism. We have now proved: 

(5.4) PROPOSITION. Let A be an R-algebra with center 
C. Then there is an exact sequence 

where h[P] 

o --> Pic (A) --> Pic (A) 
C R 

h 
--> 

~. If A is commutative then 

AutR I (C) -a g 

o ---> PicA(A) --> PicR(A) _h_> Aut (A)->l 
R-alg 

is exact, and h is split by 0: 1--> [lAo:] (see (5.2)). 

EXAMPLE. Let A be the ring of algebraic integers in 
a finite extension L of ~, and let G be the (Galois) group 

of field automorphisms of L. Evidently we can identify 
G = Aut~_alg(A), so that PiC~(A) is the semidirect product 
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of G with PicA(A), which is known to be isomorphic to the 

ideal class group of A (see Chapter III, §7). Under this 
isomorphism the action of G on PicA(A) corresponds to the 

obvious action of field automorphisms on ideal classes. 

If we take this as a description of autoequiva1ences 
of the category A-mod then we find that Picz(A-mod) is 

finite (finiteness of class number: see §4 of Chapter X). 

In particular Picz(~-mod) = {1}, i.e., anyautoequiva1ence 

of the category of Abelian groups is isomorphic to the 
identity functor. 

HISTORICAL REMARKS 

Fragments of the material in this chapter have 
occurred, in disguised form, in many places. The questions 
were first clearly posed and treated systematically by 
Morita [1], and the basic results are sometimes called the 
"Morita Theorems". I have borrowed much from an unpublished 
exposition of S. Chase and S. Schanne1, as well as from 
Gabriel [1]. 

This material leads, in a natural way, to a general 
form of the Wedderburn theory (see Chapter III, §1 below) 
and to the theory of the Brauer group of a commutative 
ring. This is the theme pursued in my Tata notes (Bass [4]). 



Chapter III 

REVIEW OF SOME RING 

AND MODULE THEORY 

In this lengthy chapter we review a number of more 
or less standard topics, as may be seen from the following 
section titles. 

§l Semi-simplicity and Wedderburn theory. 

§2 Jacobson radical and idempotents. 

§3 Chain conditions, spec, and dimension. 

§4 Localization, support. 

§5 Integers. 

§6 Homological dimension of modules. 

§7 Rank, Pic, and Krull rings. 

§8 Orders in semi-simple algebras. 

Much of this material occurs in one or another chapter of 
Bourbaki. In particular, in §5 and §7 I have lifted a great 
deal from Bourbaki, especially from his beautiful Chapter 
7 on divisors. On the other hand, a certain amount of the 
material here is either not standard or else not easily 
accessible in a form suitable for the applications to be 
made here. 

The reader is advised to pass over this chapter and 
to refer to particular sections as they become relevant to 
the later exposition. 
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§1. SEMI-SIMPLICITY AND WEDDERBURN THEORY 

Let A be a ring. We call M E mod-A simple if it has 

precisely two submodu1es (0 and M), and we call M semi­

simple if it is a direct sum of simple modules. The ring 

A is called semi-simple if it is a semi-simple right A­
module. We shall shortly see that this notion is left-right 
symmetric. 

(1.1) PROPOSITION. Let M E mod-A and let Nand 

{So I i E I} be submodules such 
1 

that each S. 
1 

is simple and 

such that M = N + ZS .• Then there is a subset J C I such 
1 

that the map 

----> M 

induced by the inclusions, is an isomorphism. 

Proof. By Zorn's lemma we can choose J maximal so 
that f J is injective. If it is not surjective there is an 

io E I - J such that S. ~ Im(fJ ). Since S. is simple we 
10 10 

must have sio n Im(fJ ) = 0, and this implies f J U{ o} is 

injective, contradicting the maximality of J. 

(1.2) COROLLARY. A sum of simple modules is semi­

simple. A submodule of a semi-simple module is a direct 

summand, and therefore is also semi-simple. 

(1.3) LEMMA ("Schur's Lemma"). A non zero homo­

morphism between simple modules is an isomorphism. 

Proof. Let f: S ---> T where Sand T are simple 

and f # O. Then Im(f) # 0 so Im(f) = T. Moreover Ker(f) # S 
so Ker(f) = O. 

(1.4) PROPOSITION. Let P be a finitely generated 

semi-simple module. Then there is a direct sum decomposition 

nl nr 
unique up to isomorphism, P ~ Sl ~",~Sr ,where the Si 



RING AND MODULE THEORY 79 

are pairwise non-isomorphic simple modules and each n. > O. 
1 

Moreover 

where D. = EndA(S.) is a division ring for each i. 
1 1 

Proof. P is a direct sum of simple modules, and this 

sum must be finite because P is finitely generated. Hence 

n 
n1 r we obtain a decomposition P = Sl $ ... {I} S as above after 

r 

collecting each group of isomorphic summands into a term of 

the form S.ni. By Shur's lemma D. is a division ring and 
1 1 

HomA(Si' Sj) = 0 if i i j. Since Di is local the uniqueness 

of the decomposition follows from the Krull Schmidt theorem 

(r, (3.6». Moreover we have EndA(£) 
n· 

ITEndA(S. 1) = ITM (D.). q.e.d. 
~ 1 n. 1 

1 

IT. 
1, 

We call a module Artinian if any non empty family of 

submodules contains minimal elements. We call the ring A 
right Artinian if A is an Artinian right A-module. 

(1.5) THEOREM. The following conditions on a ring A 

are equivalent. 

(1) A is semi-simple. 

(2) Every right A-module is semi-simple. 

(3) Every short exact sequence of right A-modules 

splits. 

(4) A is a finite product of full matrix rings over 

division rings. 

(5) A is right Artinian and has no nonzero nilpotent 

two sided ideals. 
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Proof. (1) ~ (2). Every module, being a quotient of 

a free module, is a sum of simple modules. Now apply (1.2). 

(2) ~ (3) follows from (1.1). 

(3) ~ (1). Let J be the largest semi-simple right 
ideal in A, i.e., by (1.2), the sum of all simple right 

ideals. By hypothesis A = J $ J~ for some right ideal J~, 
which is clearly generated by one element. If J ~" 0 let 
J~~C J~ be a maximal submodule (use Zorn). Then J~ = J~~ $S 
for some S ~ J~/J~~. Since S is simple S C J; contradiction. 
Therefore J~ = 0, i.e., J = A. 

(1) ~ (4) follows immediately from (1.4). 

(4) ~ (5). It suffices to establish (4) for M (D) = 
n 

EndD(Dn), where D is a division ring. According to (II, 4.4) 

and (II, 3.5) M (D) has the same lattice of two sided ideals 
n 

as D, so it is simple. Moreover the lattice of right ideals 

is isomorphic to the lattice of D-subspaces of Dn , so it is 
Artinian. (Of course these facts are easy to prove directly, 
without appeal to Chapter II.) 

The implication (5) ~ (1) is contained in the 
following more general proposition, in the special case 
B = A = T. 

(1.6) PROPOSITION. Let T be a two sided ideal in a 

ring B. Assume that T is an Artinian right B-module and that 

every nilpotent two sided B-ideal has zero intersection with 

T. Then T is a semi-simple right B-module generated by a 

central idempotent e. Hence B is the product of B/(l - e)B 

~ T and of BleB. 

The proof is based on the following useful Lemma. 

(1.7) LEMMA. Let P be a minimal non zero right ideal 

in a ring B. Then either p2 = 0, and BP is a nilpotent two 

sided ideal, or else P = eB for some idempotent e, and 

B = P $ (1 - e)B. 

Proof. If p2 o then (BP) 2 = BPBP = BP2 O. If 
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p2 ~ 0 choose x E P so that xP ~ O. By Schur's lemma, 

p ~> xp is an automorphism of P, so xe = x for a unique 

e E P. Since xe 2 = xe = x we have e 2 = e ~ O. Now eB C P 

eP, and the lemma follows immediately. 

Proof of (1.6). We claim every right B-submodule of 

T is semi-simple and is a direct summand of B. If not let 
~ C T be a minimal counter-example, and let Pea be a 

minimal non-zero right ideal. If P 2 = 0 then BP is a nil­

potent two sided ideal in T, contrary to hypothesis. There­
fore (1.7) implies P = eB for some idempotent e. It follows 

that a = P ~ (1 - e)~. By the minimality of ~, (1 - e)~ is 

semi-simple and a direct summand of B, say B = (1 - e)~~ b. 

Hence P = eB = eb is a direct summand of B, so a = P ~ 

(1 - e)~ is a direct summand of B. This contradicts the 

fact that ~ was a counterexample to our claim. 

We now know that T itself is a semi-simple direct 

summand of B, say T = eB with e 2 e. Let L: B --> A = 
EndB(T) be the map defined by left multiplication (recall 

T is a two sided ideal). Since T is a direct summand of B, 
L is surjective. Hence L(T) is a two sided ideal in A. 
Since IT = L(e) it follows that L(T) = A. If x E T n Ker(L) 

then xT= 0 so T x B is a nilpotent two sided ideal in T. 
By assumption then T x B = 0, so also x = e·x·l = O. There­
fore L induces an isomorphism T ---> A. In particular 
et = te for all t E T. If b E B then eb and be 2re in T so 
eb = ebe = be. Thus e is central, and the proposition is 
proved. 

(1.8) THEOREM(Wedderburn). Let B be a ring and 

suppose there is a simple generator P of mod-B (cf. (1.9) 

below). Then P is a faithfully projective right B-module, 

and: 

(1) A EndB(P) is a division ring. (Schur) 
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(2) P is a finite dimensional left A-module and 

B = EndA(p)o. (Density theorem.) 

(3) Center (B) = Center (A), and it is a field. 

(4) B has no two sided ideals except 0 and B (i.e., 

B is simple) and the lattice of left ideals of 

B is isomorphic to the lattice of A-submodu1es 

.£!.. p, via Q. >--> P a. 

(5) P GB: B-mod --> A-mod is an equivalence of 

categories. 

Conversely, if A is a division ring and if p is a 

non-zero finite dimensional left A-module, then P is a 

faithfully projective simple right module over B = EndA(P)O, 

and A = EndB (P ) . 

Proof. If mod-B has a semi-simple generator then 

every module, being a quotient of a semi-simple module, is 
semi-simple, by (1.2). Therefore P above is projective, 

since all B-modu1es are, and it is finitely generated, being 
simple. This means that P is faithfully projective, so 

(II, 4.4) says p gives rise to a set of equivalence data, 

(A, B, P, Ho~(P, B), fp' Bp). The conditions 1, ..• ,5 

above now follow from (II, 3.5). 

The converse assertion follows similarly once one 
verifies that P is faithfully projective, and the latter 

is obvious. 

We close this section with a criterion for the 
exis tence of a module P as in (1. 8) . 

(1.9) PROPOSITION. Suppose the ring B has no idem­

potent two sided ideals except 0 and B and no non-zero 

nilpotent two sided ideals. (E.g., assume B is simple.) 

Suppose further that B has a minimal non-zero right ideal P. 
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(E.g., assume B is right Artinian.) Then P is a simple 

generation of mod-B, so Theorem (1.8) applies. 
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Proof. Our hypothesis prevent p2 = 0 so (1.7) implies 

P = eB with e2 = e. Then BeB is an idempotent two sided 

ideal so BeB = B, and this implies P is a generator of 
mod-B (see (II, 4.4)). 

The results of this section are preliminary to the 
study of the "Brauer group" of a field (cL, e.g., 
Auslander-Go Idman [1]). We shall not take this up here, 
but we do mention one fact that properly belongs to that 
theory: Let A and B be finite algebras over a field L 
which are simple and have center L. Thus they are "central 
simple" L-algebras. Then AAL B is also a central simple 

L-algebra. (cf. Bourbaki [2], §lO, no. 4 or Bass [4] Ch.III, 
Cor. 2.7.) Using this we can prove: 

(1.10) PROPOSITION. Let L be a field and let A be a 

semi-simple finite L-algebra with center C. Then PicL(A) is 

isomorphic to a subgroup of AutL 1 (C), which is a finite 
-a g 

~. 

Proof. From (II, 5.4) we have an exact sequence 

0---> Picc(A) ---> PicL(A) ---> AutL_alg(C) , so it suffices 

to show that PicC(A) = O. Write A = IT Ai as a product of 

simple algebras A., with center C., and C = IT C.' There is 
111 

a homomorphism from AutL 1 (C) to the group of permutations 
-a g 

of the C.'s, whose kernel is the product of the (finite) 
1 

galois groups of the field extensions c./L. Hence AutL 1 (C) 
1 -a g 

is finite. 

Next note that PicC(A) = IT PicC (A.), clearly, so 
i 1 

it suffices to prove that PicC(A) = 0 when C is a field and 

A is central simple. Let P E Pic c(A). Viewing P as a 

right A-module we have A = EndA(P). Since A is simple this 

can happen only if P ~ A as right A-module. In particular 
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[P: C) = [A: C). Now let Q E Pic c(A) also. Then P and Q 

are left A 0 CAo-modules both of dimension [A: C). Since 

A 0CAo is simple (see remark above) it follows that P ~ Q as 

A 0 AO-modules, i.e., as two sided A-modules. Hence [p) 
[Q) in PicC(A). q .e.d. 

§2. JACOBSON RADICAL AND IDEMPOTENTS 

For a ring A and an M E mod-A we write 

radM = n Ker(h) (h: M --> S; S simple) 

Suppose g: N --> M. Then hg: N --> S so hg(radN) = 0 for 
all h as above. Thus g(rad N) C rad M, so rad is a sub­
functor of the identity. In particular rad M is a fully 
invariant submodule of M. Applying this observation to left 
multiplications in A we see that rad A is a two sided ideal. 

If J C rad A is a two sided ideal then J is contained in 
every maximal right ideal of A so it follows easily that 
rad(A/J) = (rad A)/J. In particular 

If S is 
by f(a) 
Sorad A 
h(M rad 

rad(A/rad A) 0 

a simple right A-module and XES define f: A --> S 
xa. Then f(rad A) = 0 so, since x was arbitrary, 
O. If h: M --> S is any homomorphism then 

A) C S·rad A = O. Thus, for any M E mod-A, 

M·rad A c rad M 

(2.1) PROPOSITION. Let N be a submodule of M E ~(A). 

The following conditions are equivalent: 

(1) N C rad M. 

(2) If H is a submodule of M then N + H = M ='l H = M. 

Proof. (1) ~ (2). Suppose H f M. Since M is finitely 

generated we can, by Zorn's lemma, find a maximal proper 
submodule L containing H. Since N C rad M we have N C L, so 
N + He L; contradiction. 
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Conversely, (2) clearly implies N is contained in 
every maximal proper submodule, hence in their intersection, 
which is rad M. 

(2.2) PROPOSITION ("Nakayama's Lenuna"). The following 

conditions on a right ideal J in A are equivalent: 

(1) J C rad A. 

(2) If M E ~(A) then MJ = M ~ M = O. 

(2~) If M E ~(A) and if H is a submodule of M, then 

M H+MJ~M H. 

(3) 1 + J consists of invertible elements (~ 1 + J 

is a subgroup of U(A)). 

Proof. Since M(rad A) C rad M for all M it follows 

from (2.1) that (1) ~ (2~) and, in the special case M = A, 
that (2~) ~ (1). Trivially (2~) ~ (2) and conversely (2~) 

follows by applying (2) to M/H. 

(2~) ~ (3). If x E J set u = 1 + x. Then A = J + uA 
so A = uA. Choose v so that uv = 1. Since 1 = uv v + xv 
we have v = 1 - xv E 1 + J also, so v itself has a right 

inverse. Thus u is invertible and v 

(3) ~ (1). We claim J is contained in every maximal 
right ideal H. If not then J + H = A so 1 = x + y with 
x E J, Y E H. Then y = 1 - x is invertible, by (3), so 
H = A; contradiction. 

(2.3) COROLLARY. rad A is the intersection of the 

maximal left ideals in A. 

Proof. Let J be that intersection. Since rad A is a 

two sided ideal and 1 + rad A C U(A) we have rad A C J, by 
the left sided analogue of (2.2). By symmetry J C rad A. 

(2.4) COROLLARY. A nil ideal (i.e., one in which 

every element is nilpotent) is in rad A. 
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Proof. If xn -1 o then (1 - x) 1 + x + ___ + xn- 1 

(2.5) COROLLARY. Let R be a commutative ring and let 

A be a finite R-a1gebra. Then A(rad R) C rad A. 

Proof. Suppose M E ~(A) and M·(rad R) = M. Since 

M E ~(R) also we conclude from (2.2)(2) that M = 0 and 

hence A(rad R) C rad A. 

(2.6) PROPOSITION. Let p be a faithfully projective 

right A-module. Then rad P = P'(rad A) and rad(EndA(p) 

HomA(P, rad P). In particular, rad M (A) = M (rad A). 
n n 

Proof. M 1---> rad M and M 1---> M'(rad A) are 

additive functors that agree on M = A and therefore on all 
P E ~(A). If P is faithfully projective and B = EndA (P) 

then heM) = HomA(p, M) is an equivalence from mod-A to 

mod-B. In particular h(rad M) = rad heM). q. e.d. 

(2.7) COROLLARY. IfJ is a two sided ideal in rad 

then GL (A) -> GL n n 
(A/J) is surjective for all n > 1. 

Proof. If u E A lands in D(A/J) we can solve 

uv - vu - 1 rad J in A. Then uv, vu E 1 + JC D(A) so 

U E D(A). Thus D(A) ---> D(A/J) is surjective. Now apply 

this to M (A) ---> M (A/J) = M (A)/M (J), using the fact 
n n n n 

that M (J) c rad M (A) (see (2.6». 
n n 

A 

Remark. This proof actually shows that GL (A) is the 
n 

universe image in M (A) of GL (A/J), 
n n 

We shall call a ring A semi-local if A/rad A is 

semi-simple. Since A/rad A has zero radical it can have no 
non-zero nilpotent ideals. Hence it follows from (1.5) 
that A is semi-local as soon as A/rad A is right Artinian. 
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Moreover it is then a finite product 
over division rings. It follows from 

semi-local if A is. We call A local . -----

of full matrix rings 
(2.6) that M (A) is 

n 
if A/rad A is a 

division ring. Note that this is equivalent to the 
definition in (I, §3). For a local ring A = U(A) Urad A. 

The following proposition will be used frequently 
in Chapters IV and V. 

(2.8) PROPOSITION. Let ~ be a right ideal in a 

semi-local ring A. Let b E A be such that a + bA = A. Then 

a + b contains a unit of A. 

Proof. An element of A is invertible if and only if 

it is invertible modulo rad A (see remark above). Hence we 
can, after passing to A/rad A, assume rad A = O. Then A 
decomposes into a product so it suffices to solve our 
problem in each factor. Therefore, we can further assume 
A = EndD(V) where V is a finite dimensional right vector 

space over a division ring D. In this case a is the set of 

all a: V ---> V such that ave W = aV (see, e.g., (II, 

3.5 (6))). Since ~ + bA 

Choose Wo e W so that V 

A it follows that W + Im(b) 

Wo ~ Im(b). If V = Ker(b) ~ U 

V. 

then b induces an isomorphism from U to Im(b), so Ker(b) 
W00 Choose a so that aU = 0 and a induces an isomorphism 

from Ker(b) to Wo0 Then aV = Wo e W so a E a. Moreover 

a + b is clearly an automorphism of V. 

(2.9) COROLLARY. Let q be a two sided ideal in a 

semi-local ring A. Then GLn(A) ---> GLn(A/q) is surjective 

for all n > 1. 

Proof. If u E A is invertible modulo q then q + uA 
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= A, so q + u contains a unit of A. Thus U(A) --> U(A/q) is 

surjective. The corollary follows by applying this to M (A), 
n 

which is also semi-local. 

We next treat the problem of lifting idempotents. 
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(2.10) PROPOSITION. Let J be a two sided ideal in a 

ring A. Suppose either that J is nil or that A is J-adically 

complete (i.e., A ---> proj. lim A/Jn is an isomorphism). 

Then finite sets of orthogora1 idempotents can be lifted 

modulo J. I.e., given al,"" a E A such that 
m 

a,a, = 8, ,a, 
1 J 1J 1 

mod J (1 ~ i, j ~ m) then there exist el,"" e E A such 
m --

that e, = a, mod J and such that e,e, 8 .. e, (1 _< i, j < m). 

Set 

1 1 1 J 

Proof. Let a E A. For any n > 0, 

2n 
1 = (a + (1 - a)) 

1J 1 -

f (a) 
n 

e~)a2n-j (1 - a) j 
. J 

1 - L: , (2~)a2n-j (1 - a)j 
n < J ~ 2n J 

Then f is a po1ynoima1 in a with integer co1fficients, i.e, 
n 

it lies in the ring R generated by a, and we have: 

f (a) _ ° mod anR; 
n 

f (a) = 1 mod (1 - a)nR 
n 

These imply f (a)2 = f (a) mod (a(l - a))nR. Since 
n n 

anR + (1 - a)nR = R clearly it follows that (a(l - a))nR = 
anR n (1 - a)nR (cf. (2.14) below). Hence we also conclude 

that f (a) = f _ l(a) mod (a(l - a))n - 1R. At the outset 
n n 

a2 + 2a(1 - a) 

a + a(l - a) = a mod a(l - a)R. Thus f (a) = 
n 

a mod a(l - a)R. 
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Now suppose a2 - a = a(l - a) is nilpotent. Then the 

congruences above show that, for large n, we have f (a) -
n 

a mod (a2 - a)R, and f (a)2 = f (a). This shows we can lift 
n n 

an idempotent modulo a nil ideal J (for we are then given a 

with a2 - a E J.) If, on the other hand, A is J-adica11y 

complete, then we can inductively construct e E A such that n 

e 2 = e mod I n , and e - e n n n+1 n 
mod I n . This is 

because J/Jn is nilpotent, and we can use the construction 

above. Now the e converge to an e £ A = proj. lim A/Jn 
n 

such that e = a mod J and e 2 = e. This proves the pro­
position for a single idempotent. 

In general, we suppose, by induction, that el"'" 

em _ 1 have been constructed as in the proposition. Then 

e = el + ••• + e is idempotent and e = al + ••• + a 
m - 1 m-1 

mod J. Therefore e and a are orthoqura1 idempotents mod J. 
m 

Set f = 1 - e and b = fa f. Then evidently b = a mod J 
m m 

and eb = 0 = be. Form the sequence f (b) as above, so that 
n 

the f (b) converge to an idempotent e such that e = b 
n m m 

mod J. Since each f (b) is a poloymina1 in b with zero 
n 

constant term and integer coefficients we have ef (b) = 0 
n 

= f (b)e. Therefore e and e are orthogonal. For i < m we 
n m 

have eie = e. = ee. so it follows that e is orthogonal to 
l l m 

these e .• q .e.d. 
l 

(2.11) PROPOSITION. Let A be a right Artinian ring, 

and let J = rad A. Every non-nilpotent right ideal in A 

contains a non-zero idempotent; in particular J is nil­

potent. Moreover, A/J is semi-simple. 

Proof. Since A/J has no non-zero nilpotent ideals 

its semi-simplicity follows from (1.5). If e £ J is 
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is idempotent then eA = (eA)2 so eA = 0 by Nakayama's lemma. 
Therefore the first assertion implies J is nilpotent. 

If the first assertion is false let the right ideal 

I be a minimal counterexample. Then since 12 C I is not 

nilpotent we have 12 = I. Let H be minimal among the right 
ideals in I (e.g., I itself) such that HI # O. Choose x E H 
such that xl # 0; then minima1ity implies xl H. Choose 

a E I so that xa = x. Then xa 2 = xa so a 2 - a E N 
C 

{y E I I xy = O}. Since N # I the minima1ity of I implies 

N is nilpotent. Hence a 2 - a is nilpotent. Let R be the 
subring generated by a. By (2.10) there is an idempotent 

e E R such that e = a mod(a2 - a )R. In particular e = a 

mod N. Since a E I, a ~ N we have eEl, e ~ N also, and 
this completes the proof. 

(2.12) PROPOSITION. Let J be a two sided ideal 

contained in rad A. Set A = AiJ and write M = M & A = MiMJ 
A 

for M E mod-A. Then 

~ (A) --> ~ (A) 

is a full additive functor with the following properties: 

making 

(a) If f: P ---> Q is a morphism in ~(A) such that 

f is an isomorphism then f is an isomorphism. 

(b) The functor is injective on isomorphism classes 

of objects, and bijective if A is J-adica11y 

complete. 

Proof . Given f: p ---> Q there is an f: p ---> Q 

P 

4-

P 

f 
--:::.---~> Q 

4-
f --:::.----> Q 
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commute, i.e., making the notation consistent. This is 

because P is projective and Q ---> Q is surjective. Thus the 

functor is full. If f is surjective then it follows from 
Nakayama's lemma, since Q is finitely generated, that f is 
surjective. The projectivity of Q now implies f is a split 
epimorphism. It follows that H = Ker(f) is finitely 

generated, being a direct summand of P. But H = 0 because 

Ker(f) = 0 so again Nakayama implies H = O. This proves (a) 

and shows that P '" Q => P '" Q. 

There remains only to be shown that every Q E ~(A) is 

isomorphic to some P (P E ~ (A)) when A is J -adically 

complete. We can write Q = Im(;) where; is an idempotent 

in EndA(~) = Mn(A). If we can lift e to an idempotent 

n e E Mn(A) = EndA(A ) then P = Im(e) will clearly solve our 

problem. Since A is J-adically complete we evidently also 

have M (A) = proj. lim M (A/Jm). so the liftability of e 
n n 

follows from (2.10). q .e.d. 

(2.13) COROLLARY. If A is a local ring then every 

P E ~(A) is free. 

Proof. Take J rad A above. Then A is a division 

ring so P is free. 

Let R be a commutative ring. We say two ideals ~ and 

bare comaximal if a + b = R. In this case, for any M E 

mod-R, the inclusion Mab c M£n~ is an equality. For if 

x E Man Mb write 1 = a + b (a E~, b E~) and we have 

x = xa + xb E Mab. 

Suppose ~ is comaximal with b. (1 ~ i ~ n). Write 
-:I. 

1 a. + b. (a. E a, b. E b., 1 < i < n). In the product 
~ 1 1 - 1 -:I. 

1 (al + bl)---(a + b ), all monomials lie in _a except 
n n 

bl···b E bl···b so a + (ITb.) = R. n - -n' -:I. 
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(2.14) PROPOSITION ("Chinese Remainder Theorem," CRT). 
Let ~ (1 ~ i ~ n) be pairwise comaximal ideals in a 

commutative ring R, and let M £ mod-R. Then 

and 

n.Ma. =M' (I1.a.) 
1 -:l 1-:l 

M --> lIM/Ma. 
--}. 

is surjective (with kernel~.Ma.). 
- 111 -1 

Proof. The case n = 1 is trivial, so assume n > 1. 

Set a: I1J• ~ .a .. The remark above shows that a. + a~ R 
--}. .,. 1-J -1 -1 

for each i. By induction and the remarks above, we have 

M(I1.a.) = Mal al~ 
1-:l --

Suppose we are given xl'---' x £ M. Write 1 = a. + b. with 
n 1 1 

a i £ ~ and b i £ ~. Then b i - 1 mod a i and b i ~ 0 mod ~ 

for j # i. Thus ~x.b. = x. mod Ma. (1 ~ i < n). This proves 
11 1 --}. 

the surjectivity of M ---> lIM/Ma., and its kernel is 
--}. 

evidentlynMa .. 
-1 

§3. CHAIN CONDITIONS, SPEC, AND DIMENSION 

We call a partially ordered set X noetherian if every 

ascending chain in X terminates. This is easily seen to be 

equivalent to the "noetherian induction principle": Every 

non-empty subset of X has maximal elements. Dually, we call 

X Artinian if every descending chain terminates, and there 
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is an equivalent "Artinian induction principle". If XO is 

the set X with ordering reversed then X is Artinian if and 

only if XOis noetherian. 

Suppose now that X is a lattice. This means that each 

x, y E X have a supremum, xU y, and an infimum, x ny. 

Moreover, there are a greatest element and a least element, 
which we denote 1 and 0, respectively. 

(3.1) PROPOSITION. 1i X is noetherian and Artinian 

then X has "finite length". Specifically, every finite chain 

of distinct elements of X can be refined to a chain ° = 
Xo < Xl < ••• < xn 1 such that no element lies properly 

between x. 1 and x. (1 < i _< n). 
1 - 1-

Proof. It suffices to show simply that X has some 

finite chains as above. For then we can apply this con­

clusion to the lattices of elements of X lying between two 

successive elements of a given chain to obtain the necessary 
refinements. 

If the conclusion fails, choose a minimal x such 
that it fails for the lattice of elements below x. Clearly 
x # 0 so we can choose y maximal among the elements strictly 
smaller than x. Then there is a finite chain, as required, 
below y, and hence also below x; contradiction. 

ifx 

We shall say that x E X is U-ineducible if x # 0 and 

y U z => x = y or x = z. 

(3.2) PROPOSITION("Decomposition Lemma"). Let X be 

an Artinian lattice and let x be a non-zero element of X. 

(a) We can write x = xlLJ"\jX where each x. is 
n 1 

U-irreducible and with no inequalities among the 
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(b) .!i. n distributes over U then every U-irreducible 

y ~ x is ~ some xi' In particular the xi's are 

then unique, and we call them the "irreducible 

components" of x. 

Proof. (a) If not let x be a minimal counterexample. 

Clearly x" 0 and x is not U-irreducible so x = y U z with 
y, z < x. Since y and z are finite unions ofU-irreducible 
elements (by minimality of x) so is x. After deleting 
redundant terms we reach the desired contradiction. 

(b) If y ~ x then y = y n x (y n xl)U •.• U(y n x ). 
n 

If y is U-irreducible this implies y = y n xi , i.e., y ~ xi' 

for some i. 

(3.3) PROPOSITION. Let X be a lattice and let x E X 

be such that 

(1) If y ~ y~, y n x 

y = y~. 

y~ n x and y U x y~ U x then 

Then X is noetherian (resp., Artinian) if and only if the 

lattices of elements above and below x are. 

Proof. If X is noetherian (resp., Artinian) then the 

lattices above and below x are clearly also such. Conversel~ 

suppose (y ) is a chain in X. For large n the chains 
n 

(y n x) and (y u x) are stationary, by hypothesis. Hence 
n n 

condition (1) implies (y ) itself becomes stationary. 
n 

Let A be a ring. We call M E mod-A noetherian or 

Artinian according, as its lattice of submodules is such. 

This lattice satisfies (1) above. For suppose X and Y C Y~ 

are submodules of M such that Y n X = Y~ n X and Y + X = 
Y~ + X. Then we apply the 5-lemma to 
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o -> X/X n Y -> M/Y -> M/X + Y -> 0 
'" {- {-

o -> X/X n Y~ -> M/Y~ -> M/X + Y~ -> 0 

We call A right noetherian or right Artinian if the right 

A-module A is such. 
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(3.4) PROPOSITION. (1) A module M is northerian and 

Artinian if and only if it has finite length. If M is semi­

simple it is noetherian if and only if it is Artinian. 

(2) 1i 0 -> M~ -> M -> M~~ -> 0 is exact then 

M is noetherian (resp., Artinian) if and only if M~ and M~~ 

are. 

(3) A is right noetherian (resp., Artinian) if and 

only if every M E ~(A) is. 

(4) A module M is noetherian if and only if every 

submodule is finitely generated. 

Proof. (1) The first assertion follows from (3.1). If 

M is a direct sum of simple modules then clearly M can be 
noetherian or Artinian only if this sum is finite, in which 
case M has a Jordan-Holden series, and so has finite length 
in the sense of (3.1), by the Jordan-Holder Theorem (I, 4.3). 

(2) follows from (3.3) and the remarks above. 

(3) If A is right noetherian (resp., Artinian) then 

(2) implies the same is true of An and all of its quotients 
for all n > O. The converse is trivial. 

(4) Let "'HnC Hn + 1'" be a strictly ascending 

chain of submodules of M, and let H be their union. If H 
were finitely generated each generator would lie in some H 

n 
and hence all of them would lie in H for large n; 

n 
contradiction. Thus, if all submodules of M are finitely 
generated then M is noetherian. Conversely, suppose M is 
noetherian. If M is not finitely generated set Mo = (0) and 
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let Mn + 1 be generated by Mn together with some xn + 1 

~ M • This ascending chain is impossible, so M is finitely 
n 

generated. The submodules of M, being also noetherian, are 
likewise finitely generated. 

The importance of right noetherian rings lies in the 
fact «3.4)(4) above) that the category ~(A) of finitely 

generated right A-modules is abelian. 

(3.5) PROPOSITION. A right Artinian ring is also 

right noetherian. 

Proof. Let J = rad A. According to (2.11) A/J is 

semi-simple and In = 0 for some n. The modules Ji - l/Ji 
(1 ~ i ~ n) are therefore semi-simple and Artinian, hence 

of finite length. Thus A is also of finite length, thanks 
to (2) and induction on n. 

(3.6) THEOREM(tlHilbert Basis Theoremtl ). Let A be a 

right noetherian ring and let t be an indeterminate. Then 

A[t] is also right noetherian. 

Proof. Let J be a right ideal in A[t]. Then the set 

Jo of leading coefficients of elements of J, together with 

0, is clearly a right ideal in A. Choose f 1 ,---, f E J 
n 

whose leading coefficients generate J o , and let N be > 

deg(f.) for each i. If g E J has degree ~ N then we can 
~ 

find g~ = Lf.h. with the same degree and leading coefficient 
~ ~ 

as g, clearly, and then deg(g - g~) < deg(g). By an 
induction argument we can thus show that any g E J is of 
the form g = go + gl where gl E Lf.A[t] and where deg(go) 

~ . 
< N. In other words J = L.f.A[t] + (J n L. N tJA). The 

~ ~ J < 

second term is an A-submodule of L. 
J• N 

N t A A, so it 
J < 

is a finitely generated A-module. Therefore 
generated A[t]-module. q.e.d. 

J is a finitely 

We now come to some topological considerations 
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preliminary to the introduction of the prime and maximal 
ideal spectra. 
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A topological space X is irreducible if X # $ and if 

X is not the union of two proper closed subsets. The latter 

means that any two non-empty open sets intersect non­
trivially. 

(3.7) PROPOSITION. (a) A subspace Y Qf X is irre­

ducible if and only if its closure, Y, is. 

(b) Every irreducible subspace of X is contained in 

a maximal one, and the latter is closed. X is the union of 

the maximal irreducible subspaces, which we call the "irre­

ducible components" of X. 

Proof. (a) Since Y is dense in Y every non-empty open 

~et in Y meets Y, and two such which meet must meet in Y as 

well. (a) follows immediately from this. 

(b) An ascending union of irreducible subspaces is 
irreducible, because two open sets which meet in the union 
meet already in one of the subspaces. Therefore, by Zorn's 
lemma, every irreducible subspace is contained in a 
maximal one. The latter is closed by part (a). The closure 

of a point is irreducible (by part (a» so X is the union 

of the maximal irreducible subspaces. q.e.d. 

We call X noetherian if the lattice of open sets is 

noetherian, or, equivalently, if the lattice of closed sets 
is Artinian. It is easy to see that a noetherian space is 
quasi-compact, i.e., every open covering has a finite 

subcovering. 

(3.8) PROPOSITION. A noetherian space X has only 

finitely many irreducible components. If Y is a subspace of 

X then Y is also noetherian. If {y.} are the irreducible 
1 

components of Y then {Yi } are the irreducible components of 

Y. 
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Proof. The first assertion follows from the decom­

position lemma (3.2). If (Unn Y~ > I is an ascending chain 

in Y with U open then (V = . U- U.) > I terminates and 
n n ~ < n ~ n 

hence so does (U n Y). Thus Y is noetherian. Since Y =U Y. 
n ~ 

we have Y = U Y ., and each Y. is irreducible, by (3.7). The 
~ ~ 

decomposition lemma now implies the Y. are the irreducible 
~ 

components of Y provided we verify that Y. #- Y. for i #- j. 
~ J 

Otherwise we would have Y. C Y. n Y = Y., because Y. is 
1 J J J 

closed in Y, and this contradicts maximality. q.e.d. 

For an irreducible closed subset Y of X we define 

codim X (Y) 

to be the (possibly infinite) supremum of the lengths, n, 

of chains Y = Yo C Y1 C···C Y of distinct irreducible 
n 

closed sets above Y in X, If Y is closed but not necessarily 

irreducible we define codim X (Y) to be the infimum of 

codim X (Y~) where Y~ ranges over all irreducible closed 

subsets of Y, and we may as well restrict Y~ to the 

irreducible components of Y, clearly. In particular we have 

codim X (~) = 00 

If Z is a closed subset of Y then it is easy to see 
that 

codim X (Z) ~ codim Y (Z) + codim X (Y) 

Let A be a commutative ring and write 

spec(A) 

for the set of prime ideals of A. If seA and if F C spec(~ 
we write 
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V(S) = {n I n :::::l S}, I(F) = n n 
.t:.. .t:.. .E.c;F.t:.. 

Evidently I(F) is an ideal and V and I are inclusion 
reversing functions such that S C IV(S) and Fe VI(F). It 
follows that V(S) c VIVeS) c V(S), so VIV = V, and similarly 

IVI = 1. If I(F) C I(F~) then F~ C VI(F~) c VI(F), and 

conversely F ~ C VI (F) implies I (F) c I (F~). Similarly 

V(S) C V(S~) <='l S~ C IV(S). We shall abbreviate the 
notation by writing 

F = V(I(F» (F C spec (A) ) 

and 

la = I(V(g» (~ an ideal in A) 

Thus we can restate the conclusions above: 

I(F) C I(F~) <='l F~ C F, and 

for ideals ~, ~~ C A. The notation is suggested by the 

following proposition. 

(3.9) PROPOSITION. If a is an ideal in A 

~ = {a E A I an E a for some n > O} 

In particular 1(0) = nil A is the ideal of all nilpotent 

elements in A. A finitely generated ideal in nil A is 

nilpotent. 

Proof. Since, evidently, ~ is the inverse image of 

A/~, it suffices to treat the case ~ = (0). Clearly 

a nilpotent element belongs to every prime ideal, so it 
remains only to show that a non-nilpotent element, s, is 
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excluded from some prime £. Let S = {sn 1 n > o}. We shall 

use the localization, S-lA, whose construction and prop­

erties are discussed in the following section. In particular, 
1 -1 since 0 ~ S we have S A # 0, so the latter has a prime 

ideal q, e.g., any maximal ideal will do. Then £ = "q n A" 

is a prime of A excluding S (cf. (4.2) below). 

m 1. a c nil A, saya. = 0 (12 2 n), and 
n 1 

if a = ZAa., then it is not difficult to see that anm o. 
1 

This proves the last assertion. 

If a. is a family of ideals then clearly 
-1 

V(l:a.) =nV(a.) 
-J. -J. 

Moreover, if a and b are ideals we have 

For these sets clearly decrease from left to right, while, 
conversely, if a prime £ contains ~ ~ it must contain ~ or b. 

The formulas above show that we can view spec(A) as a 
topological space with the Zariski topology, whose closed 

sets are those of the form V(S). The dimension of this 
space is called the Krull dimension of A, and it is denoted 

dim A dim spec(A) 

If £ c spec(A) we write 

ht(£) = dim(A) (= codim (A) (V(p»). £ spec 

(3.10) PROPOSITION. spec(A) is quasi-compact, and 

£ 1---> V(£) = {i} is an inclusion reversing bijection from 

spec(A) to the irreducible closed sets in spec(A). If A is 

noetherian then spec(A) is a noetherian space. 
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Proof. If V(a.) is a family of closed sets with empty 
--- -1. 

intersection then ~ =nv(a.) = V(La.) so ~ = A. It ~ -1. -1. -1. 

follows that 1(= In for all n > 0) lies in La., by (3.9), 
--:1. 

and hence 1 £ L~a. = A where L~ refers to some finite sum 
--:1. 

of the a. 'so Thereforen~V(a.) = ~, where n~ denotes the 
-1. -l 

corresponding finite intersection, and this shows that 
spec (A) is quasi-compact. 

Since £. = I£. for £. £ spec (A), £. 1-> V (£) is in­

jective. Moreover, V(£.) = {~}, the closure of {£.}, so it is 

irreducible. Suppose F is an irreducible closed set. Write 
F = V(£) with £ =~. We claim £ is prime. For say £~ ~ £. 

Then F C V(~~) = V(~) u V(£) so F C V(~) or V(s), (say 

F C V(~)), because F is irreducible. Hence ~ C I:l = a. 

If (F ) is a decreasing chain of closed sets then 
n 

(I(F )) terminates if A is noetherian and hence (F ) 
n n 

(VI(F )) terminates. q.e.d. 
n 

Let f: A ---> B be a homomorphism of commutative 
rings, and let 

a f : spec (B) -> spec (A), a f (q) = f- l (q) 

a -1 a 
If SeA then f (V(S)) = {q £ spec(B) I f(q) ~ S} 

= {q I q ~ f(S)} = V(f(S)). Hence a f is continuous, so spec 

is a functor from commutative rings to topological spaces. 

In case f is surjective with kernel a then a f is a 

homeomorphism of spec(A!£) onto the closed set V(~. 

We quote, without proof, the following result. 

(3.11) THEOREM. (See Serre [2], Ch.III, Prop. 13). 
If A is a commutative noetherian ring, and if t I , ... , t 

n 
are indeterminates, then 

dim A[tI,"" t ] 
n 

n + dim A 
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(3.12) COROLLARY. Suppose, above, that dim A < 00. 

Then any finitely generated commutative A-algebra is a 

noetherian ring of finite dimension. 

Proof. Any such algebra is a quotient of A[t1, ... ,t ] 
n 

for some n ~ 0, so the corollary follows from (3.6) and 

(3.11). 

The corollary applies notably when A is a field or 
when A = ~. The latter case translates: a finitely generated 

commutative ring is noetherian and of finite dimension. The 

importance of this observation derives largely from the 
fact that any commutative ring is a direct union of finitely 
generated subrings. By this device many propositions can be 
reduced to the noetherian case, and we shall have occasion 
to use this procedure. 

The maximal ideals of A constitute a subspace 

max (A) c spec (A) 

whose points are just the closed points of spec (A). Thus 

A is semi-local <~ max (A) is finite, and in this case 
max (A) is discrete. By the general remarks made earlier, 
max (A) is noetherian if spec (A) is. 

An argument like that in proving (3.10) will show 
that F r---> I(F) is an (inclusion reversing) bijection 
from the irreducible closed sets in max (A) to the primes 
~ which are intersections of maximal ideals. In particular, 

dim max (A) ~ dim spec (A). 

Unfortunately, there is no decent analogue of (3.11) 
for the maximal spectrum. Indeed it turns out that, if A is 
noetherian and t is an indeterminate, then 

dim max(A[t]) = dim A[t] 

This may be arbitrarily large even though A might be local 
(in which case dim max (A) = 0). There is, however, the 
following weak result. 

(3.13) PROPOSITION. Let A be a commutative noetherian 
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ring of dimension d, and assume that dim (A/rad A) < d. Let 

T be a free abelian group or monoid on n > 0 generators. 

Then max (A[T]) is the disjoint union of a closed and an 

open set, each of dimension < d + n. 

Proof. The closed set F defined by rad A is homeo­

morphic to max( (A/rad A)[T]), which has dimension dim 
(A/rad A) + n < d + n. 

To show that the complement of F has dimension 
<d + n it suffices to show that every ~ i F has height 

<d + n. For such an ~ we have rad A t ~ and hence m n A £ 

is not maximal. To determine ht(~) we can pass to A[T] , 
m 

and the latter is a localization of A [T], which has 
£ 

dimension <d + n. q.e.d. 

We close this section with a description of the 
connectivity of spec (A). Note first that the set of idem­
potents in A is a Boolean algebra, with el n e2 = ele2, 

el U e2 = el + e2 - ele2' and complementation e 1-> (1 - e). 

We can exhibit the resulting partial ordering as follows: 

el <~ elA C e2A. In particular, an ideal 

can be generated by at most one idempotent. Moreover, if 

e2 = e then eA = ~ so V(eA) uniquely determines e. 

(3.14) PROPOSITION. The map e 1---> V«l - e)A) is an 

isomorphism from the Boolean algebra of idempotents in A to 

the Boolean algebra of open and closed sets in spec (A). 

Proof. Since A = eA ~ (1 - e)A it follows that spec(A) 

is the disjoint union of V(eA) and V«l - e)A). Thus 
V«l - e)A) is open and closed. The remarks above show that 
the map is injective. If el ~ e2 then (1 - e2) ~ (1 - el), 

i.e., (1 - e2)A C (1 - el)A, so V«l - el)A) ~ V«l - e2)A); 

thus the map preserves order and complementation. Since the 
Boolean operations are determined by the partial ordering 
and complementation the proposition will follow now once 
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we show that the map is surjective. 

Suppose spec (A) is the disjoint union of V(~) and 

VC~). Then spec (A) = V(~) u V(E-.) = V(~ nE-.) V(O), so 

c = a nbC 1(0) nil A. Moreover, V(A) = ~ V(~) n V(E-.) 

= V(~ + E-.); so A /~ + E-., and this implies a + b = A. 

Write 1 = a + b with a E a and b E b. Since A/£ = (~/£) ~ 
(E-./£) it follows that a and b are orthogonal idempotents, 

modulo £, which generate the two summands. Now since c is a 

nil ideal it follows from (2.10) that there are orthogonal 

idempotents, a' and b', such that a' = a mod c and b' = b 

mod £. In particular, a' E a + £ C ~ so a'A cae a'A + c. 

Since £ is nil this implies /a'A = a and therefore V(~) 

V(a'A) with a' idempotent, as was to be shown. This con­
cludes the proof. 

§4. LOCALIZATION, SUPPORT 

Most of the material in this section is quite 
standard, so we shall leave many elementary details to the 
reader. 

We fix a multiplicative set S (i.e., s, t E S =? 

st E S) in a commutative ring R. If M E mod-R then the 
"localization" of M is 

where - is the equivalence relation: (xl' sl) - (x2' s2) if 

(XIS2 - X2S1)t = 0 for some t E S. We denote the class of 

(x, s) by xis and we make S-lM an additive group by 

(x/s) + (y/t) = (xt + ys)/st 

In particular 

(1) xis = 0 <=? xt = 0 for some t E S 

If xis E S-~ and aft E s-lR we define (x/s)(a/t) (xa)/(st~ 
-1 

These structures are well defined, they make S R a 
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commutative ring, and they make S-~ an S-IR-module. More­
over, there is a canonical map 

~: M ---> s-IM (~(x) = xs/s for any s £ S) 

It is clear that hR is a ring homomorphism (for which 

hR(S) C U(S-lR» and that ~ is hR-semi-linear; i.e., 

~(xa) = ~(x)hR(a) for x £ M, a £ R. Therefore, it induces 

a canonical S-IR-homomorphism 

-1 -1 
hM: M BRS R --> S ~ 

by hM(x 3 (a/s» = xa/s 

If f: M -> N is R-linear it induces an S-IR-homo­
morphism 

f(x)/s 

thus making 

-1 -1 
S : mod-R ----> mod-S R 

an additive functor. The basic fact is: 

(4.1) PROPOSITION. S-l is an exact functor, and 

hH: (M £ mod-R) 

is a natural isomorphism of functors. 

Proof. If M~ ~> M _f_> M~~ is exact then clearly 

(S-lf )(S-lg) = 0, so we want to show that any xis in 
-1 -1 

Ker(S f) lies in Im(S g). Since f(x)/s = 0 we have 

f(x)t = 0 for some t £ S, by (1) above. Therefore, xt £ 

Ker(f) = Im(g); say xt = g(y). Then xis = xt/st = g(y)/st 
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-1 
(S g)(y/st). 

-1 
It is easily checked that S preserves arbitrary 

coproducts. Hence h~ = (~) is a natural transformation 

between right continuous functors (see (II, §2). Since hR 

is evidently an isomorphism it follows that ~ is an 

isomorphism whenever M is of the form Coker (R(I) --> R(J)) 
and this covers all M £ mod-R. q.e.d. 

A ring homomorphism f: R ---> R~ such that f(S) 

U(R~) factors as f = f~hR for a unique homomorphism 

f~: S-lR --> R~; f~(a/s) = f(a)f(s)-l. In particular an 
R-modu1e M on which multiplication by elements of S is 

bijective has a canonical S-lR-modu1e structure (take R~ 
Endz(M)). In this case~: M --> S-~ is an isomorphism. 

If a is an ideal in R we can canonically identify 
-1 

S (R/£) with the localization of R/£ with respect to the 

image in R/£ of S. 

-1 
Let M £ mod-R. Since S is exact an R-submodu1e N 

of M leads to an S-lR-submodu1e S-lN of S-~. On the other 

hand if H is an S-lR-submodu1e of S-~ then we shall write, 
by abuse of notation, 

-1 I -1 Since S is exact the function N ---> S N preserves the 
lattice operations (sum and intersection) on submodu1es. 
Moreover, we have: 

(N c M) 

(2) 

-1 
(4.2) PROPOSITION. spec(S R) ---> spec(R) induces 
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-1 
a homeomorphism from spec(S R) to the space of all ~ E 

spec(R) such that ~ n S ~, the inverse map being ~ I---~ 

S-l~. In case S = {sn In> O} for some s E R this identi­

-1 fies spec(S R) with the (open) complement of V(s) C spec(R). 

-1 Proof. The map spec(S R) ---> spec(R) is q >--> 

-1 -1 
hR (q) = q n R. Since q = S (q n R) the map is injective, 

and (q n R) n S = ~ because hR(S) consists of units whereas 

q is a proper ideal. 

Suppose ~ E spec(R) and ~n S = ~. Consider the 

-1 -1 -1 
exact sequence 0 ---> S ~ ---> S R ---> s (R/~) ---> O. 

The image of S is a multiplicative set of non-zero elements 

in the integral domain R/~, so S-l(R/~) is contained in the 

field of fractions of R/~. It follows that s-l~ is prime, 

and that hR/~ is injective, from which it easily follows 

-1 
that ~ = S ~n R. For the first assertion of the propo-

sition, therefore, it remains only to be shown that ~ 1--> 
-1 

S ~ is continuous (for ~ E spec(R), ~n S = ~). But the 

inverse image of V(~) C spec(S-lR), for an ideal a c S-lR, 

is {q C R I ~ c q }, and this is easily seen to be the set 

of E E spec(R) such that En S = ~ and (~n R) c ~, a 

closed set. 

Finally, in case S = {sn} we have En S 

E <='i E ~ V(s), for p E spec(R). q.e.d. 

If E E spec(R) then S = R - E is a multiplicative 
.P. 

set, and it is customary to write M for the localization 
.P. 

S -1M. In this case R is a local ring with maximal ideal 
.P. .P. 
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£R . If M £ mod-R we write 
£ 

supp(M) = {£ £ spec(R) 1M';' O} 
£ 

Occasionally we shall also consider the support of M in 
max(R), which is defined similarly. The localizations of M, 
taken altogether, do not lose essential information about 
M, in the following sense: 

(4.3) If x £ M then x = 0 <~ x/I = 0 in M for all 
- m 

m £ max(R). In particular, M = 0 <~ M 0 
m 

for all m £ max(R). 

This fact, together with the exactness of localization, 
permits one to reduce many questions to the case of local 
rings; e.g., the question whether or not an R-homomorphism 
is an isomorphism. 

We shall now indicate how S and Hom behave under 
localization. If M, N £ mod-R there is a commutative square 

hM S N 
M S N __ ...:.R~> S-l(M S N) 

R I R 

t~ 
S-~ S S-IN --::------;> S-~ S S-IN 

R f s-IR 

where f(xSRy) = xS -1 y, 
S R 

f (h S h ) = h S h is 
-~ R-~ -~ S-IR N 

and where g exists because 

hR-semi-linear. The fact that 

localization preserves tensor products is expressed by: 

(4.4) f and gM are isomorphisms. 

The case of f we leave as an exercise. As for g, it 
is a natural transformation between right continuous 
functors (see (II, §2)) and gR is evidently an isomorphism. 
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Now a standard argument shows that ~ is an isomorphism for 

any M of the form Coker (ReI) --> R(J», i.e., for all M. 

Before treating Hom we shall generalize the context 
by introducing an R-algebra A. Then if M E mod-A we see 

-1 -1 
easily that S A is an S R-algebra and 

-1 -1 
S : mod-A -----> mod-S A 

is an exact functor isomorphic to SR S-lR, or, equivalently, 

to @A S-lA. If M, N E mod-A we have a commutative diagram 

(3) 

HomA(M, N) 

h 
HomA(M, N) -1 

> S HomA(M, N) 

HomA(S-lM, S-lN) <---------­
f 

-1 
where f is an inclusion, and where gM exists because S 

above is hR-semi-linear. 

(4.5) PROPOSITION. In diagram (3) above f is an 

isomorphism, and the natural transformation 

~: 
-1 1 1 

S HomA (M, N) --> Hom -1 (S-~, S- N) 
S A 

is an isomorphism if M is a finitely presented A-module 

(i.e., if M is of the form Coker(An ---> Am) for some 

n, m > 0). 

Proof. The assertion for f is an easy exercise which 

we leave to the reader. Clearly gA is an isomorphism so 

-1 
is for all n > O. Since S is exac~ both contravariant 

g n 
A 
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functors of M above convert cokernels into kernels, so the 
5-lemma shows that gM is an isomorphism if there is an 

exact sequence Pl ---> Po ---> M ---> 0 such that each gpo 
n. ~ 

is an isomorphism. Taking Pi A ~ we obtain all finitely 

presented M this way. q.e.d. 

(4.6) PROPOSITION. (a) Let M £ mod-A and let H be an 

-1 -1 
S A-submodule of M. Then H = S (Hn M), so the map 

H ~> Hn M is an injection from the lattice of S-lA_ 

-1 
submodules of S M to the lattice of A-submodules of M. In 

particular, if M is a noetherian (resp., Artinian) A-module 

-1 -1 
then S M is a noetherian (resp., Artinian) SA-module. 

(b) Assume A is right noetherian and let E 

(0 ---> H ---> ••• ---> 
n 

d -1 Ho ---> S M ---> 0) be an exact 

-1 
sequence in ~(S A). Then 

(0 ---> M ---> ••• --> MO 
n 

there is an exact sequence E~ 

dO 
--> M ---> 0) in ~(A) and an 

. h' S-l ~ ~somorp ~sm E d · h'd' S-l ~ E in uc~ng t e ~ ent~ty on M. 

Proof. (a) The first assertion follows from (2) 

above, and it implies the remaining assertions. 

(b) After breaking E into short exact sequences and 
applying an obvious induction argument, it suffices to 
treat the case n = 1. We are given 

d -1 o --> Hl ---> Ho ---> S M ---> 0 

If we can find an epimorphism do: MO --> M in li(A) , and 

an isomorphism s-ldo ~ d inducing 1 -1 ' then the exactness 
S M 

of S-l forces this isomorphism to induce an isomorphism 
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S-~I ~ HI, where MI = Ker(dO). Moreover MI E ~(A) because 

A is right noetherian, so the problem will be solved once 
we construct do. 

-1 
Let X be a finite set of S A-generators of HO. After 

multiplying the elements of X by elements of S, if necessar~ 

we can assume d(X) lies in the image of hM: M --> S-lM• 

Now choose a finite set Y C Ho so that dey) generates the 

A-module Im(~), and let N C HO be the A-submodu1e generated 

by X and Y. Then d induces an epimorphism d~: N --> Im(~) 

in ~(A). Moreover the inclusion i: N ---> Ho induces a 

commutative square 

i 
N --='----> H 0 

hN hHo (~) 

1 -1 
S- N ----:> S Ho 

S-l i 

in which S-li is surjective by construction and injective 
-1 

because S is exact. 

Form the cartesian square 

dO 
Mo > M 

f hM 

N 
d~ 

> Im(hM) 

Since A is right noetherian ~(A) is abelian, so Mo E ~(A) 

because M, N E ~(A). (In fact Mo C M ~ N.) Moreover do is 

is an epimorphism since d~ is. Finally, 

isomorphism and s-l is exact it follows 

-1 
since S ~ is aq 

-1 
that S f is also 
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an isomorphism. Therefore 

-1 
(S (f), 1 -1 ): 

S M 

-1 
S (MO 

dO 
--> d -1 

M)-> (HO ->S M) 

is the required isomorphism. 

(4.7) PROPOSITION. Let A be an R-algebra. 

(a) Let M £ ~(A) and let a be the annihilator of M 

as an R-module. Then supp(M) = V(~), a closed 

set in spec(R). 

d d l 
(b) Let P = (0 --> P __ n_> --> Po --> 0) 

n 
be a finite complex in ~(A). Then supp(H(p) is 

closed in spec(R). 

Proof. (a) If s £ ~, s ~ ~ then clearly M 
~ 

o. 

Conversely, suppose M O. If xl"'" x generate M (as 
~ n 

A-module) then, for each i, there is an s. 
~ 

~ ~ such that 

x.s. 
~ ~ 

H(P) 

O. Therefore, s sl ···sn £ a and s ~ ~. 

(b) We argue by induction on n, the case n 
Po, following from (a). 

0, when 

If ~ ~ supp(H(p» we propose to find a neighborhood 

of ~ outside supp(H(P». Let M = Coker(d l ) £ ~(A). Then 

M = Ho(P) so M O. Choose s ~ ~ such that Ms = 0 (using 

(a». and set S {sn I n ~ a}. We shall pass to the complex 

S-~ over the S-lR-algebra S-lA. According to (4.2) we can 

identify spec(S-lR) with spec(R) - V(s), an open neighbor-
-1 

hood of ~. Hence it will suffice to show that supp(H(S p) 
-1 

is closed in spec(S R). 

-1 
By construction, S d l is surjective, so it splits 
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(because S-~.o £ £(S-lA)). Therefore, S-lp is isomorphic to 

1 -1 

-1 
the direct sum of (···0 --> S Po 

S Po -1 
>S P o --> 0···) 

and of the subcomplex Q = (···0 --> S-~ n 
--> ••• --> S-\ 2 

--> Ker(S-ldl) --> 0'·') of S-~. Therefore, H(S-lp) = H(Q). 

Since Q has length <n it follows by induction that supp 
(H(Q)) is closed. q.e.d. 

§S. INTEGERS 

Let R be a commutative ring and let A be an R-algebra 

If X £ A write R[X] for the R-subalgebra of A generated by 

X. We say a £ A is integral over R if it satisfies the 

conditions below. A is integral over R if each of its 
elements is. 

(5.1) PROPOSITION. The following conditions are 

equivalent: 

(1) There is a monic polynominal f(T) E R[T] such 

that f(a) = O. 

(2) R[a] is a finitely generated R-module. 

(3) There is a faithful R[a]-module M finitely 

generated as an R-module. 

Proof. (1) (2) • If rol +rla+"'+r a 
n-l 

=:> 
n-l 

n-l 

+ a 

= 0 (each r. E R) then 1, a, ... , a generate R[a] as an 
~ 

R-module. 

(2) => (3) • Take M = R[a]. 

(3' =:> (1) . Say M = L x.R. We can solve 
1 i ~ < < n 

n 
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X1..a = l:J. XJ. r1..J. with r .. E R and so l:. X. (ao .. - r .. ) = 0 
1.J J J 1.J 1.J 

(1 ~ i ~ n). By Cramer's Rule we have xjf(a) = 0 for all j, 

and hence, Mf(a) = 0, where f(T) det(To .. - r .. ). Since 
1.J 1.J 

M is faithful, f(a) = 0. 

(5.2) COROLLARY. A subalgebra B of A is integral 

over R if B eM e A for some finitely generated R-module 

M such that BM e M. 

Proof. If a E B then M is a faithful R[al-module. 

(5.3) PROPOSITION. Let S be a multiplicative set in 

R. If A is integral over R then S-lA is integral over S-lR. 

-1 n-l n 
Proof. Let a/s E S A and say rO + ... + rn_la + a 

n n-l = 0 with r i E R. Then (ro/s ) + ... + (rn_l/s) (a/s) + 

(a/s)n = O. 

(5.4) PROPOSITION. Let A be a commutative R-algebra, 

and let M E ~(A) 

(1) 1£ al,"" a E A are integral over R then 
n 

R[al,"" anl E ~(R). 

(2) If A E ~(R) then M E ~(R). 

Proof. (2) If A = l:a.R and M = l:b.A then M = l:a.b.R. 
1. J 1.J 

(1) Since a is integral over R, and, a fortiori, 
n 

over R~ = R[al"'" a 1]' it follows that R[al, .. " a ] E n- n 
~(R~). By induction on n R~ E ~(R). Now apply (2). 

(5.5) COROLLARY. Let A be a commutative R-algebra and 

let B be an A-algebra. The set R~ of elements of A which 
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are integral over R is an R-subalgebra of A. If a E A is 

integral over R~ then a E R~. If b E B is integral over R~ 

then b is integral over R. 

Proof. The first assertion follows from (1) above. 

A f th O thO d + ... + c bn- l + bn 0 wl'th s or e lr, suppose Co n-l 

ci E R~. Then R~ = R[cO,"" cn_l ] E ~(R) by (1) and 

R~[b] E ~(R~), so R[b] c R~[b] E ~(R) by (2), and (5.2) 

implies. b is integral over R. The second assertion follows 
from the third with B = A. 

We call R~ above the integral closure of R in A. We 
call an integral domain integrally closed if it equals its 

integral closure in its field of fractions. 

(5.6) PROPOSITION. Let A C B be commutative rings 

such that B is integral over A, and let ~C q be primes of 

l},. 

(a) There is a prime ~~ of B such that ~~ n A = ~. 

(b) For any such ~~ there is a prime q~ containing 

~~such that q ~ n A = q. 

(c) 1!~ = q then necessarily ~~ q~. 

Proof. (a) Suppose first that A is local with maximal 

ideal~. If ~B = B then ~BO = Bo for some finitely generated 

A-subalgebra BO of B, and (5.4) implies BO E ~(A). However 

~ C rad A, so ~Bo = BO implies BO = 0 by Nakayama's lemma, 

and this is impossible. Therefore, ~B'" B so there is a 

maximal ideal ~~ of B containing ~B. Since ~ C ~~ n A'" A 

we have ~ = ~~ n A. 

In the general case we pass to A C B and ~A . 
~ ~ ~ 

Thanks to (5.3) we can apply the conclusion above to find 
a prime q~~ of B~ such that q~~n A~ ~A~. Then q~ = q~~ 

n B solves our problem. 



116 PRELIMINARIES 

(b) We pass to the integral extension A/£ C B/£~ 

and apply (a) to find q~/£~ lying over q/p. 

(c) After passing to A/£C B/£~ again it suffices to 

show that if A and B are integral domains and if q'f 0 

then q ~ n A # O. If b E q ~ choose an equation aO + .•• + a n _ 1 

bn- 1 + bn = 0, with a i E A, of minimal degree. Then aO E bB 

n A C q ~ n A, and ao # 0 or else we would have al + ... + a 
n-1 

The last condition implies chains of primes in B do 
not collapse at all when restricted to A. Thus we have: 

(5.7) COROLLARY. spec(B) ---> spec(A) is surjective, 

and dim B = dim A. 

(5.8) PROPOSITION. Let R be a commutative noetherian 

ring, let A be a finite R-a1gebra, and let M E ~(A). The 

following conditions are equivalent: 

(1) M has finite length as an A-module. 

(2) M has finite length as an R-modu1e. 

(3) supp(M) (in spec(R)) is finite and consists of 

maximal ideals. 

Proof. (1) =? (2). By induction on length it suffices 

to show that a simple A-module M has finite R-1ength. Since 
M E ~(R), clearly (see (5.4)(2)), it suffices to show that 

q = annR(M) is maximal, for then M is finite dimensional 

over R/q. 

By Schur's lemma, multiplication by a E R on M is 
either zero or an automorphism. This shows that q is prime 

and that M is a vector space over the field of fractions, 
F, of R/q. But it is an easy exercise to see that F can be 
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a finitely generated R/q-module only if F = R/q. 

(2) =? (3). If 0 --> M~ --> M --> M~~ --> 0 is an 
exact sequence of R-modules then clearly supp(M) supp(M~) 
usupp(M~~). Since the implication in question has only to 
do with R-modules, it suffices, by induction on length, to 
establish (3) when M is a simple R-module, R/~ (~E max(R». 

But then supp(M) = {m}. 

(3) =? (1) By (4.7) we have supp(M) = V(~, where ~ 

annR(M). Set R~ = R/~; then M E ~(R~) so it suffices to 

show that R~ is Artinian. We have spec(R~) = V(a), a finite 
set of maximal ideals. Let J = rad R~. Then (3.9) implies 
J = nil R~ and, since R~ is noetherian, that J is nilpotent. 
The Chinese Remainder Theorem (2.14), applied to the maximal 
ideals of R~, shows that R~/J is a finite product of fields, 

and hence semi-simple. For each i ~ 1, Ji-l/Ji is a 

noetherian (R~/J)-module, and hence of finite length. Since 
J is nilpotent it follows that R~ is Artinian. q.e.d. 

The implication (2) =? (1) is trivial, so the 
proposition is proved. 

A two sided ideal ~ in a not necessarily commutative 

ring A is called prime if ab C ~ =? ~ C ~ or E.. c ~ for two 

sided ideals a and b. It suffices to have this only for ~ 

and E.. which contain ~. Thus it is evident that a maximal 

two sided ideal is prime. 

(5.9) PROPOSITION. Let R and A be as in (5.8) and 

let ~ be a two sided ideal in A. The following conditions 

are equivalent: 

(1) ~ is maximal. 

(2) ~ is prime and A/~ is an R-module of finite 

length. 

(3) ~ is the annihilator in A of a simple right 

A-module. 
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Proof. (1) ~ (3). If M is a simple right (A/2)­

module then the inclusion 2C annA(M) is an equality be­

cause 2 is maximal. 

(3) ~ (2). If M is a simple right A-module then 
2 = annA(M) is clearly prime. By (5.8) M has finite length 

as an R-module, so likewise for A/2 C EndR(M). 

(2) ='l (1). B = A/2 has finite length as an R-module, 

so it is an Artin ring in which the zero ideal is prime. 
The latter implies B has no non-zero nilpotent ideals, and 
that it does not decompose properly into a product of 
rings. Thanks to (2.11) this implies B is simple, so 2 is 
maximal. q.e.d. 

We next study integrality properties of polynominals. 
R always denotes a commutative ring and t an indeterminate. 

(5.10) LEMMA. 1i pet) E R[t] is monic then there is 

an integral extension R~ containing R such that P is a 

product of linear polynomials in R~[t]. 

Proof. Induction on n = deg~). We can clearly assume 

n > 1. Let Rl = R[t]/PR[t], which contains R. The residue, 

a, of t in Rl is a root of P. Since P is monic we can apply 

the division algorithm to write PCt) (t - a)Q(t) in 

Rl[t], where Q is monic and of degree n - 1. By induction 

we can embed Rl in an R~ which splits Q. 

(5.11) COROLLARY. Let A be a commutative R-algebra 

and let R~ be the integral closure of R in A. Let P, Q E 

A[t] be monic and such that PQ E R~[t]. Then p, Q E R~[t]. 

Proof. Use (5.10) to construct an A~ containing A in 

which P and Q factor into linear factors: P = IT(t - a.), 
1 

Q = IT(t - b.). Let R~~ be 
J 

the integral closure of R in A~. 

Since PQ E R~[t], each a. and b. belongs to R~~, being a 
1 J 

root of PQ. Therefore P, Q E R~~[t]. Since R~~n A = R~ 
the corollary follows. 
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(5.12) PROPOSITION. Let A be a commutative R-algebra, 

and let R~ be the integral closure of R in A. Then R~[t) is 

the integral closure of R[t) in A[t). 

Proof. Let B be the integral closure of R[t) in A[t). 

Evidently, R ~ [t) C B. Conversely, suppose P E B. Say P is a 
root of 

m-l m Q(X) = Fa + ... + Fm_l X + X E R[t][X) 

Choose an integer r > max(deg(p), deg(F.)(l < i ~ m», and 
1 

r 
set PI(t) = pet) - t • Then PI is a root of 

Therefore we obtain 

Go + ... + G 1 X m-l + X m 
m-

(*) Go = -P 1 (Gl + ... + G pm- 2 + pm-I) 
m-l I 1 

The size of r guarantees that -PI (t) and GO(t) = Ql(O) = 
Q(t r ) are monic. This is clear for -PI, and for Q(tr ) = 

r(m-l) mr 
Fo(t) + ... + Fm_l(t) t + t we need only note that 

ri 
deg(F.(t)t ) = deg(F.) + ri < rei + 1) < rm for i < m. 

1 1 

Now the equation (*) implies the second factor on 
the right is monic also, so (5.11) implies -PI' and hence 

also P, have coefficients in R~, since GO does. 

(5.13) COROLLARY. !i R is an integrally closed 

integral domain so also is R[t). 

Proof. Let L be the field of fractions of R. Then 

(5.12) implies R[t] is integrally closed in L[t]. It remains 
only to observe, therefore, that the principal ideal domain 
L[t] is integrally closed. We leave this as an exercise 
(cf. (7.12) below.) 
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We close this section with some observations on the 
norms and traces of integral elements. 

(5.14) PROPOSITION. Let A be a commutative R-algebra 

and let x £ Mn(A). Then x is integral over R if and only if 

the coefficients of its characteristic polynomials, pet) 

det(t·I - x), are integral over R. 

Proof. Since P(x) = 0 (Cayley-Hamilton; cf.(XII, §l) 

below) x is integral over the subalgebra generated by the 
coefficients of P. Thus, if the latter are integral over R 

so also is x. 

Now suppose x is integral over R. Then if e.(l < i 
1 

n 
~ n) is the standard base of A , the R[x]-module M 

generated by the 

of An defined by 

generated by all 

e i is in ~(R). Let u be the endomorphism 

x, and let N CAnAn be the R-module 

ml A···A m where m. £ M (1 ~ i ~ n). Then 
n 1 

N £ ~(R) and N is stable under Anu det(x). Since 

el A···A e £ N it follows that N is a faithful R[det(x)]­
n 

module, so det(x) is integral over R. 

Since t·I - x £ M (A[t]) is integral over R[t] we 
n 

see from the conclusion above that pet) is integral over 

R[t]. Therefore, by (5.12), the coefficients of Pare 

integral over R. q.e.d. 

§6. HOMOLOGICAL DIMENSION OF MODULES 

Let A be a ring and let M £ mod-A. We write 

for the minimal length (possibly infinite) of a projective 
resolution of M (cf. (I, §6)), and we define 

rt.gl.dim.A = sup hdA(M) (M £ mod-A) 
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We quote, without proof, the following useful result of 
Auslander (see MacLane [1], Ch. VII, Cor. 1.5): 

(6.1) PROPOSITION (M. Auslander). 

rt. gl. dim. A = sup hdA(M) (M E ~(A)) 

121 

It follows from (1.5) that rt. gl. dim. A = 0 if and 
only if A is semi-simple. If rt. gl. dim A ~ 1 we call A 
right hereditary. 

(6.2) PROPOSITION. (a) A is right hereditary if and 

only if every right ideal is projective. 

(b) Let A be right hereditary and right noetherian. 

Suppose M E ~(A) and set T =nKer(h)(h: M ---> A). Then T 

is a direct summand of M and MIT is a direct sum of modules 

isomorphic to right ideals in A. 

Proof. (a) If ~ is a right ideal then the exact 

sequence 0 --> ~ --> A --> A/~ --> 0 shows (cf.(I, 6.8)) 

that hdA(A/~) ~ 1 <~ hdA(~) ~ O. Thus all right ideals are 

projective <~ every monogene,(i.e., one generator) module 

has hdA ~ 1. The latter implies hdA(M) ~ 1 for all M E ~(A), 

and hence A is right hereditary by (6.1). For if M has n 

generators there is an exact sequence 0 --> M~ --> M --> M~~ 

--> 0 where M~ and M~~ have 1 and n - I generators, 

respectively. By (I, 6.8) hdA(M) ~ sup(hdA(M'), hdA(M'~)) so 

the assertion follows by induction on n. 

(b) If we show MIT is a direct sum of modules 
isomorphic to right ideals then it follows from (a) that 
MIT is projective, so M ~ T ~ MIT. Since A is right 
noetherian the module MIT E ~(A) is noetherian. Among all 

direct summands of MIT which are direct sums of modules 
isomorphic to right ideals (e.g., O).let N be a maximal one. 
Then MIT = N ~ H and we claim H = O. If not there is a 
non-zero h: H ---> A. Since Im(h) is projective and # 0 we 
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we have H ~ Ker(h) ~ Im(h) , and then N ~ Im(h) contradicts 
the maximality of N. 

We now introduce the full subcategory 

~(A) 

of modules M E mod-A which have finite ~(A)-resolutions. 

Evidently we have 

~(A) C ~(A) C ~(A) C mod-A 

and if M E ~(A) then hdA(M) < 00. On the other hand, if 

M s ~(A) and hdA(M) < 00, M need not belong to ~(A). For M 

must be not only finitely generated, but finitely presented, 
and even more. In the notation of (I, §6) ~(A) is the 

category Res(~(A)), and we have the following excerpt from 

(I, 6.9). 

(6.3) PROPOSITION. If all but one term of an exact 

sequence 0 --> Mn --> ••• --> MO --> 0 lie in ~(A) then so 

does the remaining term. 

A is said to be right regular if ~(A) = ~(A). It 

follows immediately from (6.3) that A must be right 
noetherian. Conversely, if A is right noetherian and if 
hdA(M) < 00 for all M s ~(A) then A is right regular. For if 

hdA(M) _< n choose an exact sequence 0 --> P --> P --> ••• 
n n-l 

--> Po --> M --> 0 with p. 
~ 

E ~(A) for 0 ~ i < n. We may do 

this since A is right noetherian. Then it follows from 
Schanuel's lemma (cf. (I, 6.4)) that P is automatically 

n 
projective, so Pn E ~(A) also. 

(6.4) PROPOSITION. Let S be a multiplicative set in 

a commutative ring R, let A be an R-algebra, and let M s 

mod-A. Then, 
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1 -1 
hd -1 (S- M) ~ hdA(M), rt.gl.dim.S A ~ rt.gl.dimA 

S A 

and S-lA is right regular if A is right regular. 

Proof. If P ---> M is a projective A-resolution of 
-1 -1 -1 

length n, then S P ---> S M is a projective S A-reso-

lution (because S-l is exact) and its length is ~ n. Since 

every N E mod-S-1A is isomorphic to some s-lM the second 

inequality follows from the first. If A is right noetherian 

then so also is S-lA, and any N E M(S-lA) is isomorphic to 

S-lM for some M E ~(A). Hence the last assertion follows 

also from the first inequality. q.e.d. 

(6.5) PROPOSITION. Let A be an R-algebra and let 

M E mod-A. Define 

U (M) 
n 

{~ E spec(R) I hdA (M ) < n} 
~ ~ 

If there is an exact sequence 

E 
P n+l ---> P n ---> ••• ---> Po ---> M --->0 

with Pi E ~(A) (0 ~ i ~ n + 1) then Un(M) is open and 

hdA(M) ~ n <~ UN(M) = spec(R). 

Proof. Induction on n. 
E n = O. We have an exact sequence P l ---> Po ---> M 

---> 0 with Pi E ~(A) (i = 0, 1). Consider the map 

induced by E, and let e denote the image of 1M in Coker(h). 

Then clearly M is projective <~ 1M E Im(h) <~ e = O. 
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Since both Po and M are finitely presented A-modules it 

follows from (4.5) that, for P s spec(R), we can identify 

the corresponding map HomA (M , Po ) ---> HomA (M , M ) 
E. E. E. E. E. E. 

with the localization, h , of h. Thus it follows that M is 
E. E. 

A -projective <=? e ell s Coker(h) (= Coker(h )) is zero. 
E. E. E. E. 

Now e 
E. 

o <=? es = 0 for some s ~ E. <=? £ ct E., where £ = 

annR(e) , so Uo(M) is the (open) complement of V(£). Moreover 

M is projective <=? e = 0 <=? a = R <=? V(£) = ~ <=? Uo(M) 

spec(R). 

n > O. Consider the exact sequence 0 ---> K ---> 

Po __ s_> M ---> 0 where K Ker(s). Then hdA(M) ~ n <=? 

hdA(K) ~ n - 1 and U (M) U l(K), clearly. Since we have 
n n-

the exact sequence 0 ---> P n+1 ---> P n ---> ••• ---> P 1 ---> 

K ---> 0 with Pi s ~(A) (1 ~ i < n + 1) it follows by 

induction that Un_1 (K) is open and hdA(K) ~ n - 1 <=? 

U l(K) = spec(R). q.e.d. 
n-

(6.6) COROLLARY. Let R be a commutative noetherian 

ring, let A be a finite R-a1gebra, and let M s ~(A). Then 

hdA(M) = sup hdA (Mm)(~ s max(R)), and if hdA (Mm) < 00 for 
m - m -

all ~ s max(R) then hdA(M) < 00. Hence A is right regular if 

and only if Am is right regular for all ~ s max(R). 

Proof. Clearly the last assertion follows from the 

first. Let n = sup hdA (Mm) (~s max(R)). By (6.4) hdA(M) 
m 

> n so we have equality if n = 00. If n < 00 consider U (R). 
n 

Our finiteness assumptions make the hypothesis on M in (6.5) 
automatic, so U (R) is an open set whose complement contains 

n 
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no maximal ideals, and is therefore empty. (If V(~) 

max(R) = $ then ~ is contained in no maximal ideal, so a = 

R.) Thus Un(R) = spec(R) and (6.5) now implies hdA(M) ~ n. 

If hdA (Mm) < 00 for all m E max(R) then (6.4) implies 
m -

the same is true for all m E spec(R). Therefore, in this 

case the union of the U (M) is spec(R). Since U C U +1 and n n n 
since spec(R) is quasi-compact (even noetherian in the 
present case) it follows that U (M) = spec(R) for some n. 

n 

Now apply (6.5) to obtain hdA(M) ~ n. q.e.d. 

Let R be a commutative ring, let A be an R-algebra, 
and let S be a multiplicative set in R. We shall call M E 

mod-A an S-torsion module if s-lM = 0, and we shall write 

~S (A) c ~S (A) 

for the full subcategories of S-torsion modules in ~(A) and 

in ~(A), respectively. It is easy to see that an M E mod-A 

is in ~S(A) if and only if ~ E ~(A) and Ms = ° for some s E 

S. The latter means that S n annR (M) f $. We shall say that 

S is regular for A if ~S(A) = ~S(A). It is then easy to 

show, with the aid of (6.3), that the latter is an Abelian 
category in which every object is noetherian. 

(6.7) PROPOSITION. Let R be a commutative noetherian 

ring and let A be a finite R-algebra. 

(a) rt.gl.dim.A = sup hdA(M), where M ranges over 

the simple right A-modules. Therefore, if R is semi-local 

and if A is right regular then rt.gl.dim.A < 00. 

(b) Let S be a multiplicative set in R. Then S is 

regular for A if and only if A is right regular for all 
m 

m E max(R) such that m n S + $. In this case, if M E ~(A), 
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we have 

-1 1 
M E ~(A) <='l S M E ~(S- A) 

Proof. (a) The left side dominates the right, and 

equals sup hdA(M) (M E ~(A», by Auslander's Theorem (6.1). 

In particular, if n = sup {hdA(M) I M is simple} is infinite 

then we have equality, so assume n < 00 Given M E ~(A), we 

claim hdA(M) ~ n. According to (6.6) it suffices to prove 

this locally, so assume R is local with maximal ideal m. 

Let a be an ideal in R. We claim that if M £ ~(A) 

and if Ma = 0 then hdA(M) ~ n. (The case £ = 0 will imply 

what we want to prove.) If not let a be a maximal counter­

example (noetherian induction) and choose M £ ~(A) such that 

M£ = 0 and hdA(M) > n. Then choose a maximal submodu1e 

NC M such that hdA(M/N) > n. Replacing M by M/N we can 

assume hdA(M~) ~ n for all proper quotients M~ of M. We 

cannot have £ = ~ for otherwise M would have finite length, 

and the homological dimension of its Jordan-Holder factors 
would dominate that of M (see (I, 6.8». Thus we can choose 

t £~, t ~ £. If N Ker(M __ t_> M) then annR(N) ~£ + tR so 

hdA(N) < n. If N + 0 then hdA(M!N) ~ n also, and hence 

hdA(M) ~ n, contrary to assumption (using (I, 6.8) again). 

Therefore we have an exact sequence 

(*) 0 ---> M __ t_> M ---> M/Mt ---> 0 

At this point we shall use the functor Ext, and its 
properties, for which the reader can consult, for example, 
Cartan-Ei1enberg [1]. Namely (*) induces an exact sequence 

n t n n+1 
ExtA(M,H) ---> ExtA(M,H) ---> ExtA (M/Mt,H) 

for all H E mod-A. Since hdA(M) > n it is known that one 
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can choose H E ~(A) such that Ext~(M, H) + o. But the latter 

. n+l is a fin~tely generated R-module and Ext (M/Mt, H) = O. 
Since t E rad R this contradicts Nakayama's lemma. q.e.d. 

(b) Assume S is regular for A and that ~ E max(R) 

is such that ~n S # ~. If M is a simple A -module then M 
m 

is a simple A/A~-module so hdA(M) < 00. By (6.6), hdA (M) < 

m 
hdA(M). Therefore part (a) implies rt.gl.dim.Am < oo;-in 

particular A is right regular. 
m 

Conversely, assume Am is right regular for every ~ 

such that mn S + ~. Let M E ~(A) and suppose hd -1 (S-~) 
S A 

< 00. We claim then that hdA(M) < 00. (The opposite implica-

cation follows from (6.6». Moreover, this assertion 
-1 

(in the special case S M 0) implies that S is regular for 
A. 

It suffices, by (6.6), to show that hdA (Mm) < 00 for 
m -

all m E max(R). If mn S = ~ then A is a localization of 
m 

and hd -1 (S-lM) < 00. If ~n S + $ then A is right 
SAm 

regular, by hypothesis, so hdA (Mm) 
m 

§7. RANK, PIC, AND KRULL RINGS 

< 00 q.e.d. 

All rings in this section are commutative. 

(7.1) THEOREM. Let A be a commutative ring. The 

following conditions on P E mod-A are equivalent: 

(1) P E ~(A). 
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(2) P is finitely presented and P is a free A -
m m 

module for all ~ E max(A). 

(3) P is finitely generated, and P is a free A -
.£ .£ 

module for all.£ E spec(A). If r is the 
-.£ 

cardinality of an A.£-basis of p.£ then.£ r--> r.£ 

is a continuous (i.e., locally constant) function 

spec (A) ---> ~ (discrete topology). 

Proof. (1) =? (2). Clearly P is finitely presented, 

and P is A -free by (2 .l3) . 
m m 

(2) ='l (3). Clearly P is finitely generated. If .£ E 

spec(A) embed.£ in ~ E max(A). Then P is a localization of 
.£ 

P and hence is free. 
m 

Let n = r . Since P ~ An we can choose a homo-
.£ .£.£ 

morphism d: An ---> P such that d is an isomorphism. We 
.£ 

then want to show that d is an isomorphism for all q in a 
q 

neighborhood of .£. If we view d as the differential in a 

complex C (with two non-zero terms) then supp(H(C)) is 
closed, by (4.7). If q i supp(H(C)) then C is acyclic, i.e., 

q 

d is an isomorphism. 
q 

(3) ='l (2). Given.£ E spec(A) we can construct d: 

An ---> P such that d is an isomorphism, as above. We 
.£ 

claim, as above, that d is an isomorphism in a neighborhood 
of .£. Since P is finitely generated, Coker (d)s = 0 for 

some s i .£. Moreover, r = n for all q in some neighborhood 
q 

of .£' by hypothesis. If the complement of this neighborhood 

is V(~) we can choose t E ~, t i .£. If U is the complement 
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of Vest) then for all q £ U. d is surjective (because s i 
q 

q) and r = n (because t i q and hence £~ q). But an 
q 

epimorphism An ----> An is an isomorphism. so d is an iso-
q q q 

morphism for all q £ U. 

With this conclusion we see that (2) will follow once 
we prove: Suppose. for each ~ £ spec(A), there is an s i ~ 
such that, if S = {sn I n ~ a}. s-lp is a finitely presented 

S-IA-module. Then p is a finitely presented A-module. (In 

the case above we use the element st constructed there. in 

which case S-lp ~ (S-lA)n.) 

To prove this we first use the quasi-compactness of 

spec(R)(see (3.10» to find sl •..•• s such that 
n 

finitely presented for each i, where S. = {s.n}. 
1 1 

that the complements of the V(s.) cover spec(R). 
1 

o ---> K ---> Am --> p ---> 0 

-1 
S. p is 

1 

and such 

Let 

-1 
be an exact sequence. Then S. K is 

1 
finitely generated so 

there is a finite set X. C K whose -1 
image in S. K generates 

1 -1 l. 
the latter as S. A-module. 

1 
Then the submodule M C K 

generated by UX. is such that M 
1 ~ 

K for all ~. and hence 
~ 

M = K. 

(2) ~ (1). Uo(P) = {~ I hdA P~) ~ O} = spec(A). by 
~ 

hypothesis. so P £ ~(A) by (6.5). which applies because p 

is finitely presented. q.e.d. 

If P £ peA) we shall write = 

[P: A] : spec (A) --> ~ 

for the continuous function described in part (3) above. and 
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call this the rank of P. We shall also write 

* P = HomA(P, A) 

PRELIMINARIES 

For any module M we have hp: P*~AM ----> HomA(p, M) defined 

by hp(f ~ m)(x) = mf(x). It is a natural transformation and 

hA is clearly an isomorphism so, by additivity, hp is an 

isomorphism for all P s ~(A). 

(7.2) PROPOSITION. Let p, Q s ~(A). Then 

[P*: A] = [P: A] 

[P ~ Q: A] = [p: A] + [Q: A] 

and 

[P ~ AQ: A] = [HomA(P. Q): A] = lP: A] [Q: A] 

Moreover, P is faithful (and hence faithfully projective 

(cf. (II, §l))) if and only if ~: A] is everywhere 

positive. 

Proof. The formulas are obvious. The set of points 

where [P: A] is non-zero is supp(P) = V(ann(p)). q.e.d. 

(7.3) PROPOSITION. Let f: A ---> B be a homo-

morphism of commutative rings, inducing a f : spec(B) ---> 

spec(A). Let P s ~(A) and M s mod-A. Then the natural homo­

morphisms 

are isomorphisms. Moreover 
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Proof. The tensor isomorphism is well known (and 

valid without restriction on p) and the Horn isomorphism 

follows, by additivity, from the special case P = A, when 
it is clear. 

a -1 
If q E spec(B) and £ = f(q) = f (q) then B is a 

q 

localization of the A -algebra B . Since P is A -free, 
£ £ £ £ 

(p @A B) = (p @AB) , and its localization (P@AB) , are 
£ £ £ £ q 

free of the same ranks as B - and B -modules, respectively. 
£ q 

I. e. , 

B ] 
q 

[p : A] 
£ £ 

q .e.d. 

(7.4) PROPOSITION. Suppose P, Q E mod-A are such 

that P @AQ ~ An for some n > O. Then P, Q E ~(A) and they 

are both faithfully projective. 

Proof. If {x. G y. I 1 < i < m} generates P @ Q 
---- ~ ~ - - A 

(which is finitely generated) then define h: Am --> P 

by sending the basis elements onto the x. 's. Then 
1 

h@AQ:Am@AQ-->P @AQ ~ An is surjective, and hence 

splits. Likewise, then, h @AQ @AP is a split epimorphism. 

But the latter is isomorphic to a direct sum of n copies of 
h, so h is a split epimorphism. This shows that P E ~(A), 

and Q E ~(A) by symmetry. Moreover they are faithful 

because P GAQ is. 

We shall next study the category 

Pic (A) = Pic A (A) 

introduced in (II, §5). The emphasis there was on two sided 



132 PRELIMINARIES 

A-modules, but the fact that we now view A as an algebra 
over itself means that the elements of A operate on objects 
of Pic(A) in the same way on the right and the left. Hence 

we may view its objects simply as right A-modules. As such, 
the condition for P £ mod-A to be a member of Pic (A) is that 

P should be invertible, in the sense that there is a Q £ 

mod-A such that P ~AQ ~ A. In this case the theory of 

Chapter II shows that we must have Q ~ HomA(p, A) = p*. 

Moreover, the isomorphism classes, [pl, of these invertible 

modules form a group, 

Pic (A) 

with multiplication IPl[Q] = Ip ~AQ]. 

(7.5) PROPOSITION. The following conditions on P £ 

mod-A are equivalent. 

(1) P is invertible, i.e., P £ Pic(A). 

(2) P £ ~ (A) and [P: A] 1 

(2~)P £ ~(A) and EndA(P) A. 

(3) P £ ~(A) and Pm ~ Am for all ~ £ max(A). 

Proof. (1) ~ (2). Since P*~AP ~ A we have P £ ~(A), 
by (7.4), and [P*: A][P: A] = [P: A]2 1. Since [P: A] 

takes non-negative integer values we have [P: A] = 1. 

(2) ~ (2~). If [P: A] = 1 the inclusion A C EndA(p) 

is locally an equality, and hence an equality. 

A 
m 

(2~) ~ (3). We know P An for some n ~ 0, and 
m m 

EndA (Pm) implies n = 1. 
m 

(3) ~ (1). We have P ~ A for all.E. £ spec(A) , as 
.12. .12. 

may be seen by localizing first at some ~ £ max (A) 

* containing.12.' Now (7.1) implies P £ ~(A). Let h: P ~ l-> A 
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by h(f S x) = f(x). Since P is finitely presented we can 

identify (P*) = (p )~ and so h is an isomorphism for all 
.E..E. .E. 

.E. E spec(A). Hence h is an isomorphism, so P E Pic(A). 

(7.6) COROLLARY. A homomorphism A ---> B of 

commutative rings induces a functor SAB: Pic(A) --> Pic (B) 

converting SA to SB' and hence also a homomorphism Pic(A) 

---> Pic(B). (The latter makes Pic a functor). 

Proof. This follows from (7.3) and criterion (2) 

above. 

Now let S be a multiplicative set of non-divisors of 

zero in A. If M is an A-submodule of S-lA then there is an 

'd d h' S-l S-lA h' h ' , h' ~n uce monomorp 1sm M ---> w ~c 1S an ~somorp 1sm 
-1 -1 

precisely when M generates S A as an S A-module, i.e., 

when (S-lA)M = S-lA. In this case we have 1 = (a/s) x for 
some x E M, and hence s = ax E M n S. Conversely, if 

M n S + ~ then clearly (S-lA)M = S-lA. If M satisfies these 

equivalent conditions we call M a non-degenerate A-submodule 

of S-lA. 

If M and N are two such, say s E M n Sand t E Nn S, 
then st belongs to M + N, to Mn N, and to M • N, the sub­
module generated by all xy (x E M, YEN). 

Define 

N: M = {b E S-lA I bMC N} 

If bEN: M then hb(x) = bx defines an element hb E HomA 
(M, N), and hence a map .(N: M) ---> HomA(M, N) which is 

clearly a homomorphism. If hb = 0 then b = 0 because b kills 

a non-divisor of zero in S n N. Moreover, given h E HomA 
-1 -1 -1 

(M, N) then we have ShE Hom -1 (S ~,S N) ~ Hom -1 
S A S A 

(S-lA, S-lA) = S-lA. Thus S-lh(x) = bx for some b E S-lA. 
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-1 
Since S h(M) C N we have b £ N: M and therefore h hb . 

We record this: 

(7.7) PROPOSITION. If M and N are non-degenerate 

-1 
submodules of S A then the natural homomorphism N: M ---> 

HomA(M, N) is bijective. In particular the inclusion MC 

A:(A:M) is isomorphic to the natural homomorphism M --> M**. 

Moreover, M* is reflexive. 

To obtain the last assertion we can identify M* = 
A: M. If M C N then N* C M*. Therefore, since M C M** , 
M* C (M*) ** = (M**) * C M*. 

An A-submodule M C S-IA is called an invertible 

submodule of S-IA if M • N = A for some NC S-IA. Evidently 

M and N must then be non-degenerate. If we choose s £ S n M 
n N then Ms C MN = A and so 

-1 
As C M C As 

When S is the set of all non-divisors of zero in A we call 

S-IA the full ring of fractions of A. We call £ C A an 

invertible ideal if it is invertible in the full ring of 

fractions. 

(7.8) THEOREM. Let M be a non-degenerate A-submodule 
-1 of S A. The following conditions are equivalent: 

-1 
(1) M is an invertible submodule of S A 

(2) M £ ~(A) 

(3) M £ Pic (A) 

(4) M £ ~(A) and Mm is generated by one element for 

each m £ max(A). 
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Proof. (1) ~ (2). If MN = A write 1 = Lm.n., with 
1 1 

m. E M and n. E N. Define h.: 
1 1 1 

Then for all m E M, m = Lm.n.m 
1 1 

(II, 4.5). 

M --> A by h. (m) = n.m. 
1 1 

Lm.h.(m) so M E ~_(A) by 
1 1 

l35 

(2) ~ (3). Since S-lM = S-lA we have T-~ ~ T-lA 

where T = {tn I n ~ O} for some t E S. Given E E spec(A) 

there is a prime q C E such that t ~ q. For otherwise til 

would be in nil A , by (3.9), and we would have tns 0 for 
E 

some n > 0 and s ~ E, contradicting the fact that t is not 

Now since A = (A) we have [M A] 
q E qE E E 

a divisor of zero. 

= [Mq: 

so [M : 
q 

Since T nq ~,A is a localization of T-lA, 
q 

= 1. 

The implications (3) ~ (2) and (3) ~ (4) are 
trivial. We conclude the proof by showing (4) ~ (3) and 
(2) ~ (1). 

(4) ~ (3). Since M is non-degenerate it is a faith­
ful A-module. Since M is finitely generated M is also a 

m 

faithful A -module. For if X is a finite set of generators 
m 

of M and if als E A annihilates M then Xa is annihilated 
m m 

by some t ~ m. This follows because Xa is finite and it 

becomes zero in M Thus at E annA(M) = 0 and therefore 
m 

als = at/st = O. 

By assumption, M has one generator. Being also 
m 

faithful it is ~ A . 
m 

(2) ='l (1). By (7.7) we can identify M with A: M. 
Thus if M E ~(A) it follows from (II, 4.5) that there are 

m. E M, n. E A: M 
1 1 

(i E 1), for some finite set I, such 

that m = Lm.n.m for all m E M. Since M is faithful we have 
1 1 

Lm.n. = I and so M(A: M) 
1 1 

A. q.e.d. 
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(7.9) PROPOSITION. Let M and N be A-submodules of 

S-lA with M invertible. Th::-N =~: M)M, N: M = N(A: M), 

and the natural homomorphism 

is an isomorphism. 

Proof. Let i: N ---> s-lA be the inclusion. Since M 

is projective, M 0AN ---> M ~AS-1A is a monomorphism. We 

can identify M ~AS-1A with s-lA, and then the image of 

M ~AN is MN. 

Let M~ = A: M. Then M~N C N: M, and M(N: M) C N, 
clearly. Therefore, since MM~ = A, we have N: M = M~(N: M) 
CM~N, and N = MM~N C M(N: M), thus completing the proof. 

We shall denote by 

Pic(A, S) 

-1 
the set of invertible A-submodules of S A. It is a group 
under multiplication. Moreover, if M £ Pic(A, S) then 
M £ Pic(A) , by (7.8), and the map 

Pic (A, S) --> Pic (A) 

M 1--> [M], is, according to (7.9) above, a homomorphism. 

If b £ U(S-lA) then Ab is invertible with A: Ab = Ab-l . 

Thus we obtain a homomorphism U(S-lB) ---> Pic(A, S). 

(7.10) PROPOSITION. Let S be a multiplicative set 

of non-divisors of zero in A, as above. Then the sequence 

is exact. 

o --> U(A) --> U(S-lA) --> Pic(A,S) --> Pic(A) 

--> Pic(S-lA) 

-1 
Proof. Since A ---> S A is injective so also is 
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U(A) ---> U(S-lA). If b £ U(S-lA) then bA = A <=? b £ U(A), 

clearly. If M £ Ker(Pic(A, S) ---> Pic(A)) then we can 

choose b~ £ A: M ~ HomA(M, A) and b £ M: A ~ HomA(A, M) 

inducing inverse isomorphisms 

b~ 

M -----> A 
<-----

b 

-1 
It follows that M = bA and bb~ = 1 so b £ U(S A). 

-1 -1 
If M £ Pic(A, S) then S M = S A so [M] £ Ker(Pic(A) 

-1 
---> Pic(S A)). Conversely, if P lies in this kernel 

choose an h: P ---> A such that S-lh is an isomorphism. 

Since S consists of non-divisors of zero and P £ ~(A), the 

map P ---> S-lp is injective, and hence h is also injective. 

Thus P ~ hP C S-IA. According to (7.8), hP £ Pic(A, S), and 

this completes the proof. 

Now assume A is an integral domain and that S~ = A -

{O}. Thus L = S-lA is the field of fractions of A. Since 
Pic(L) = 0 clearly it follows from (7.8) and (7.10) that an 
ideal a C A is invertible as an A-module if and only if it 

is an invertible as a submodule of L, in the sense discussed 
above. We shall then say simply that ~ is an invertible 
ideal. A is called a Dedekind ring if every non-zero ideal 

in A is invertible, and a discrete valuation ring (DVR) if 

it is a local Dedekind ring. For example a principal ideal 
domain is a Dedekind ring. 

(7.11) PROPOSITION. The following conditions on a 

local ring A with maximal ideal £ + 0 are equivalent: 

(1) A is a DVR. 

(2) A is noetherian and £ £ ~(A). 

(3) A is an integral domain, £ = pA is principal, and 

U(L) = U(A) x {pn I n £ ~}, where L is the field 
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of fractions of A. 

Proof. (1) ='l (2). Every invertible module lies in 

E(A) so A is noetherian and ~ E E(A). 

(2) ='l (3). Since A is local ~ ~ An for some n > 0, 

by (2.13) and our assumption that ~ + O. Since two elements, 

a and b of A cannot be linearly independent (for ab = ba!) 
we must have n = 1. Thus ~ = pA ~ A and p is not a divisor 

of zero. The last property implies that p~ = ~ where ~ = 
nn 
~ A. Since A is noetherian and p E rad A Nakayama's lemma 

implies £ = O. If a + 0 in A let n ~ 0 be the largest 
n 

integer such that a EpA. We have just seen that n exists. 

Write a = upn; then u E U(A) for otherwise u E pA and 
n+1 m a EpA. Finally, if b = vp with v E U(A) then ab = 

n+m .1 uvp T 0, so A is an integral domain. The decomposition 

U(L) = U(A) x {pn} now follows easily from the remarks 
above. 

(3) ='l (1). Clearly (3) implies every non-zero ideal 
is principal and hence invertible. q.e.d. 

Let A and ~ be as in (7.11). If ~ + 0 is an A-module 

in L such that da C A for some d + 0 in A, then we can write 
n m m-n 

dA = ~ and d~ = ~ for some n, m ~ 0, and then ~ = ~ = 
n-m p A. Thus every such ~ is a power, positive or negative, 

of ~. We shall write 

n v (~ ) = n and v (x) = v (xA) for x E U(L) 
~ ~ ~ 

Thus v: U(L) ---> ~ is a homomorphism. Also, if we define 
.E.. 

v (0) 00, with the usual conventions, then 
~ 

v (a + b) > min(v (a), v (b» 
~ - ~ ~ 
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(i.e., a, b s ~n ='l a + b s ~n), with equality when v (a) 
~ 
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and v (b) differ. Also A = {a I v (a) > O} and ~ = {al v (a) 
~ ~ ~ 

> O}. 

Note that since the only non-zero ideals in A are 

the 
n 

spec (A) { (0) , ~} and dimA 1. Moreover, form ~ , = = 

-n a = up with n > 0 then A[al = L, and hence a is not 

integral over A. This shows that: A DVR is integrally 

closed and of dimension < 1. (We put < 1 to allow for 

fields. ) 

(7.12) THEOREM. Let A be an integral domain. The 

following conditions are equivalent: 

(1) A is a Dedekind ring. 

(2) A is hereditary (see (6.2)). 

(3) A is noetherian and A is a DVR for all n s 
~__ ..t:.. 

max(A). 

of 

if 

(4) A is noetherian, integrally closed, and dim A ~ 1 

Proof. The equivalence of (1) and (2) follows from 

(6.2), by virtue of (7.8). 

(1) and (2) ='l (3). By (7.8) an invertible ideal is 
finitely generated, so A is noetherian. By (6.4) A is 

~ 
hereditary for all ~. 

(3) =? (4). For each ~ s max (A) , A is a DVR and 
~ 

hence integrally closed of dimension ~ 1, by the remark 

before the statement of the theorem. In particular ht(~) 

dim(A~) ~ 1 for all ~ s max (A) so dim A ~ 1. We show that A 

is integrally closed, moreover, by noting that the inclusion 

ACB- Q A 
- ~ € max (A) ~ 
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is an equality. This follows because A C B C A for all 
E. E. E. 

E. E: max (A) • 

The implication (4) ~ (1) will be proved in a more 
general form in §8, (8.6). 

Let A be an integral domain with field of fractions 
L, and write Htl(A) for the set of prime ideals of height 

one in A. A is called a Krull ring if it satisfies the 
following conditions: 

(i) 

(ii) 

A is a DVR for all E. E: Htl(A). 
E. 

A =nA (E. E: Htl (A)). (The intersection is 
E. 

taken in L). 

(iii) An a + 0 in A is contained in only finitely 

many E. E: Htl(A). 

Conditions (i) and (ii) imply A is integrally closed, 
because each A is. Condition (iii) is valid in any 

E. 
noetherian integral domain. For then the E. of height one 

containing a correspond to certain irreducible components 
of spec(A/aA), and there are only finitely many of these 
since A/aA is noetherian. We mention, without proof, the 
following example: 

(7.13) PROPOSITION. A noetherian integrally closed 

integral domain is a Krull ring. 

Condition (iii) was pointed. out above and condition 
(i) follows from (7.12). Thus only condition (ii) is left 
unproved. However, since A =nAm (~E: max(A)) for any 

integral domain we see that (ii) is automatic if dimA < 1, 

i.e., if every maximal ideal has height ~ 1. Thus, we have 

proved that a Dedekind ring is a Krull ring of dimension 

< 1. The converse is proved below (7.14). 

For a Krull ring A we define the divisor group D(A) 

to be the free Abelian group with basis Htl(A). We view D(A) 
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as a partially ordered group whose positive elements are 
those with positive coordinates w.r.t. the basis Htl (A). An 

A-module a C L is called a fractional ideal if d£c A for 

some d + a in A. and we write Frac(A) for the set of non­

zero fractional ideals. It is easy to check that if £. ~ £ 

Frac (A) then £ + ~. £ n~. ab. and £: ~ = {x £ L I x~ C £} 

are also in Frac(A). There is a natural map 

div: Frac(A) --> D(A) 

div(a) = LV (a)~ - ~-
(~ £ Htl(A)) 

Here v is the valuation associated with the DVR A : 
~ ~ 

v (a) 
a (~A ) ~ - It follows easily from condition (iii). 
~ ~ 

and the fact that da A for some d + O. that v (a) is 
~-

defined and equals zero for almost all ~. In case x £ U(L) 

we shall abbreviate: div(x) = div(xA). 

The following formulas are obvious: 

div(£ + ~) 

div(£ n~) 

inf(div(£). div(~)) 

sup(div(£). div(~)) 

If a £ Frac(A) write a =na (all ~'s here are under­
~ 

stood to vary over Htl(A)) and call £ divisorial if £ = £. 

Since a c a we have a c a c a for all ~. so a = a for 
~ ~ ~ ~ ~ 

all ~. and hence ~ is divisorial. Moreover. div(£) = div(£) 

and, since div(£) determines £. we have div(£) div(~ <~ 

~ =~. 

If £, b £ Frac(A) then (£: ~)~c (~: ~) for all ~ 
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(always in Htl (A» so (a· b) -c n (a • b ). Now d_b C _a <=> -. - ---.:E.. ---.:E. 

db C a for aIlE. <=> db C a for a11 E. <=> db Co:, i.e., 
~~ ----.:E. --

(a· b) =n(a: b) = (a: b). But we also have (0:. b)C 
-. - ---.:E. ---.:E. - -. -

(_a: b)-c n (a: b) = (a: b). Putting these relation-
- ---.:E. ---.:E. ---.:E.---.:E. 

ships together we conclude that 

In particular 

.Qr =n(a : 
~ 

b ) 
---.:E. 

(~: .Q) ~) 

and (£: ~) is divisorial if £ is. This formula shows that 

A: a is divisorial and div(A: £) 

that 

(*) a = A: (A: £) 

div(g), so it follows 

(7.14) PROPOSITION. If A is a Krull ring of dlmension 

< 1 then A is a Dedekind ring. 

Proof. We can assume A is not a field, so that Htl(A) 

max(A). Therefore every £ £ Frac(A) is divisorial, and 

div: Frac(A) ---> D(A) is an injective homomorphism of 
monoids. Since Im(div) is a group so also is Frac(A) , i.e., 
all a £ Frac(A) are invertible. q.e.d. 

It follows from (*) above that the group Cart(A) 
("Cartier divisors") of invertible ideals consists of 
divisorial ideals, so we have a menomorphism Cart(A) ---> 

D(A) ~ If S = A - {a} then Cart(A) = Pic(A, S) in the 
notation of (7.10). There is a commutative diagram with 
exact rows 
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U(A) -> D(L) 

(1) II II 

div 
---> D(A) 

t 

--'> C(A) -> 0 

t 

D(A) -> D(L) --'> Cart(A) -> Pic(A) -'> 0 
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whose bottom row is the sequence of (7.10) (using the fact 
that Pic(L) = 0). Since Cart(A) ---> D(A) is injective 
Pic(A) ---> C(A) is also. 

Now let S be any multiplicative set in A - {O}. Then 

it is easily seen that S-lA is a Krull ring whose primes of 
height one correspond to those of A not meeting S. With 
this identification we can write 

D(A) = D(S-lA) ~ D(A, S) 

where D(A, S) is the subgroup generated by {~E Htl(A) 

~n S + $}. We then easily deduce a commutative diagram 

U(A) -> D(5-1A) div> 

(2) t t 

D(A) -> D(S-lA) ---> 

D(A,S) -> 

t t 

Pic(A,S) -> Pic (A) 

whose rows are exact and whose verticals are monomorphisms. 
The bottom row comes from (7.10). 

(7.15) PROPOSITION. !f S above is generated by 

elements which generate prime ideals then C(A) -> C(S-lA) 

is an isomorphism, and hence Pic(A) -> Pic(S-lA) is a 

monomorphism (in diagram (2) above). 

Proof. Let (P')i I be generators of S such that 
----- 1 E 

PiA is prime. If ~ is prime and ~n S + ~ then ~ contains a 

product of the Pi's, and hence some Pi E~. Since PiA is 

prime it follows that PiA = ~ if ht(~) = 1, so ~ E 1m 

(U(S-lA) div> D(A, S)). This is true for all such ~ so div 

is surjective. The proposition now follows from the 
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properties of diagram (2). 

We call a ring A factorial is it is a Krull ring for 

which C(A) = o. 

(7.16) PROPOSITION. Let A be factorial and let a E 

Frac(A) be divisorial. Then a is principal and a = 
v (a) 

TIE E - (E E Htl(A)). 

Proof. If E E Htl(A) there is an a f 0 such that E = 
div(a). Since aA and (clearly) also E are divisorial it 

v (a) 
follows that E = aA. Now given a as above set b = TIE E 

Then b is principal, as we have just seen, and hence 

divisorial. Since div(~) = div(~) and ~ is divisorial, by 

assumption, we have a = b. q.e.d. 

Let A be any commutative ring and let T be a multi­
plicative set in A. We say T is factorial for A is A is 

m 

factorial for all m E max(A) such that mn T f ~. 

(7.17) PROPOSITION. Let A be a commutative noetherian 

ring and let T be a multiplicative set of non-divisors of 

zero which is factorial for A. Then Pic (A) --> Pic(T-lA) is 

surjective, and Pic(A, T) is a free Abelian group with 

M = {E E Ht1(A) I En T f ~} as a basis. 

Proof. We shall assume for the proof that, if S is 
-1 

the set of all non-divisors of zero, that Pic(S A) = O. 

It is known (see, e.g., Bourbaki [4], §5, no. 7, Remarque 2) 

that S-IA is semi-local, and we shall prove in (IX, 3.5) 
that Pic (B) = 0 if B is semi-local. Thus the assumption is 
justifiable. 

We will first show that if P E ~(A) is reflexive 
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(i.e., P --> p** is an isomorphism) and if T-lp E Pic(T-IA) 

then P E Pic(A). 

We must show that P ~ A for all ~ E max(A). If 
m m 

~ then P 
m 

is a localization of T-~ so this follows 

-1 
because T P E 

-1 
~ (T A). If ~ n T t ~ then A is factorial, 

m 

by hypothesis. Since T C S and since Pic(S-lA) = 0 it 

follows that s-lp = S-l(T-~) ~ S-IA. Let S denote the 
m 

image of S in A . Since S consists of non-divisors of zero 
m 

1 -1-1 it is easily checked that 0 ~ S • Further S P ~ (S p) ~ 
.!!! ~ m ~ 

(S-lA) ~ S-IA . Moreover, since we are dealing with 
m m m 

finitely generated modules over noetherian rings Hom com­

mutes with localization. Thus P is reflexive, so P C 
m .!!! 

S-lp ~ S-IA and P is isomorphic to a reflexive, hence 
m m m m m 

divisorial, fractional ideal of A . Now (7.16) implies 
m 

Pm ~ Am' 

To show Pic (A) ---> Pic(T-IA) is surjective suppose 
-1 1 Q E Pic(T A). Since Pic(S- A) = 0 it follows that Q ~ £ 

-1 -1-1 
for some ideal £ eTA such that S £ = S A. Set £0 = £ 

nA. Then £0 n S + ~ so £0 is a non-degenerate A-submodule 

of S-IA in the sense of (7.7). Moreover, (7.7) implies b = 
-1 -1-

A: (A: £0) ~ £0** is reflexive. We have T E- ~ (T £0)** 

= a** ~ £ since £ is invertible. Now the last paragraph 

shows that b E Pic(A) , and [Q] E Pic(T-1A) is the image of 

[E-] E Pic(A). 

Next suppose ~ E M, i.e., ht(~) = 1 and ~n T + ~. If 

m n T = ~ then Em = Am and if mn T + ~ then Em is either 
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Am or a prime of height one in a factorial ring. Thus ~ is 

invertible, and hence ~ £ Pic(A, T). It follows now from 

(7.11) that A is a DVR. Thus we can define a "divisor 
~ 

homomorphism" div: Pic(A, T) --> ~(M) by div(~) = LV~ (~)~ 

(~£ M). This is a homomorphism of partially ordered groups, 

where £ £ Pic(A, T) is ~ 0 if £C A. We have seen that it is 

surjective (div(~) = ~ for ~ £ M). The ordering makes it 

sufficient, for injectivity, to show that if £ £ Pic(A, T) 

and £C A then div(£) = 0 ~ £ = A, i.e., that a 
-m 

A for 
m 

all m £ max(A). This is true if ~n T = ~ because a £ Pic 

(A, T). Otherwise A is factorial, and a is invertible in 
m -m 

A . If ~ £ Htl (A) and £ C ~ then ~ () T + ~ so ~ £ M. Thus 
m 

a belongs to no primes of height one in A so (7.16) 
-m m 

implies a 
-m 

A • q.e.d. 
m 

(7.18) COROLLARY. Let RC A be commutative noetherian 

rings, and let TC R be a multiplicative set of non-divisors 

of zero (in A) which is factorial for R and for A. Let M and 

M~ denote the sets of prime ideals of height one in R, 

respectively, in A, which meet T. Assume that if ~ £ M then 

~~ = pJ.. is a prime ideal and ~~ n R = p. Then ~~ £ M~ and 

the resulting map M ---> M~ is bijective. It induces an 

isomorphism Pic(R, T) ---> Pic(A, T), £ ~>~. 

Proof. If ~ £ M then ~ is invertible, by (7.17), and 

hence ~~ = ~A is an invertible A-ideal. (For if 1 = Laib i 

with a. £ ~ and b.R. C R for each i, then also b .~~ C A for 
1]: ]: 

each i.) Hence A ~ is a local ring with invertible maximal 
~ 

ideal, so (7.11) implies A ~ is a DVR. In particular 
~ 
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ht(~~) = 1, and this shows that ~~ E M~. Conversely, if ~~ 

E M~ then ~ = ~~ n R is a prime that meets T, and it there-

fore contains some ~O E M. Since ~O C ~ we 

~~. Since ht(~~) = 1 this implies that ~oA 

because ~OA is prime. Therefore ~ = ~~ n A 

have ~OA C ~A c 
~A = ~~, 

~oA n A = ~O E 

M. This establishes that ~ 1-> ~A is a bijection M -> M~. 

If £ E Pic(R, T) then £A E Pic(A, T) because aA still 

meets T, and ~ is invertible over A (cf. beginning of the 

proof above). The resulting map Pic(R, T) --> Pic(A, T) is 
a homomorphism. According to (7.17) these are free Abelian 
groups with bases M and M~, respectively. Hence the first 
part of the proof shows that the homomorphism is an iso­
morphism. 

We shall close this section now by quoting, without 
proof, the following basic results. 

(7.19) PROPOSITION. Let A be a Krull ring and let t 

be an indeterminate. Then A[t] is a Krull ring, and A --> 

A[t] induces isomorphisms C(A) --> C(A[t]) and Pic(A) --> 

Pic(A[t]). (See Bourbaki [7], §l, nos. 9-10). 

(7.20) THEOREM. Let A be an integral domain with 

field of fractions L, and let A~ be the integral closure of 

A in a finite field extension L~ of L. 

(a) 1i A is a finitely generated algebra over a field 

then A~ is a finite A-algebra, i.e., A~ E ~(A). (See 

Bourbaki [5], §3, no. 2.) 

(b) Suppose A is a Krull ring. Then A~ is a Krull 

ring. Moreover, if L~ is separable over L then A~ is con­

tained in a finitely generated A-module in L~. (See Bourbaki 

[7], §l, no. 8 and [5], §l, no. 7. Cf., also (8.5) below.) 

(7.21) THEOREM. Let A be a commutative noetherian 
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ring and let S be a multiplicative set which is regular for 

A (see §6). Then S is factorial for A. 

By (6.7) we know that if m E max(A) and if ~n S f ~ 

then A is regular. The theorem asserts that A must then 
m m 

also be factorial. Thus we want to know that a regular local 
ring is factorial. This is a well known theorem of Auslander 
-Buchshaum [1]. 

§8. ORDERS IN SEMI-SIMPLE ALGEBRAS 

We fix an integral domain R with field of fractions 

L. Our purpose is to study certain R-algebras A contained 
in semi-simple L-algebras. This material will be applied 
in Chapter XI to examples like group rings, A = Rrr, where 
rr is a finite group. 

Let V E ~(L). An R-lattice in V is an R-submodule 

Mev satisfying the following conditions, which are equi­
valent: 

(i) ML= V and M is contained in a finitely 
generated R-module Nev. 

(ii) There are free R-modules F, F~ of rank [V: L] 
such that FeMeF~e V. 

Since L is a localization of R (L = R(O» an inclu­

sion Mev induces a monomorphism M@RL--->Vwithimage 

ML. If F e V is R-free of rank [V: L] then dimension count 
shows that FL = V. Thus (ii) ='i (i) is clear. Conversely, 
if ML = V let F be the R-module generated by an L-basis for 
V in M. Suppose x E V. Since (V/F) @RL = 0 we have xa E F 

for some a f O. Taking products we can find one a which does 
this for a finite set of x's. Therefore, if N E ~(R) we have 

- -1 
Na e F for some a f 0 in R. It follows that FeMe a F, 

thus proving (ii). 

Similar arguments will show that if M is an R-lattice 
in V and if N is an R-submodule of V, then N is an R-lattice 

if and only if MeN e a -1M f.or some a f 0 in R. More 
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generally, N is an R-1attice if it can be sandwiched between 
two R-1attices. We leave these remarks as well as the 
following proposition as exercises. All L-modu1es are 
assumed finite dimensional. 

(8.1) PROPOSITION. (Bourbaki [7], §4, no. 1, Prop. 3) 

(1) !f Ml and M2 ~ R-1attices in V then so also 

~ M 1 + M2 and MIn M2 . 

(2) If W e V are L-modu1es and if M is an R-1attice 

in V then M nw is an R-1attice in W. 

(3) If f: V1X ••• xV ---> V is a multilinear map of 
n 

L-modu1es, and if M. is an R-1attice in V. 
1--- ,1 

(1 ~ i ~ n) then the R-modu1e generated by 

f(M1x"'xM) is an R-1attice in the L-modu1e 
n ---

generated by f(V1x"'xV ). 
n 

(4) Let Me V and NeW be R-1attices. Then N: M is 

an R-1attice in Ho~(V, W), where N: M = {h I 
h(M) e N} is caronica11y isomorphic to HomR(M,N). 

(5) If S is a mUltiplicative set in A {O}, and if 

M is an R-1attice in V, then S-lM is an S-lR_ 

lattice in V. 

The next proposition is a basic tool for constructing 
and enlarging lattices. 

(8.2) PROPOSITION. Assume R is a Krull ring, and let 

M be an R-1attice in the L-modu1e V. Suppose we are given, 

for each.E. £ Htl(R), an R -lattice N in V. Then a necessary 
- .E. .E. - -

and sufficient condition for the existence of an R-1attice 

N~ in V such that N~ = N for a11.E. £ Htl(R) is that N = 
- .E. .E. .E. 

M for all but finitely many.E. £ Htl(R). In this case 
.E. 
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N =()N (~E Htl(R)) is the largest such R-lattice. 
~ 

Proof. We first show that if N~ is any lattice (in V) 

then M N~ for almost all ~. For we can choose a + 0 in R 
~ ~ 

-1 
such that aM C N~ caM, and a E U(R ) for almost all ~. 

~ 

Next suppose N = M for almost all ~, and set N = 
~ ~ 

nN (all ~'s here range over Htl(R)). If N~ is a lattice 
~ 

such that N~ = N for all ~ then clearly N~ eN. Thus the 
~ ~ 

preposition will follow once we show that N is an R-lattice. 
According to the first part of the proef our hypothesis on 
the N 's is independent of the lattice M with which w~ 

~ 

compare them. Thus there is no loss in assuming that M is 
R-free. Since R = ()R it then follows that M =()M . 

~ ~ 

Let I = {~ I M + N }, a finite set. For each ~ E I 
~ ~ 

there is an a + 0 in R such that 
~ .E. 

a MeN c a-~ 
~~ ~ ~ ~ 

and we can certainly take a E R, after changing it by a 
~ 

unit in R . Set a = II Ia E R. Then aM C N C a -1M 
~ ~E ~ ~ ~ ~ 

for all ~. We have arranged this for the ~ E I, and M N 
.E. ~ 

if ~ ~ I. Taking intersections we have aMc N C a-~, thanks 

to the fact that M =()M . Thus N is a lattice. q.e.d. 
~ 

We shall call an R-lattice M in V divisorial if 

M = ()M • 
~ 
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(8.3) COROLLARY. !f M is an R-lattice in V then the 

divisorial R-lattices in M satisfy the ascending chain 

condition. 

Proof. Let Dl C D2 C ••• be a chain of divisorial R-

lattices contained in M, and let I 

If £ £ I then, since M is a noetherian R -module, the chain 
.E. £ 

Dl C D2 C ••• stablizes. Since I is finite there is an n 
.E. .E. 

such that Dn = Dm for all m > n and all £ £ I. For £ ~ I we 
.E. £ 

have Dl = M so this property persists. Therefore, for 
.E. £ 

m 2:. n, Dm = (mm = nDn = Dn , because the D'S are divisorial . 
.E. £ 

q.e.d. 

(8.4) COROLLARY. Let M and N be R-lattices in V and 

W, respectively, and let S be a mUltiplicative set in R. 

Assume N is d~visorial. Then S-l(N: M) = (S-lN): (s-~). 
Moreover 

I = 

.E. £ 

(N: M) = (N: M) = (N: M) 

Proof. Suppose h: V --> Wand hS-lMC S-IN. Let 

{.E. £ Htl(R) I hM ~ N }. This is a finite set and if 
.E. .E. 

I then £ n s + ~. Choose a £.E. n S such that a hM C 
.E. £ £ 

N for each .E. £ I and set s = IT a. Then shM C N for 
£ ££ 1£ £ £ 

all.E. £ I, and therefore for all £ £ Htl(R). It follows that 

shMC nN = N = N, so h = sh/s £ S-l(N: M). The opposite 
.E. 

inclusion S-l(N: M) C S-lN: S-~ is obvious. 

Using the first part of the proof and the fact that 
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N = N we have N: Me N: M e (N: M) = n(N: M) 
E. 

n(N : M ) = {h I hM e N for all E.} = (N: M) = (N: M) . 
E. E. E. E. 

q.e.d. 

For the rest of this section we assume R is a Krull 

ring. If A is a finite L-a1gebra we call an R-a1gebra Ae A 

an R-order in A if AL = A and if each element of A is 

integral over R. 

Let M be an R-1attice in A. Then M • M is also an 

R-1attice (see (8.1)(3)) so aM • Me M for some a + 0 in R. 

Setting N = a-~ we have N • N e N so R . 1 + N is an R­
algebra in A which is also an R-1attice. In particular it 
is an R-order in A, so R-orders exist. Our first aim is to 
show that, if A is semi-simple, that any R-order is con­
tained in a maximal one, and that the latter are sometimes 
R-1attices. 

Suppose first that A is simple with center L. By the 
theory of central simple algebras (Bourbaki [2]) there is a 

field extension L' of L and an isomorphism a: A €l L L' --> 

M (L') (where [A: L] n 2 ). We then define the reduced 
n 

trace and reduced norm by 

TrdA/L(x) Tr(a(x ~ 1)) 

NrdA/L(x) = det(a(x €l 1)) 

Since a is determined up to an inner automorphism of M (L') 
n 

the definitions are insensitive to the choice of a. It is 
then easy to see that they are unchanged if we enlarge L', 
and therefore it is independent of L', as we see by em­
bedding two field extensions in a cornmon one. Finally, it 
is known that L' can be chosen to be a galois extension, 
say with group G. Then one checks that TrdA/L(x) and 

NrdA/L(x) , for x E A, are fixed by G, and hence lie in L. In 

conclusion, we have an L-1inear map 
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and a multiplicative map 

A --> L 

Moreover: 

X £ U(A) <~ NrdA/L(x) f 0 

and 

A x A --> L, (x, y) 1--> TrdA/ L (xy) 

is a non-degenerate bilinear form. The first assertion 

depends on the observation that, if x £ U(A), then x-I £ 

L[x]. The second follows from the fact that the trace form 
on M (L~) is non-degenerate, and that a degenerate form 

n 
cannot become non-degenerate under extension of the base 
field. 

Suppose x £ A is integral over R. Then, in the 
notation above, y = a(x e 1) £ M (L~) is integral over R. 

n 
It follows therefore from (5.14) that pet) = det(t· I - y) 

has coefficients which are integral over R. In particular, 
since R is integrally closed: 

(1) 1i x £ A is integral overR then TrdA/L(x) and 

NrdA/L(x) lie in R. 

Now let A be any semi-simple L-algebra. Write A = nA. 
1 

where A. is simple, with center C .. Then we define 
1 1 

TrdA./L = Trc ./L 0 TrdA./C.' and we define TrdA/L«xi )) 
1 1 1 1 

LTrdA./L(xi ). We similarly define NrdA/L«xi )) = ITNrdA./L(xj 
1 1 

where NrdA./L 
1 

that property 
setting. 

= NC./L 0 NrdA./C.' It is easy to see 
1 1 1 

(1) above remains valid in this more general 

If each C. is a separable field extension of L then 
1 

A is called a separable L-algebra. This is equivalent to the 
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condition that A SLL~ is semi-simple for all field 

extensions L~ of L. In this case TrC /L: C. ----> L is not 
i 1 

zero for each i so it follows easily that (x, y) r---> 
TrdA/L(xy) is a non-degenerate bilinear form. 

(8.5) THEOREM. As above, let R be a Krull ring with 

field of fractions L and let A be a semi-simple finite L­

algebra. Then every R-order A in A is contained in a maximal 

R-order. If A is a separable L-algebra, or if R is a 

finitely generated algebra over a field, then A is an R­

lattice in A. Moreover, A is then maximal if and only if A 

is a divisorial R-lattice and A is a maximal R -order in A 
.E. .E. 

for each.E. £ Htl(R). 

Proof. Case 1. A is separable over R. 

Choose a basis el,"" en £ A for A. Since TrdA/L(xy) 

is a non-degenerate form we can find ef, .•. , e~ £ A such 
n 

that TrdA/L(e.e:) = 0 ..• If B is an R-order containing A 
1 J 1J 

write b = Le~a. with a. £ L. Since e.b £ B is integral over 
J J J 1 

R for each i, we have TrdA/L(eib) Lj Tr(e.e.)a. = a. £ R, 
1 J J 1 

by (1) above. Therefore, B C Le:R F, so B is an R-lattice 
- J 

in A. Moreover, B =nB (.E. £ Htl(R)) is a divisorial R-
.E. 

lattice, and hence it is an R-order containing B (see (8.2)~ 
By (8.3) the divisorial R-orders in F satisfy the ascending 
chain condition, so there is a maximal one containing A. 
The remarks above imply that it must be a maximal R-order. 

If A is a maximal R-order then we have seen that A 
must be a divisorial R-lattice. If A is not maximal over 

E.O 

R for some E. £ Htl(R) then we can use (8.2) to construct 
.E.o 0 

a divisorial R-order B such that B A if E. + E. and B 
.E..E. 0 E.o 
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properly contains A This contradicts the maximality of A • 
.£0 

Conversely, suppose A is a divisorial R-order and 
that A is maximal for all.£ E Htl(R). Then if B is an R­

.£ -
order containing A we have B 

.£ 
A for all .£ so B C A = A. 
.£ 

Note that the arguments in the last two paragraphs 
used only the fact that every R-order in A is an R-lattice. 

General case. Write A = ITA. where A. is simple with 
1 1 

center C., and let R: be the integral closure of R in C.' 
111 

If A. is the projection of A in A. then clearly R:[A.] is 
1 1 1 1 

an R-order in A. (see (5.5)). By (7.19) R: is a Krull ring 
1 1 

which is a finite R-algebra if R is a finitely generated 
algebra over a field. By Case 1, we can embed R:[A.] in a 

1 1 

maximal R:-order B. in A., and B. is an R:-lattice. 
1 1 1 1 1 

Evidently, B. is a maximal R-order in A., and B. is an R-
1 1 1 

lattice in case R. is a finite R-algebra. It is now easy to 
1 

see that B = ITB. is a maximal R-order containing A. For any 
1 

order containing B must decompose into a product of orders 
containing B., which are maximal. If R is a finitely 

1 

generated algebra over a field we have seen that each Bi , 

and hence also B and A are R-lattices. By virtue of the 
remark at the end of case 1, this proves the theorem. 

For the remainder of this section we make the 
fullowing assumptions: 

(2) R is a Krull ring with field of fractions L. 

A is a semi-simple finite L-algebra. 

Every R-order in A is an R-lattice. 

Let A be an R-order in A and let V E ~(A). We shall call an 

R-Iattice in V an A-lattice if it is an A-submodule of V. 

These always exist. 
R-module containing 
(e.) be an 

1 I < i < n 

For let MeA be a finitely generated 
A (which exists by (2) above) and let 
L-basis for V. Then Le.A is an 

1 
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A-submodule of V containing a basis and contained in the 
finitely generated R-module Ie.M. In A itself we shall 

~ 

speak of left, right, and two-sided A-lattices, in the 

obvious sense. 

(8.6) THEOREM. Assume R is a Dedekind ring, and let 

A be a maximal R-order in A. Let max(A) denote the set of 

maximal two sided ideals in A. Then the set of two sided 

A-lattices in A is, under multiplication, a free Abelian 

group with max(A) as a basis. 

REMARKS. We shall use only the fact that R is a 
noetherian integrally closed integral domain of dimension 
~ 1. Thus, in the special case A = L, this theorem will 

imply that R is Dedekind, thus proving the implication 
(4) ='l (1) of (7.12) which was postponed until now. 

We shall call M E mod-R a torsion (resp., torsion 

free) module if the map M --> M @ RL is zero (resp., a 

monomorphism), and we shall apply these terms, in partic­
ular, to A-modules. If M E ~(A) is torsion then annR(M) + 0, 

so supp(M) is a proper closed subset of spec(R). The latter 
is irreducible and of dimension ~ 1 so supp(M) must be a 

finite set of maximal ideals. We conclude therefore, from 
(5.8) that: 1! M E ~(A) is torsion then M has finite length 

as an R-module. From (5.9), moreover, we see that ~ E max(A) 

<='l ~ is prime and A/~ is torsion. But if ~C A is an ideal 

then clearly A/_a is torsion <=? A@L=a@L<='laisan 
R - R -

R-lattice. Thus: 1!~C A is a two sided A-lattice then 

~ E max(A) <=? ~ is prime. We now go to the proof. 

Proof of (8.6). We carry it out in several steps. All 

lattices referred to are in A. 

(i) 1!~ is a left A-lattice then A 

x~C ~}, and similarly for right lattices. 

{x E A I 

For fx E A I x~c a} is evidently an R-order 
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containing A, and A is maximal. 

(ii) li ~c A is a two sided A-lattice then a 

contains a product of elements of max(A). 

157 

If ~ € max(A) there is nothing to prove. If not then, 

as remarked above, ~ is not prime. Thus there are two sided 

ideals ~ and ~ properly containing ~ (and hence lattices) 

such that ~ ~ c~. By a noetherian induction argument we 

can assume that b and ~ contain products of elements of 

max(A). Hence the same holds for~. 

If a is a two sided A-lattice we shall write 

a = {x € A 1 x~ c A} 

Since (Ali A)~ AaacAA A we see that a is also a two 

sided A-lattice. 

(iii) li.E. € max (A) then i: + A 

Choose a + 0 in R such that aAC.E., and choose 

.E.1,···, En € max(A) such that gl ... En C aA (using (ii)). 

Let us assume also that n is as small as possible. Since .E. 

is prime it contains some .E.i , and hence .E. = Ei because .E.i 

is maximal. Therefore, we can write ~ .E. ~ C aA where 

~ =.E.1 ••• .E.i -1 and ~ = .E.i+l ••• En: Now we reason: 

-1 -1 
a ~.E.~CA=>ba ~.E.~cb 

=> b 
-1 

a ~ .E. c A (step (i)) 

b 
-1 => a ~ C .E. 

Since ~ ~ is a product of n - 1 primes, the minimality of n 

implies ~~ ~ aA, so a- l ~~~ A. Thus ~ + A. q.e.d. 

(iv) ~ .E. € max(A) then.E..E. = A = .E. .E.. 
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Since A C ~ we have ~ C ~ ~C A, so the maximality 

of ~ implies ~~ = A or ~~ =~. If ~~ ~ then (i) implies 

~ C A, contradicting (iii). Thus ~~ = A. Now ~ ~ ~ = ~A 

= ~ so (i) implies ~ ~C A, and clearly ~C ~~. Arguing 

just as before we conclude now that ~ ~ A. 

(v) .!i ~1' .E.2 E max(A) then ~1.E.2 .E.2~1 . 

Let a = ~1.E.2~1' Since ~1 C ~1 it follows that a C 

A. Since ~1Q. = .E.2~1 C .E.2, and since .E.2 is a prime not 

containing ~1' it follows that Q.C.E.2. Therefore, .E.2~1= 

~1Q. C~l.E.2, and the reverse inclusion follows by symmetry. 

(vi) A two sided A-lattice a C A is uni9uely, up to 

order, a product of elements of max(A). 

W€ can assume Q. f A, so choose R E max (A) containing 

a. Then Q.C ~ Q.C A, and (i) and (iii) imply Q. f £ Q.. By a 

noetherian induction we can assume ~Q. is a product of 

elements of max (A) , and therefore a ~(E: Q.) is also. 

Suppose ~1 ••• ~ = 91 ••• gm' with the ~'s and g's 

in max(A). Since ~1 is prime and contains gl ••• 9 it must 
m 

contain some g .. Using (v) to rearrange terms we can assume 
1 

~1 ::::J 91' Since gl is maximal we have R1 = Q1. Multiply the 

eguation above by ~, and one obtains .E.2 ••• ~ = 92 ••• 9m' 

and the uniqueness follows by induction on n (the case 
n = 1 being obvious). 

Finally, if Q. is any two sided A-lattice then b Q.C 

A for some b f 0 in R, so a = (bA)(bQ.) is a product of 

elements of max(A) and their inverses. If there were a 
n 

relation A = rr~ ~ (~E max(A) , n 
~ 

o for most ~) then we 

could put all factors with n < 0 on the left and obtain a 
~ 

relation in A contradicting (vi). Thus max (A) is a free 
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basis for the group of two sided A-lattices. q.e.d. 

(8.7) THEOREM. Assume R is a Dedekind ring and let A 

be an R-order in A. 

(a) A is right hereditary (see §6) <='i every £ E 

max(A) is a projective right A-module. In this 

case hdA(M) = hdR(M) for all M E ~(A), and M E 

~(A) <='i M is torsion free. Moreover, every M E 

~(A) is the direct sum of its torsion submodule 

and of modules isomorphic to right ideals. 

(b) A is a maximal order <='i A is right hereditary 

and every P E ~(A} which is faithful (i.e., 

annA(p) = 0) is faithfully projective (i.e., in 

this case, a generator of mod-A). 

Proof. (a) If M E ~(A) is torsion free then M(= Mel) 

is an A-lattice in M~RL = V. Since A is semi-simple we can 

solve V ~ W ~ An for some n > O. Let N be an A-lattice in 

in W, so that M ~ N is an A-lattice in An. Since An C An is 

is another such A-lattice we can find a + 0 in R such that 

(M ~ N)a C An. Of course, (M ~ N)a ~ M ~ N. In conclusion, 
we have shown that a torsion free M E ~(A) is isomorphic to 

a submodule of An for some n ~ 0, and the converse is 

evident. It follows that A is right hereditary if and only 
if all such M are A-projective. 

Assume now that A is right hereditary. Since a 
module which is projective over R or over A must be torsion 
free we conclude that ~(A) consists of the torsion free 

modules in ~(A), and similarly for R. Since the only homo­

logical dimensions are 0 and 1 (and -1 for the zero module) 
we have hdA(M) = hdR(M) for M E ~(A). Moreover, if M E ~(A) 

has torsion submodule T then MIT is projective, so M ~ 
T ~ MIT. According to (6.2) MIT is a direct sum of modules 
isomorphic to right ideals. 
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Conversely, assuming every ~ E max(A) is projective 

as a right A-module, we must show that A is right hereditar~ 
i.e., hdA(M) < 1 for all M E ~(A). 

Let T E ~(A) be torsion. The T has finite length. 

Moreover, if 0 --> T~ --> T --> T~~ --> 0 is exact then 

by (I, 6.8) , hdA(T) ~ sup(hdA(T~), hdA (T~~)). Therefore, by 

induction on length, it suffices to show that hdA(T) ~ 1 

when T is simple. Let ~ = annA(T). By (5.9) ~ E max (A) , so 

A/~ is a simple ring. It follows that T is a direct summand 

of A/~. Moreover, the exact sequence 0 --> ~ --> A --> A/~ 

--> 0, plus our assumption that ~ E ~(A), shows that 

hdA(A/~) ~ 1. Hence hdA(T) < 1. 

Now let M E ~(A) be torsion free. It suffices to 

show that hdA(M) ~ 0 for all such M. The first part of the 

proof showed that we could find an embedding M ~ N C An so 

that M ~ N is a lattice in An. This leads to an exact 

sequence 0 ---> M ~ N --> An ---> T ---> 0 where the 

cokernel T must be torsion. We have proved that hdA(T) ~ 1, 

so M ~ N is projective. q.e.d. 

(b) Let A be a maximal order. If ~ E max (A) then 

~~= A = ~~, so we can find a. E ~ and b. E ~ such that 
l l 

La.b. 1. Define h.: ~ ---> A by h. (x) = b.x. Then if 
l l l l l 

X E ~ we have x La.b.x = La.h.(x). Hence, by (II, 4.5), ~ 
l l l l 

is a projective right A-module. It follows now from part (a) 
that A is right hereditary. 

Suppose P E ~(A) is faithful, and let ~ = Lhp 

(h E p* = HomACP, A)). Since PL = P 0RL is a faithful A­

module and A is semi-simple it follows that A = LhPL 

(h E P L ), and since HomA (PL' A) = HomA (p, A) 0 RL, we 

conclude that ~C A is an R-lattice. Moreover, it follows 

from (II, 4.5) that ~ is an idempotent two sided ideal. But 
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Theorem (8.6) asserts unique factorization for the two sided 
A-lattices in ~, so we must have a = A, i.e., P is a 

generator. Since P E ~(A) it follows from (II, 1.2) that P 

is a faithfully projective right A-module. 

Suppose, conversely, that A is right hereditary and 
that every faithful P E E(A) is faithfully projective. Let 

B be an R-order containing A. Then B E ~(A) because A is 

right hereditary, using part (a), and B is clearly faithful. 
Viewing B as a right A-module we can identify HomA(B, A) 

with B = {x E ~ I xB C A}. Our assumptions imply B is a 

faithfully projective right A-module, and so B B = A. But 

then A = B B = B(BB) = (BB)B = AB = B. This proves that A 
is a maximal order, and completes the proof of (8.7). 

(8.8) THEOREM. Keeping the assumptions of (2) above, 

let A be a maximal R-order in ~. Let V be a faithful 

finitely generated left ~-module, and let P be a divisorial 

A-lattice in V. Then A~ = EndA(P) is a maximal R-order in 

~~ = End~(V), and A EndA~(P). 

Proof. Since V is faithful we can view ~ as a sub­

algebra of E = EndL(V) , and then ~~ is just the centralizer 

in E of ~. Moreover, A C (P: P) = {h EEl hP C p} ~ 

EndR(P), and A~ = ~~ n (P: p) because an h E E commutes 

with A if and only if it commutes with ~. (Recall ~ = A . L~ 

Since P is divisorial it follows from (8.4) that (P: p) is 

a divisorial R-lattice in E, and hence A~ is a divisorial 
R-order in ~~. 

Our hypotheses imply V is a faithfully projective 
~-module, and hence ~ = EndA~(V), i.e., A is the centralizer 

in E of A~. Reasoning as above, we see that ~ n (P: p) 

EndA~(P)' and that ~ n (P: p) is an R-order in A, con­

taining A. Since A is maximal we have A = EndA~~). 

It remains only to be shown that A~ is a maximal 
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R-order in A~. We have seen that A~ is a divisoria1R­
lattice so, by (8.5), it suffices to show that A is a 

£. 
maximal R£.-order for each £. E Rtl(R). Using (8.4) again we 

have A = A n (P: P) A n (p : p) = EndA (p ). Since 
.£ .£ £..E. £. .£ 

A is a maximal R -order, and since R is a Dedekind ring 
£. .£ £. 
(in fact, a DVR) it follows from (8.7) that P is a faith­

.£ 
fully projective R -module. Therefore 

£. 

RomA (p , .): A -mod ----> A~-mod 
£. .£ £. £. 

is an R-equiva1ence of R-categories (see (II, §§1-2». Since 
A is hereditary (see (8.7», A~ is also. Moreover, every 
£. £. 

object of P(A~) is isomorphic to RomA (P , Q) for some 
= .£ £. .£ 

Q E peA ). If RomA (p , Q) is a faithful A~-modu1e then Q 
= £. .£ £. £. 

is a faithful A -module, by (II, 8.3 (7». In this case, 
£. 

therefore, Q is a faithfully projective A -module, by (8.7), 
£. 

and hence RomA (P , Q) is a faithfully projective A~-modu1e. 
£. .£ £. 

We have thus established the criterion of (8.7)(b), which 
shows that A~ is a maximal R - order in A~. This completes 

.£ £. 
the proof of (8.8). 

(8.9) COROLLARY. Keeping the assumptions of (2), let 

A be a maximal R-order in A. Then A ~ ITEndA (p.) where each 
i l 

Ai is a maximal order in a divisor algebra Di and where Pi 

is a divisorial Ai-lattice in a finite dimensional Di -

module. 
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Proof. Let Sl' .•• ' S represent the distinct simple 
----- n 

left fl.-modules, let D. = Endfl.(S.), let P. be a divisorial 
111 

A-lattice in Si' and let P = lIP i C V llSi. Then Di is a 

division algebra (Schur's lemma), fI.~ TID., and A~ = ITA:, 
1 1 

where A: = EndA(P.), in the notation 
1 1 

of (8.8). The corollary 

now follows from (8.8). 

We close this section with the following proposition, 
which gives a method for reducing ce~tain questions for 
arbitrary finite R-algebras to the case of orders in semi­
simple algebras. 

(8.10) PROPOSITION. Let R be a Dedekind ring and let 

B be a finite R-algebra. Then there is a largest two sided 

nilpotent ideal N in B. 1£ T is the (R-) torsion submodule 

of BIN then T is a semi-simple ring (of finite length as an 

R-module) and BIN ~ T x A where A is an R-order in a semi­

simple L-algebra. 

n1 
Proof. If N1 

n1 + n2 
then (N 1 + N2) 0, 

clearly, for two sided ideals N1 and N2 • Since B is 

noetherian (e.g., as an R-module) it follows that a largest 
nilpotent two sided ideal exists. Evidently, BIN has no 
nilpotent ideals. Since T has finite length as an R-module 
we can apply (1.6) and conclude that B ~ T x A, for some A, 
and T is semi-simple. It follows that A is torsion free and 
has no non-zero nilpotent ideals. Hence A is an R-order in 
A ~RL, and the latter has no non-zero nilpotent ideals. 

(They would have to intersect A.) Now (1.5) implies that 
A ~RL is semi-simple. q.e.d. 
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HISTORICAL REMARKS 

The following are a few of the many possible 
references for the material of this chapter: 

§§1-2: Artin-Nesbitt-Thrall [1], Bourbaki [2], 
Curtis-Reimer [1], Deuring [1]. 

§§3-5: Bourbaki [4], Serre [2]. 

§6 Cartan-Eilenberg [1], Kaplansky [1]. 

§7 Bourbaki [7]. 

§8 Deuring [1], Fossum [1]. 



Part 2 

THE STABLE STRUCTURE 
OF PROJECTIVE MODULES 

AND OF THEIR 
AUTOMORPHISM GROUPS 





Chapter IV 

THE STABLE STRUCTURE 

OF PROJECTIVE MODULES 

This chapter contains the two basic "stability 
theorems" for projective modules. The first is Serre's 
Theorem (§2) which says that a projective module of "large" 
rank has a free direct summand. The second is the "Cancel­
lation Theorem" which gives similar conditions for the 
uniqueness of the complementary summand. 

In §5 and §6 we present what are, essentially, the 
only known "non-stable" structllre theorems. The first is a 
theorem of P.M. Cohn which asserts that projective modules 
over a free algebra (the algebra of "non-commuting poly­
nomials") over a field are free. The same is true of the 
group algebra of a free group. These results are deduced 
from a general theorem on free products of augmented 
algebras. 

The second non-stable theorem is the theorem of 
Seshadri. It implies that the projective modules over Rrr 
are free when R is a principal ideal domain, and where rr 
is a free (non-commutative) monoid or group. When TI has 
one generator this implies that projective modules are 
free over a polynomial ring in two commuting variables 
over a field. The case of more than two variables remains 
unsettled; this is "Serre's Problem". 

§l. PROJECTIVE MODULES OVER SEMI-LOCAL RINGS 

In this section we fix a ring A with radical 

165 
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J = rad A. Eventually we shall assume that A is semi-local, 
i.e., that A/J is semi-simple. 

Let P E mod-A and let a E P. We shall write: 

p* HomA (P, A) and 

{ha I h E p*} 

The latter is a left ideal. We say a is unimodular in P if 

ep(a) = A. This is evidently equivalent to the condition 

that h: A --->P (h(a) = aa) is a split monomorphism. 

(1.1) PROPOSITION. Let 0, ,: Q ---> P be morphisms 

in mod-A, and assume Q E ~(A). 

(a) 0 is a split monomorphism <~ 0 

an epimorphism. 

p* ---> cf is 

(b) .!!. Im(o - ,) C PJ then 0 is a split monomorphism 

<~ , is. 

Proof. (a). If 0 has a left inverse, then 0* has a 

right inverse, so 0* is surjective. Conversely, since 

Q* E ~(AO), 0* has a right inverse if it is surjective. 

Therefore, 0**: ~** ---> Q** has a left inverse, say 0 

If hp: P ---> p** is the canonical map then h~l(O~)*~ is 

a left inverse for o. 

(b) The inclusion JQ* CHomA (Q, J) is an equality 

when Q = A, clearly, and hence also when Q E ~(A), by 

additivity. If h E Im(o - ,)* then h(Q) C J, so h E JQ , by 
* * * * the remark just made. Hence 0 , ' : P ---> Q agree 

* mod JQ • By Nakayama's lemma, therefore, 0 is surjective 

<~ ,* is. Now (b) follows from (a). q.e.d. 



THE STABLE STRUCTURE OF PROJECTIVE MODULES 167 

Henceforth, we assume A is semi-local. If P E mod-A 

and if S is a subset of P, we denote by (S) the submodu1e 

of P generated by S. The non-negative integer (or infinity) 

is the supremum of all r ~ 0 such that (S) contains a direct 

summand of P isomorphic to Ar. Since A here is fixed, we 

shall often drop the subscript. 

(1.2) PROPOSITION. f-rank(S; p) = f-rank«S) + PJ; P). 

Proof. It clearly suffices to show the left side 

dominates the right. Let a: Ar ---> P be a split mono­

morphism with Im(a) C (S) + PJ. Choose T: Ar ---> (S) such 

that Im(a - T) C PJ. Then (l.l)-(b) implies T is a split 

monomorphism. q.e.d. 

(1.3) PROPOSITION. Let P E mod-A and let a, S E P be 

unimodular. Then there is a ¢ E AutA(P) such that (i) 

¢(aA) = SA, and (ii) ¢ leaves invariant all submodu1es 

containing a and S. 

Proof. Write P = SA& P' and a = Sb + ap~(b E A, 

~~ E P~). Then A = 0p(a) = Ab + op~(ap~)' According to 

(III, 2.8) there is an a E op~(ap~) such that u = b + a E 

U(A). Choose f~ E P~* such that a = f~(ap~) and define 

f: P ---> P by f(Sx + y) = Sf~(y) for x E A, y EpA. Then 

f2 0 so ¢l = 1p + f is an automorphism such that ¢l(a) = 
-1 Su + ap~' Define g: p ---> P by g(Sx + y) = 0p.u x. Again 

g2 0 so ¢2 = 1p - g is an automorphism, and ¢2¢1(a) = Suo 

It is clear now that ¢ = ¢2¢1 satisfies (i) and (ii). q.e.d. 
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(1. 4) COROLLARY. Suppose P, P ~ E mod-A and Q E ~ (A) . 

Then P ~ Q ~ P~ ~ Q ~ P ~ P~. 

n Proof. Writing Q ~ Q~ ~ A , and using induction on 

n, reduces us to the case Q = A. Then we have an equality 

of modules P ~ aA = P ~ ~ 8A with a and 8 unimodular (after 

using the isomorphism to identify). Choose ¢ as in (1.3). 

Then P ~ (P ~ aA) / aA ~ (P ~ aA) / ¢ (aA) = (p - ~ 8A) / 8A ~ P ~ • 

(l.S) COROLLARY. If M is a submodu1e of P E mod-A 

then 

r r f-rank(A ~ M; A ~ P) = r + f-rank(M; P). 

Proof. The left side clearly dominates the right. 

To prove the converse it suffices, by an easy induction, to 

treat the case r = 1. Let al, •.. ,a E 8A ~ M be a basis for 
s 

a free direct summand of 8A ~ P. Choose ¢ as in (1.3) with 

respect to al and 8. Then condition (1.3)(ii) implies 

¢(a.) E 8A ~ M for all i. Moreover 8A ~ M = ¢(al) A ~ M, 
~ 

by (1,3)(i), so we can write ¢(ai ) = ¢(al) a. + 8., with 
~ ~ 

8i E M (2 ~ i ~ s). It is now evident that 82, .•. ,8s are 

a basis for a free direct summand of P. Thus we have shown 

that: 

f-rank(A ~ M; A ~ P) > s ~ f-rank(M; P) 

> s - 1. q.e.d. 

(1.6) COROLLARY. Let P E mod-A and let a and S be 

an element and subset, respectively, of P. Then 

f-rank(S, a; P) ~ 1 + f-rank(S; P). 

Proof. Map A ~ Ponto P by sending A onto aA. A split 
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monomorphism a: An ---> P with image in aA + (S) lifts to a 

homomorphism a~: An ---> A ~ P with image in A ~ (S). 

Therefore f-rank(S, a; P) < f-rank(A~ (S); A ~ p). Now 

apply (1.5). 

(1.7) PROPOSITION. Let P £ mod-A and let al,"" 

a £ P. Suppose, for some t < r, that f-rank(al, ... ,a ; p) 
r --- r 

> t. Then there exist 6. = a. + a a.(a. £ A) (1 < i < t) l l r l l 

Proof. Induction on t; the case t = 0 is trivial. 

t = 1. Choose a unimodular 6 £(al, •.. ,ar ) and write 

P = 6A ~ Q. Write a. 
l 

6b l. + a.~ (b. £ A, a.~ £ Q) 
l l l 

(1 ~ i ~ r). Writing 6 = Z a i ci shows that we have 

Z b. c. = 1. With the aid of (III, 2.8), applied to b1A 
l l 

A, we can solve u = b l + Z b U(A). i>2 i a i £ 

Hence a = al + Zi~2 a i a i = 6u + (al~ + Zi>2 ai~ a i ) is 

unimodular. Therefore f-rank(al + a a a a' P) > L 
r r' 2"", r-l' 

t > 1. By (1.6) we have f-rank(a2, ... ,a ~, P) > t - L 
r 

By induction, therefore, we can find 6. = a. + a a l. l l r 

(2 < i < t) such that f-rank(62,···,6 ,a +l,···,a 1; P) - - t t r-

> t - 1. Let P~ C (62, .•• ,6 ,a +l, ... ,a 1) be a direct 
t t r-

d f P . h' At - 1 d . " summan 0 lsomorp lC to , an wrl te P = P - ~ P . 

Write a. = a ~ + a " and Q 
l i i "i 6 . ~ + 6." in these 

l l 

coordinates. Then 
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t < f-rank(a1, •.• ,a ; P) 
r 

f-rank(a1,S2, ..• ,St' a t +1 , .. ·,ar ; P) 

f k(P ~ 1Il ( "Q" Q " " ") -ran w a1 ,1-'2 '···'I-'t ,at +l , ... ,ar ; 

P~ (& P") 

(t 1) + f k( " Q " Q " - -ran a1 ,1-'2 ' .•. 'I-'t ' 

using (1.5). By the case t = 1, therefore, we can find al 

so that f-rank(a1" + a "ab 62",···,6 ", a +l,···,a I"; P") r t t r-
> 1. If we set 61 = a1 + a a1 then 61, •.. ,6 clearly solve 

r t 
our problem. 

§2. SERRE'S THEOREM 

For the next two sections we shall fix the following 

data: 

R a commutative ring such that 

(2.1) x max(R) is a noetherian space 

A a finite R-algebra. 

If M £ mod-A recall that 

supp (M) = {m £ X I M ~ OJ. 
m m 

If M is a finitely generated A-module then supp (M) = 
m 

V(annR(M)) = {~ £ X I ~ ~ annR(M)}, a closed set. (see 

(III, §3) for a discussion of these matters). Since A is a 
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finite R-algebra it follows that A is semi-local for each 
m 

m E X, and hence we can define, for P E mod-A, and S C p, 

f-rankA (S; p) 

and 

infm E X f-rankA (S; Pm)' 
m 

The following is an immediate consequence of (1.5) and the 

definition: 

(2.2) PROPOSITION. Let M be a submodule of P E 

mod-A. Then f-rankA(Ar ~ M; Ar ~ P) = r + f-rankA(M; p). 

Now if P E mod-A and if S is a subset of P then we define 

the "singular sets" of S in P, for each j > 0 : 

F.(S; p) = {m E X I f-rankA (S; P ) < j }. 
J - m m 

For example F (S; p) 
o 

all j > 0 . 

¢ for all S, and F.(¢; P) 
J 

X for 

(2.3) PROPOSITION. Suppose P E mod-A is a direct 

summand of a direct sum of finitely presented modules. 

Then for any S C P, and for any j ~ 0, F. (S; p) is a 
J 

closed set in X. 

Proof. Suppose m E F.(S; p). Then there is a split 
- J 

monomorphism hl:A j ---> P . We can even arrange that 
m m 

h for some h:Aj ---> p. If we show that U 
m {E. I h 

n 

is a split monomorphism} is open then U will be a neighbor­

hood of m not meeting F.(S; p), showing thus that F.(S; p) 
J J 

is closed. 
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Write E ~ E~ ~ U.Q. where each Q. is finitely pre-
1 1 1 

sented. Choose a finite sum, Q, of the Q. 's so that 
1 

Im(h)CQ. Then h:Aj ---> P has a left inverse <=> the 

induced homomorphism Aj ---> Q has one, clearly. Therefore 

there is no loss in assuming P itself is finitely presented. 

In this case it follows from (III, 4.5) that the 

natural map (E*)n ---> (En)* is an isomorphism for each 

n E X. The same applies, of course, to Aj . Now, using (1.1) 

(a), we have 

U = {!!. E X 

{n E X 

h is split monomorphism} 
n 

Coker «h )*) = O} 
n 

= X - supp(Coker (h*)). 

Since Coker (h : p* ---> (Aj )*) is finitely generated it 

has closed support. q.e.d. 

The last part of the proof above showed that h splits 

if and only if h splits for all n. If a 1 , ••• ,aj is the 
n -

image of the basis of Aj, therefore we obtain the following 

conclusion: 

(2.4) COROLLARY. Let P be as in (2.3) and let 

a1, ..• ,a. E P. Then a1, ... ,a. is a basis for a free direct 
J -- J 

summand of P if and only if F.(a1, ... ,a.; p) = . In 
J J 

particular a E P is unimodular if and only if FI(a; p) ¢. 

We now come to the main theorem of this section. 

(2.5) THEOREM (Serre). Let V = V(~) be a closed set 
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in X such that X - V is a disjoint union of a finite number 

of subspaces, each of dimension < d. Let P E mod-A be a 

direct summand of a direct sum of finitely presented 

modules, and let yEp be such that its image in the (A/A~)­

module P/Pa is unimodular. Then, if f-rankA(P) > d, there is 

a unimodular element a E P such that a == y mod Pa. 

(2.6) COROLLARY. Let V andP be as above. Assume that. 

f-rankA(P) ~ d + r and that P/P~ has a direct summand iso-

r 
morphic to (A/A~) . Then P has a direct summand isomorphic 

to Ar. 

Proof. Choose YEP to .reduce to part of an (AI A~)­

basis for a direct summand of P IP~ isomorphic to (AI A~) r . 

Then the theorem gives us a unimodular a E P such that 

P = aA ~ P ~ and a == y mod P~. The last condition guarantees 

the induction hypothesis for P~, so we finish by induction 

on r. 

(2.7) COROLLARY. Let P be as above, assume X is a 

disaoint union of a finite number of subspaces each of 

dimension ~ d, (e.g. if dim X ~ d). Then, if f-rankA(p) > d, 

P contains a unimodular element. 

Proof. Take ~ = R, so V = <P • 

Remark. The hypotheses of (2.7) do not imply dim 
X ~ d. For example let R be a semi-local noetherian ring of 
dimension d > 0, and let A = R[t], t an indeterminate. Then 
dim max(A) = d + 1, while max(A) is a union of a closed set 
and an open set each of dimension ~ d (see 111,3.13). 

The proof of (2.5) will be based on two lemmas. Let 
Yl""'YN be disjoint subspaces of X-V. Recall from 
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(III, 3.8) that all subspaces of X are noetherian. Moreover, 

by virtue of our hypothesis on P, it follows from (2.3) that 

F. (S; p) is closed in X for all S C P and all j > O. Here 
J 

are the lemmas: 

(2.8) LEMMA. ~u~ f-rankA(P) ~ r. Then given Yl, 

""Yr E P, there exist al, ..• ,ar E P such that al,"" 

a E P such that a. = y. mod Pa (1 < i < r) and such that 
r 1 1 - - -

codimy (Y. n F.(al, ... ,a ; P)) > r + 1 - j 
i 1 J r 

(j > 0; 1 ~ i ~ N). 

(2.9) LEMMA. Suppose al, ... ,ar EP (r> 1) and k >0 

are such that 

codim (Y. n F. (a 1 , ... , a ; P)) > k - j (1 ~ j ~ r) 
Yi 1 J r 

(1 ~ i ~ N) • 

Then there exist Si 

such that 

a 1. + a a.(a. E A) (1 ~ i ~ r) 
r 1 1 

codimy (Y. n F.(Sl'···'S 1; p)) ~ k - j 
i 1 J r-

(1 ~ j < r - 1) 

(1 ~ i ~ N). 

Proof that (2.8) and (2.9) imply (2.5). By hypothesis 

we can choose Yi's as above so that X = V UY1U .. UYN. 

Moreover we can apply (2.8) with r = d + 1. In doing so we 

take Yl = Y (given in (2.5)) and y. = 0 for i > 1. Then 
1 

(2.8) gives us al, •.. ,ar E P such that 
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al - Y mod Pa 
(*) 

a. :: 0 mod Pa (a < i < r) , 
1 - -

and such that 

codi~_ (Y. n F.(al, •.. ,a ; p» > r + 1 - j 
Y i 1 J r 

(j .:.. 0, 1 < i < N). 

Now we apply (2.9) to these data, (r - 1) times in 
succession. The result will be a single element, a, such 
that 

codiny (Y. n FI(a; P» > r + 1 - 1 = r = d + 1 
i 1 

(1 ~ i ~ N). Since dim Y. < d (by hypothesis) this implies 
1 -

FI (a; P) n Y. = ¢ (1 < i ~ N). Moreover, the transformation 
1 -

a. r--> B. = a. + ar ar , used in (2.9) will leave the con-
1 1 1 

gruences (*) above in tact for the B's: i.e. BI :: Y mod P~ 

and B. :: 0 mod Pa (1 < i < r). Thus, in the end, we have 
1 -

a :: Y mod p~. Since y, by hypothesis, is unimodular mod P~, 

it follows that a is also, and hence FI(a; P) n V(~) = ¢. 

Since X is the union of V and of the Y. 's this proves that 
1 

FI(a; P) = ¢ Hence a is unimodular, by (2.4). q.e.d. 

Proof of (2.8). Induction on r; the case r = 0 is 

trivial. Suppose now that r > 0 and f-rankA (p) 2.. r + 1. 

Given YI""'Yr+l E P, we can construct al, ... ,ar E P as in 

(2.8), by induction, and we seek a r+1 . Recall that 

a i :: Yi mod Pa (1 .:5. i .:5. r) 

and 

codiny (Y. n F.) > r + 1 - j (j 2.. 0; 1 < i .:5. N) , 
i 1 J 
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where F. = F.(O:l'''''O: ; p). Fixaj, 0 < j < r, and let C 
J J r - -

be an irreducible component of Yi n Fj +1 such that 

codim Y. (C) = (r + 1) 
l 

(j + 1) = r - j. Since codim Y. 
l 

(Y. n F.) > r + 1 - j > r - j it follows that C q. F.. By 
l J J 

varying C now we see that there are finite sets D; (0 .::. j.::. r) 

such that 

D.nF.=cp, 
J J 

D.nv=cp, 
J 

and such that, for each i, D. contains a point in each com­
J 

ponent of Yi n Fj +1 of codimension r - j in Yi (1.::. i.::. N). 

If m E D. then O:l, ..• ,O:r have f-rank ~ j in P - J m 

Therefore, since f-rank(P) > r + 1 - > r ~ j, there is an 

0: (.!!!) E P m' which we can even take to be in P, such that 

O:l, ... ,O:r' o:(~) have f-rank ~ j + 1 in Pm' This follows 

easily from (1. 5). Let D = UD. (0 < j < r). By the Chinese 
J --

Remainder Theorem (III, 2.14) we can choose O:r+1 E P to 

satisfy O:r+1 = Yr+1 mod Pa and O:r+1 = o:(~) mod P~ for each 

mE D. Then, if m E D., it follows from (1.2) that 
J 

m E Fj+1 = Fj +1 (0:1, ••• ,O:r+1; P). This uses the fact that 

Am • ~ c rad Am' Evidently Fj+1 C Fj +1 , and we know that 

codim Y. (Yi n Fj+l) ~ (r + 1) - (j + 1) 
l 

r - j. Since Fj+1 

excludes one point from each component of codimension r - j 

in Yi n F j+1 we conclude that 

j + 1 (r + 1) + 1 

- (j + 1) 
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(0 :.. j 2. r). Since Fo~ = ¢ and since (r + 1) + 1 -(j + 1) 

2. 0 for j > r, the above inequality persists for all j ~O 

(1 < i 2. N). q.e.d. 

Proof of (2.9). We are given a1, .•. ,ar E P such that 

codi~ (Y. n F.) > k - j(l2. i 2. N; 0 2. j 2. r), where 
i 1 J-

F. = F.(al, ..• ,a ; P). Suppose 0 2. j < r. Then, for each i, 
J J r 

the components of Yin Fj +l whose codimension equals 

k -(j + 1) cannot be contained in F .• Therefore, we can 
J 

choose a finite set Dj C Fj +l such that Dj n Fj = ¢ and such 

that D. contains, for each i, one point from each irreduc-
J 

ible component of Yi n Fj +l of codimension k -(j + 1). It 

follows that if m E D. then a1, ... ,a have f-rank j < r in 
J r 

P . Therefore we can apply (1.7), according to which there m 

are B.(m) = a. + a a.(m) (a.(m) E A ) (1 < i < r), such 
1- 1 r 1- 1- m -

that f-rankA (B.(m), •.• ,S l(m); P ) _> j. Since _m is 
1 - r- - m 

m 

maximal we have A 1m • A = A/_m • A. Hence, by the Chinese 
m - m 

Remainder Theorem, we can find a. E A such that a. - a.(m) 
1 1 1 -

mod m • A for each m E Uj D.(O < j < r). Now set S. = a. 
m J - 1 1 

+ ar a i (1 < i < r). Then the submodules of p. (a1, •.. ,ar _l , 

a r ) and (B1,""S l,a) are equal, so it follows from (1.6) r- r 

that F.~ = F.(Sl,·",S 1; P) C F·+l(Sl>""S l,a; P) 
J J r- J r- r 

= Fj +l · On the other hand, if ~ E Dj , then Si = Si(~) 
mod P 

m • ~, due to the congruences on the ai' so it follows 
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from (1.2) that f-rankA (Sl"",Sr_l; P ) 
m m 

f-rank(Sl (~) , 

... ,S l(m); P ) > j. Thus F ~ n D =~, so F.~ excludes, 
r- - m - j j '¥ J 

for each i, one point from each component of Yi n Fj +l of 

codimension k -(j + 1) in Y .. It follows therefore that 
1 

codi~ (y.n F.~) > k - j. q.e.d. 
i 1 J 

§3. CANCELLATION; ELEMENTARY AUTOMORPHISMS 

Serre's Theorem gives a criterion for a module P E 

mod-A to be of the form P ~ A ~ P~. The results of this 
section give a similar criterion for the uniqueness (up to 
isomorphism) of p~. We retain the notation and assumptions 
of (2.1). We shall assume, moreover, that X is the union of 
a finite number of subspaces whose dimension are each < d. 

(3.1) THEOREM. Let P, Q E mod-A be projective and 

assume f-rankA(P) > d. Let a 

~ E P), and let a be a left ideal in A such that a + 0 (a) 
.I:' - P 

= A. (See §l for definition of 0p(a». Then there is a 

homomorphism f: Q ---> P such that a + 0p(f(aQ) + ap) = A. 

Proof. We use induction on d; the case d 
subsumed in the general induction step. 

o will be 

Thanks to Serre's Theorem (2.7) we can write 

P = SA ~ P for some unimodular S E P; write ap = Sb + a 

(~E P). Then we have A = ~ + o(a) = ~ + o(aQ) + Ab + o(a). 

Let D C X be a finite set containing one point (at least) 

from each irreducible component of each of the subspaces of 

which X is assured, above, to be the union. Then if ~ = TIm 

(~ E D) the ring A/~A is semi-local. Hence it follows from 
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. " ! .. ' , 
(III, 2.8) that we can find c 

such that c + b + aQ + a maps onto a unit in A/A~. By 

definition of o(a) there is a homomorphism g: P ---> SA 

such that g(a)= Sa. Extend g to an endomorphism of P by 

g(S) = o. Then g2 = 0, so a = 1p + g is an automorphism, 

0.1 = 0-1 (;X) £ PI. Then we have P 

By definition of o(uQ) there is a homomorphism 

fl: Q ---> SA C P such that f 1(uQ) = S aQ. Then 

179 

where b 1 = b + aQ + a. We saw above that c + b 1 maps to a 

unit in A/An. If we set S = R -(U D m) then S-1 R is 
:.::1. m£ -

semi-local (its maxial ideals correspond to those in D) and 

II D m). Moreover 
m£ -

q • (S-1 A) C rad(S-1 A) so it follows that c + bl £ U(S-IA). 

If d = 0 then D = X so c + b1 £ U(A), and the proof is 

complete in this case. If not we still have S-I(~ + Abl) 

S-1 A so we can find a t £ S such that 

(**) At C !it + Ab 1 0 

Write R~ = R/Rt, A~ = A/At, ~~= image of ~ in A~, 

etc. Then X~ = max(R~) = V(Rt) is disjoint from D, so it is 

a closed set in X containing no irreducible component of 
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any of the given subspaces of which X is the union. There­
fore, X~ is the union of its intersections with these 
subspaces, and the intersections have strictly smaller 
dimension than their counterparts in X. Thus X~ is a finite 
union of subspaces each of dimension < d - 1. Moreover we 
see, with the aid of (2.2), that f-ra"UkA~(Pl~) ~ f-rankA (PI) 

= f-rankA(P) - 1 > d -1. Consider y~ = aQ~ + al~ E Q~~ P{. 

Since A = ~ + o(a) = ~ + o(aQ) + Ab l + o(al) it follows 

that A~ = ~~ + o(y~) + A~bl~. Now we are in a position to 

apply the induction hypothesis to y ~ E Q ~ ~P 1 ~ and the left 

ideal~' + Abl~. We obtain a homomorphism h~: Q~ ---> Pl~ 

such that a~ + A~bl~ + OPl~(h~(aQ~) + al~) = A~, (where 

o~M(o) = {go I gE HomA~(M, A~)} for M E mod-A~ and 0 EM). 

Since Q is projective we can cover h~ by a homomorphism 

h: Q---> Pl (CP). Now, for the theorem, we take 

SA ~ Pl. 

It remains to be shown that ~ + ~ = A, where ~ = o(f(aQ) 

+ ap). Using (*) above we see that f(aQ) + ap = (h(aQ) 

+ fl(aQ») + ~ = h(aQ) + (Sb l + al) = Sb l + (h(aQ) + al) 

E S A ~ Pl. Since PI is projective the natural map 

0Pl (h(aQ) + al) ---> o;l~(h~(aQ~) + aI~) is surjective. 

We have constructed h~ so that a' + A~bl~ + 0Pl~(h~(aQ~) 

+ al~) = A~ = A/At. Hence we conclude that ~ + ~ + At = a 

+ Ab l + 0P l (h(aQ) + al) + At = A. Since At C ~ + Abl 

(see (**)) C a + b it follows that a + b = A. q.e.d. 
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(3.2) COROLLARY. In the setting of (3.1) assume 

Q yA for some unimodular y; ~ u = yq + 0p' 

(a) P = SA ~ p~ for some unimodular S £ P. 

(b) Suppose, for some two sided ideal ~, that u - S 

mod (yA ~ P)~. Then there is a y~ £ P ~ such 

that '1> (y~q + up) + ~ = A. 

Proof. (a). follows from Serre's Theorem. 

(b). Since u = S(£ p) modulo (yA ~ p)~ it follows 

that q £~. By assumption (see (3.1» there is an h: yA~ p 

---> A, and an a £ a such that 1 = h(y)q + h(u ) + a. Hence 
P 

q = r + qh(op) + qa, where r = qh(y)q. Set u~ = yr + up' 

Then q £ o(u~) 

= o(u). Hence we can apply (3.1) to u~ and a to obtain an 

f: yA ---> P such that o(f(yr) + u ) + a = A. Since f(yr) 
P -

= f(y) qh(y)q we see that y~ = f(y) qh(y) £ P ~ solves our 

problem. q.e.d. 

In preparation for the next theorem we shall intro­
duce now some notation which will also be used in the next 
chapter. For these definitions our hypotheses (2.1) on A 
are irrelevant. 

Let M £ mod-A have a direct sum decomposition 
M = Ml ~ ••• ~Mn' Then EndA (M) is the direct sum of the 

HomA(M., M.), where we identify 
~ J 

h £ HomA(M., M.) with its 
~ J 

extension to M by h(Mk) = 0 for k + i. In case i + j then 

gh = 0 whenever g, h £ HomA(Mi , Mj ), and hence (~+ g) 

(~ + h) = 1M + g + h, and we deduce a homomorphism 

HomA(Mi , Mj ) ---> AutA(M) for each + j., The group generated 
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by the images of these homomorphisms, for all i ~ j, will be 
denoted 

If h e; HomA(M., M.) (i ~ j), then we shall call 
1 J 

~ + h an elementary automorphism (with respect to the 

decomposition M = Ml 3 ••. ~ M ). If ~ is a two sided ideal 
n 

in A we shall call ~ + h ~ - elementary if Im(h) C M~. 

We denote by 

E(M1,···,M ;~) 
n 

the normal subgroup of E(M1, ••• ,M ) generated by all~­
n 

elementary automorphisms. 

(3.3) PROPOSITION. Let P = PI 3 ••• ~ P be a projec-
n 

tive right A - module, let ~ be a two sided ideal in A, 

and let f: A ---> A~ be a surjective ring homomorphism. Then 

the induced homomorphism, 

E(P1,· •• ,P ; ~) --> E(Pl~'''''P ~; ~~), 
n n 

is surjective, where ~~ = f (~) and P i ~ = P i'lJ A A~ (1 ~ i ~ n). 

Proof. Since p. n---> p.~ n~ is surjective, any 
---- J ~ ] ~ 

homomorphism h ~: p. ~ --> p. ~ s.~ lif ts to a homomorphism 
1 J 

h: Pi --> Pj ~, because Pi is projective. This shows that 

~~ - elementary automorphisms can be lifted. Taking ~ = A 

this shows that E (P 1 , .•• ,P ) ---> E (p 1 ~ , ••• ,P ~) is surj ec-
n n 

tive. Now E(Pl~""'P ~; ~~) is generated by elements of the 
n 

form a~T~a~-l where a~ e; E(Pl~""'P ~) and T~ is s.~ - ele­
n 

mentary. We can lift T~ to as. - elementary T, and we can 

lift a~ to a a e; E(P1, ..• ,P ). Hence aTa- 1 e; E(P1,···,P ; s) 
n n 



THE STABLE STRUCTURE OF PROJECTIVE MODULES 183 

is the required lifting of o~T~o~-l. q.e.d. 

Now we return to our standing hypotheses (2.1). 
Moreover d has the same meaning as in (3.1). 

(3.4) THEOREM. Let M = yA ~ MI where M E mod-A, y 

is unimodular in M, and MI has a Erojective direct summand P 

of f-rank > d. Let .9.. be a two sided ideal in A and let a, 

a ~ E M be unimodular elements such that a a~ mod M.9..' Then -

there is an automorEhism T E E(yA, MI; .9..) such that TO. = a~. 

Proof. We have MI = P ~ N for some N, and P = SA ~ P ~ 

for some unimodular S E P by Serre's Theorem. 

Case 1: a~ = S. Write a = yq + ~I (~I E MI ) and 

aMI a p + aN(ap E P, aN EN). According to (3.2) (b) there 

is y~ E P1 such that o(y~q + ap ) + o(aN) = A. 

Remark. It is only at this point, to apply (3.2)(b)to 
yq + ap (with ~ = o(aN)), and above to write P = Sa ~ P~, 

that the hypothesis on f-rankA(P) is used. If we accept 

these conclusions from (3.2), our standing assumptions on A 
and P (vis-a-vis R and X) do not otherwise intervene. This 
observation will be used in the next chapter. 

Define gl: M --> M by gl(y) = y~ and gl (M1 ) = o. 

Then evidently Tl = ~ + gl E E(yA, MI; .9..), Moreover Tl(a) 

yq + (f(yq) + aMI) = yq + 6r~ q + a ) + aN' Write y~q + a 
P P 

Sb + a~ E P SA ~ P~ (a ~ E P~) • By construction, 0 y~q + 
ap + aN Sb + a~ + aN is unimodular in P ~ N = Ml, so we 

can write Ml oA ~ Ml ~. Let g2: M --> M by g2 (0) 

y(l - b - q) and g2 (yA) = g2 (Ml~) = O. Since a :: f3 mod M.9.. we 

must have b :: 1 mod .9.., and hence T2 = 1M + g2 E E(yA, Ml; .9..~ 
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Moreover T2T1(a) 

Sb + a~ + aN. 

T2(yq + 8) y(l - b) + 8 y(l - b) + 

Define g3, g4: M ---> M by g3(y) S, g3(M1) = 0, 

and g4(S) = y(b - 1), g4(yA) = 0 = g4(P ~ N). Then T3 

S + a~ + aN. Finally, define 

o 
o. Then TS 

gs(P~ ~ N), and 

~ + gs £ 

E(yA, M1) and T6 £ 1M + g6 £ E(yA, M1; ~), so Ts- 1 T6 TS £ 

E(yA, M1; ~). Moreover TS- 1 T6TS o(a) = TS- 1 T6(y + S + a 

+ aN) = TS-1(y + S) = S. This proves case 1. 

General case. Apply case 1 with ~ = A to obtain 
a 0 £ E(yA, M1) such that 0 a~ = S. Now apply case 1 to 

o a~ = S mod M~ to find T £ E(yA, M1; ~) such that T 0 a 

S = 0 a~. Then 0- 1 T 0 £ E(yA, M1; ~) solves our problem. 

q.e.d. 

(3.5) COROLLARY. ("Cancellation") Suppose M £ mod-A 

has a projective direct summand of f-rank > d. Then if M~ £ 

mod-A and if Q £ ~(A), 

Q~M Q~W >M"'W. 

Proof. After writing Q ~ Q~ '" An an induction on n 
reduces this to the case Q = A. If we use the isomorphism 
to identify the modules we obtain aA ~ M = a~A ~ M~ where 
a and a~ are unimodular. We can now apply (3.4) (with 
a = y, M = MI, in the notation of (3.4)) to obtain an auto­
morphism 0 such that 0 a = a~. Therefore M '" (aA ~ M)/(aA) 
'" (aA ~ M)/o(aA) = (a~A~W)/a~A '" W. q.e.d. 
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(3.6) COROLLARY. Let M be as in (3.4), and let £ be a 

two sided ideal in A. Write A~ A/£ and M~ = M/~. If a~ is 

a unimodular element in M~ (as A~-module) then there is a 

unimodular element a in M whose image mod Ma is a~. 

Proof. Apply (3.4) to M~ over A~ (the hypotheses are 
clearly still valid) to obtain a T~ E E(y~A~, Ml~) such that 
T~y~ a~. Now use (3.3) to lift T~ to T E E(yA, Ml)' Then 
a = Ty solves the problem. q.e.d. 

(3.7) COROLLARY. Let M and ~ be as in (3.4), and 

suppose M = y~A $ Ml~ for some unimodular element y~. Then 

E(y~A, Ml~; ~) = E(yA, Ml; ~). 

Proof. From (3.4) we obtain acrE E(yA, Ml; ~) such 
that cry = y~. It follows from the definitions that 

Therefore we may assume y = y~. Define g: M ---> M by g(y) 
= 0 and g IMI = P IMl' where p is the projection of yA $ Ml ~ 
on yA. Then T = 1M - g E E(yA, Ml), and T Ml = Ml~' Hence 

E(yA, Ml; ~) = T E(yA, M1 ; ~)T-l = E(yA, Ml~; ~). q.e.d. 

(3.8) COROLLARY. Suppose P E ~(A) is such that, for 

each m E X, Pm can be generated (over Am) ~~ r elements. 

Then P can be generated by ~ r + d elements. 

Proof. Write P $ Q ~ Ar+n for some n > O. It suffices 
to sho~can do this with n < d, so suppose otherwise. If 
m E X then, by hypothesis, we can write P $ P~ ~ A r for 
- m m 

some p~. Since A is semi-local it follows from (1.4) that 
m 

Qm ~ P~ $ Amn • Thus f-rankA(Q) ~ n > d, so Serre's Theorem 

(2.7) implies Q ~ Q~ $ A. Since P $ Q~ $ A ~ Ar+n it 

follows that (p $ Q~) ~ A r+n-1 for each m E X, again by 
m m 



186 PROJECTIVE MODULES AND THEIR AUTOMORPHISM GROUPS 

(1.4). If r = 0 then P = 0 and there is nothing to prove. 
Otherwise r + n - 1 > d so we can apply cancellation, (3.5) 

r+n-l above, to conclude that P ~ Q~ ~ A . The conclusion now 
follows by induction. q.e.d. 

Remark. Swan [4] has recently shown that (3.8) above 
is valid without the assumption that P is projective. 

§4. THE AFFINE GROUP OF A MODULE 

It is convenient to make here a few simple observa­
tions on the groups of elementary automorphisms introduced 
in §3. These results will be used in the next chapter. 

We fix a ring A. 

(4.1) PROPOSITION. Let PI, .•. ,P £ t(A), and assume -- n 
that at least two of the Pi's are faithfully projective. Let 

P = PI ~ ... ~ Pn ' 

(a) The additive group generated by E(P.l""'Pn) 

is all of EndA(P). 

(b) The centralizer in AutA(P) of E(PI, ... ,Pn ) is 

center (AutA(P)) = {c ~ I c £ (center (A))}. 

(c) An additive subgroup of P invariant under 

E(P 1 , ... ,Pn ) is of the form P~ for a unique left 

ideal £ in A, and P~ is also invariant under 

EndA (P). 

Proof. Let B = EndA (P) and let Bo be the additive 

group generated by E = E(P 1' ..• ,P ). Then E and B have the 
. n 0 

same centralizer in B, and a subgroup of P invariant under 
E is a B -module. Therefore (a) implies (b) and (c). For, 

o 
since P is faithfully projective, it follows from (III, 3.5) 
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and (II, 4.4) that center (B) = center (A) and that every 
B - submodule of P has the form described in (c). 

187 

It remains to 
tion of E(Pl>''''p) 

n 

prove (a). It is clear from the defini­
that the additive group B it generates 

o 
is generated by I( = 1 ) and by 

P 
all HomA(P., p.) (i # j). 

1 J 

Therefore we need only show how to recover HomA(p., p.) for 
1 1 

each i. Suppose we have an endomorphism f = gh of p. which 
1 

factors as Pi ~> Pj ~> Pi for some j # i. Then (I + g) 

(I + h) = I + g + h + gh E: E (PI' ••. ,P ) and I, g. h E: B • 
n 0 

Our hypothesis guarantees that we can choose a j # i so that 

p. is faithfully projective. Therefore it will suffice to 
J 

show that EndA(Pi ) is additively spanned by endomorphisms 

which admit a factorization through Pj • If f E: EndA(Pi ) 

factors through pj
n then it is a sum of n endomorphisms that 

n factor through Pj . For n large enough Pj has a direct 

summand ~ A. Since p. E: P(A) , it follows from (II, 4.4(a» 
1 = 

that EndA(Pi ) is additively generated by endomorph isms 
n which factor through A, and hence through p .. q.e.d. 

J 

Before introducing the affine group we shall estab­
lish some group theoretic conventions. 

Let G be a group, and let x, y, z E: G. Then we shall 

write xY = y-l x y and [x, y] = x-I y-I x Y x-I xY. The 

following formulas are familiar, and easily checked: 

(xY)z yz x = (xz)yz 

[x, y]-l [y, x] 

(4.2) [x, y z] [x, z] [x, y]z 

[x y. z] [x, z]y [y, z] 
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If H and H~ are subgroups of G then [H, H~] denotes the sub­
group generated by all [x, x~] (x £ H, x~ £ H~). 

Let P be a group on which G operates as a group of 
automorphisms (xl---> a(x), for x £ P, a £ G). (This struc­
ture is equivalent to a homomorphism G ---> Aut(P)). Then we 
can form the semi-direct product 

P xd G, s-

whose underlying set is P x G and whose multiplication is 
defined by 

(x, a) (y, 13) = (x • a(y), as). 

For example (x, a)-I = (a-I(x)-I, a-I). We can identify x £ 

P with (x, 1) and a £ G with (1, a). As such, P is a normal 

subgroup of P xd G, and we have a "split group extension" 
s-

1 ---> P ---> P x G ---> G ---> 1. 
s-d 

Suppose now that P is an additive abelian group. Then 
it is suggestive to use matrix notation, writing 

(Xl ~) ~ in place of (x, a). 

Then the group law becomes 

i.e. matrix multiplication. The following formulas are 
easily checked, where we write I for the identity element in 
G. 

(~ ~fl 
(1) 

(~ ~) 
(~ ~) ( 1 °1 ) 

a(y) 
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Finally. if P £ mod-A. the affine group of P is 

~ (1 
- P 

When P An we denote this group by 

Aff (A) 
n 

It is a subgroup of GLn+l(A). 

n 
x £ A • a £ GL (A) 

n 

" 

(4.3) PROPOSITION. Let P £ mod-A and let H be a sub­

group of AffA(P) with projection L in AutA(P). 

(a) 

(b) 

(c) 

[H. P] = [L, p] = L L Im(a - lP) a £ 

If H is normalized by P then Hnp = {l} 

H = {l}, 

.!! P = P1 ~ .•. ~ P is as in (4.1) • and n 

normalized by E(P1 •...• Pn). then there 

left ideals £. ~ in A such that H np 

[H: P] = P~ • .!! L i {I} then ~ i O. 

=> 

if H is 

are unique 

Pa and 

Proof. (a) follows immediately from the last formula 
in (1) above. 

(b) If P normalizes H then [H, P] C Hn P. Therefore 
if H n P = {l} formulas (1) show that He p. and this 
proves (b). 

(c) If E(P1 •...• p ) normalizes H then H n P and 
[H. P] are additive subg~oups of P invariant under 
E(Pl •..•• P ). Therefore (c) follows from (4.l)(~) together 

n 
with part (a). 
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§5. FREE PRODUCTS OF FREE IDEAL RINGS; COHN'S THEOREM 

If A = R[t] is a polynominal ring in one variable t 
over a field R then A is a principal ideal ring. This is a 
direct consequence of the euclidean (division) algorithm in 
A. When we pass to a polynomial ring in several variables, 
R[t1, ••• ,t ], this situation no longer prevails. If, on the 

n 
other hand, we consider a polynomial ring in "non commuting 
variables", i. e. the free associative algebra on tl' ..• ' t , 

n 
then the case of general n behaves very much like the case 
n = 1. Of course the ideals are no longer principal, but 
they are free as modules. Moreover, this property can be 
deduced from a generalization of the division algorithm. 

These results are due to P. M. Cohn [1]. His point of 
view is to regard the free algebra as a "free product" of 
polynomial rings in one variable, and then to show that free 
products of algebras whose ideals are free again have this 
property. This theorem applies equally well to free products 
of copies of R[t, t- 1], and these are just group algebras 
of free (non abelian) groups. 

Since the material of this section is lengthy and 
rather technical it is perhaps useful to mention that it is 
not required elsewhere in these notes except in §6 
(Corollary (6.4)) and in Chapter XII, §ll. 

(5.1) DEFINITION. Let n be an integer> 1. A ring A 
is called an n-fir (fir = "free ideal ring") if it satis­
fies: 

(a ) Every basis for An has cardinality n; and 
n 

(b ) Every right ideal with at most n generators 
n 

is a free A-module. 

Each condition implies the corresponding conditions 
for smaller values of n. Condition (a ) asserts that, for 

n n m all ~~ 0, A ~ A ~ n = m. Taking duals, i.e., HomA( , A) 

we deduce the same condition for free left A-modules, so 
(an) is left-right symmetric. We shall see below that the 

notion of n-fir is likewise left-right symmetric. 
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(5.2) PROPOSITION. Let A be an n-fir. Then: 

(a~) Every epimorphism f: An ---> An is an isomor­
n 

phism; and 

191 

(b~) For each m ~ 0, the image of every homomorphism 
n 

f: An ---> Am is free. 

Proof. (b ) ='l (b~). We use induction on m, the case 
----- n n 

m = 1 being just (b). If M = Im(f) we have an exact 
n 

sequence 0 ---> M~ ---> M ---> Mil ---> 0 where Mil is the 

. projection of M on the last coordinate, and M~ CAm-I. 

Since Mil has < n generations it is free, by (b ). Hence 
- n 

M '" Mil $ M~ so M~ also has.::. n generators. By induction M~ 

is also free. Therefore M is free. 

[(a) and (b ) 1 ='l (a~). We have An '" Ker(f) ~ An if 
n n n 

f: An ---> An is surjective. Therefore (b~) (which follows 
n 

from (b » implies Ker(f) is free, say'" Ar. Then (a ) 
n n 

implies n + r = n, so r = 0, i.e. Ker(f) = O. 

It is easy to see that (a~) 
n 

actually characterizes n-firs. The 

sometimes be verified with the aid 
proposition. 

='l (a ), so that (5.2) 
n 

condition (a~) can 
n 

of the following useful 

(5.2) PROPOSITION. Let A be a ring, let M £ ~(A), 

and let h: M ---> M be an epimorphism. Assume that either 

(i) M is noetherian, or (ii) A is commutative. Then H is an 

isomorphism. 

Proof. (i) The chain Ker(hn) terminates; say Ker(hn) 

Ker(hn+l ) for some n > O. If x £ Ker(h) write x = hn(y) 

(note that hn is surjective). Then hn+l (y) = hex) = 0 so 
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n+l n n 
y £ Ker(h ) = Ker(h ), and hence x = h (y) = 0. q.e.d. 

(ii) It suffices to show that h is surjective for 
m 

each m £ max(A), so we can assume A is local, say with 

maximal ideal m. Choose g: An ---> M so that g @A(A/~) is 

an isomorphism. Then g is surjective, by Nakayama's Lemma. 

Therefore we can find f: An ---> An covering h (i.e. gf = 

hg). Again Nakayama implies f is surjective, because 

be the characteristic polynomial of f. Then 

n-l n 
a t + t 

1 n-

a = (_l)n 
o 

det(f) is a unit, being non zero modulo ~. By the Cayley­

Hamilton Theorem, P(f) = 0, so f- l = a -l(al + •• + a 
o n-l 

f n- 2 + fn-l). Since f leaves Ker(g) invariant so also does 

f-l, being a polynomial in f. Therefore f- l induces an 

endomorphism h~ of M, and evidently h~ = h- l . q.e.d. 

Let el, .•• ,e be the standard basis of An = lie,A. 
n 1 

We can identify GLn(A) with AutA(An) where a £ GLn(A) 

( ) ( ~ ) £ An by t(a tN ). Here operates on a = al,.··,an = ~eiai ~ 

the "t" denotes transpose, so that ta is a column vector. 
We have the group 

E (A) = E(e1A, •.• ,e A) 
n n 

introduced in §3. If e" denotes the matrix with 1 in the 
1J 

(i, j) coordinate and zeros elsewhere (so e" ek 1J 
o 'k e,) 

J 1 

then E (A) can be identified with the group generated by all 
n 

elementary matrices, I + a e" (a £ A, i ~ j). The group 
n 1J 

of all diagonal matrices, diag(ul""'Un) = LUieii(ui £ 

U(A), 1 < i ~ n) will be denoted 
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D (A). 
n 

Since the diagonal matrices normalize the set of elementary 
matrices we can write 

GE (A) = D (A) • E (A) 
n n n 

for the group generated by D (A) and E (A). When n = 1 we n n 

have El (A) = {l} and GLI (A) = GEl (A) = Dl (A) = U (A). 

(5.4) DEFINITION. A ring A is said to be a general­
ized n-euc1idean ring if A is an n-fir such that GE (A) 

r 
GL (A) (1 < r < n). If this is so for all n > 1 we call A 

r --
generalized euclidean. 

The motivation for this terminology will appear in 
Proposition (5.9) below. 

We shall view GLn(A) as a subgroup of GLn+1 (A) by 

identifying 0 £ GLn(A) with (~ ~) £ GLn+1 (A). Suppose now 

that we are given a family of subgroups GL~(A) C GL (A) 
n n 

containing E (A) and such that GL ~+1 (A) n GL (A) :J GL ~ (A) • 
n n n n 

Relative to this family of subgroups we can formulate ~­

dition: (Cn)GL~' If r 2 n and if al •...• a r are linearly 

dependent elements in a free right A-module F. then there 

is a 0 £ GL~(A) such that (al •...• a )0 has at least one 
r r 

zero coordinate. 

By induction on r it follows that there is a 0 £ 

GL~(A) such that the non zero coordinates of (al •...• a )0 
r r 

are a basis for the A-module generated by al •...• a r . 

In particular, a submodule of F with < n generators is free, 

thus showing that (C ) L~ =? (b ). 
n G n 
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(5.5) PROPOSITION. The ring A satisfies condition 

(Cn)GL~ if and only if A is an n-fir such that GL;(A) 

GL (A) for each r < n. For this it suffices even that A 
r 

satisfy (Cn)GL~ only for the free module F = A. 

Proof. Let (C;)GL~ denote the special case of (Cn)GL~ 

when F = A. The remarks above show that (C~)GL~ ~ (bn). We 

further prove (a ) and the fact that GL~(A) = GL (A) for 
n r r 

r < n. 

Let a1, ••. ,a be a basis for the left A-module Ar. By s 
induction on r we will show that there is a a £ GL~(A) such 

r 
that a1a, ••• ,a a is the standard basis. This implies r = s, 

s 
and hence condition (a ) (or, rather, its left hand analogue, 

n 
with which it is equivalent), as well as the fact that 

GV(A) = GL (A). 
r r 

Since a1 is unimodular its coordinates generate the 
unit right ideal. It follows therefore form (C~)GL~ that 

a1a1 = (u,O, ••• ,O) for some u, necessarily a unit, and we 

can arrange that u 1 using an element of D (A). Choose 
n 

T £ Er(A) so that a i a1 T = a i a1 - a1a1ai, where a i is the 

first coordinate of a.a1, (1 < i ~ s). Then S. = a.a1T has 
1. 1. 1. 

first coordinate zero, so S2' ..• ,Ss can be viewed as a basis 

r-1 for A . By induction we can transform these to the stan-

r-1 
dard basis of A with some a2 £ GL~ l(A), and then 

r-

a = a1 T (1 0) solves our problem. 
o a2 

For the converse, we will show that if A is an n-fir 

and if GL;(A) = GLr(A) for r < n then A satisfies (Cn)GL~· 
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Given a1 •...• ar £ F as in (Cn)GL~ define f: Ar ---> F 

by f(e.) = a. (1 ~ i ~ r). Condition (b~) implies Im(f) is 
l l n 

free. so An ~ Ker(f) ~ Im(f). Therefore Ker(f) has at most 

r (~n) generators so it likewise is free. Say Ker(f) ~ AS 

t and Im(f) ~ A • Condition (a ) implies s + t 
n 

r so there is 

a 0 £ GL (A) (= GL~(A)) such that ae1 •.••• ae is a basis for 
r r s 

Ker(f). Since a1 •...• a are assumed to be linearly dependent 
r 

we have s > O. If ae. = L. e.b .. then 0 = f(ae1) 
l J J Jl 

1:. a. b. 
J J J1 

so (a1 •...• a ) (b")l " has first coordinate zero. and 
r Jl ~l,J~r 

a = (b .. ) £ GL~(A). This concludes the proof of (C )GL~' and 
Jl r n 

hence of the proposition. 

(5.6) COROLLARY. The ring A is generalized n-eucli­

dean if and only if it satisfies (Cn)GE. 

(5.7) COROLLARY. 1£ A is an n-fir then so also is 

AO. (i.e. the notion of an n-fir is left right symmetric). 

Proof. According to (5.5) it suffices to show that 

it b1 ••.•• b £ A (r ~ n) are left linearly dependent then 
r 

there is a a £ GL (A) such that atS has a zero coordinate. 
r 

where S = (b 1 •••.• b ). We can clearly assume that none of 
r 

the b. are already zero. Let La b. = 0 be a dependence 
l i l 

relation. According to (5.5). and our hypothesis. there is 

a a £ GL (A) such that the non zero coordinates of aa are 
r 

right linearly independent, where a = (a1 •...• ar). Since 

t -1 t th o = a S = aa a 6 it follows that the i coordinate of 
-1 t S . h th' t h d . f . a lS zero w enever e l co or lnate 0 aa lS not 
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zero. Since a # 0, by assumption, there exists at least one 
such i. q.e.d. 

(5.8) DEFINITION. A euclidean algorithm on a ring A 

is a function I I: A --> ~ satisfying: (i) IAI is a closed 

discrete subset of ~; (ii) la I 2.. 0 and lal = 0 ~ a = 0 

for a e: A; (iii) labl > lal Iblfor a, b e: A; and (iv). If 

a, b e: A and a # 0 then b = aq + r for some q, r e: A such 

that Irl < lal. A is called euclidean if it possesses a 

euclidean algorithm. 

The main examples of euclidean rings are A = ~ 
(I I ordinary absolute value) and A = k[t], a polynomial 
ring over a field (If I = exp(degree (f))). 

(5.9) PROPOSITION. 1i A is a euclidean ring then A is 

a generalized euclidean ring and every right ideal in A is 

principal. 

Proof.Let a be a right ideal in A; we claim a is 
principal. We can-assume a #0, and, thanks to (i), ;e can 
choose a # 0 in £ so that~1 a I is minimal. If b e: a write 
b = aq + r as in (iv). Then r = b - aq e: £ and IrT < lal 
so r = O. Therefore £ = aA is principal. 

In particular A is right noetherian so (5.3) implies 
A satisfied condition (a ) (cf (5.2)) for all n > 1. 

n -
Condition (iii) implies A is an integral domain. Since right 
ideals are principal they are therefore free, so we have 
condition (b ) for all n > 1. 

n -

It remains to be shown that GE (A) = GL (A) for each 
n n 

n. This is an easy consequence of the following fact: If 

a = (al, ..• ,a ) E An there is an e: E E (A) such that ae: = 
n n 

(a,O, ... ,O) for some a e: A. For it suffices, by induction on 
n, to make a single coordinate of ae: equal zero. For this 
we can, thanks to (i), use induction on m(a) = the minimum 
of lail (12. i 2. n). If lail = m(a) and a i # 0 then we can 

apply (iv) to a.(j # i) and write a. = a.q. + rj with 
J J ~ J 



THE STABLE STRUCTURE OF PROJECTIVE MODULES 197 

a i we can find 

proof concludes now by induction. 

(5.10) EXAMPLES. When n = 1 the notion of a 1-fir 
reduces simply to the notion of an integral domain, i.e. a 
ring without proper divisors of zero, though not necessarily 
commutative. 

Two elements a,b in a commutative ring A can never be 
linearly independent: ab-ba = O. Therefore a free ideal must 
have a basis of cardinality at most one. It follows easily 
that, if A is commutative the following conditions are 
equivalent. 

(i) A is an n-fir for some n > 1. 

(ii) A is an integral domain in which every finitely 

generated ideal is principal. 

(iii) A is an n-fir for all n > 1. 

Moreover the extra condition for A to be generalized n-euc1i­
dean can be restated as: E (A) = SL (A) for all r < n. 

r r 

Let A be a Dedekind ring, and let S be a multiplica­
tive set in A. If A~ = S-IA then, since Pic (A) ---> Pic(A~) 
is surjective, it follows that A is principal if A is. 
Moreover it follows from the remark after (VI, 1.5) in 
Chapter VI below that SL (A~) is generated by SL (A) 

n n 
together with E CA~). We conclude therefore that A~ is 

n 
generalized n-euc1idean if A is. As a special case, the 
group ring k[t, t- 1 ] over a field k of an infinite cyclic 
group is a generalized n-euc1idean ring for all n > 1, 
thanks to (5.9). 

Let R be a commutative ring. An augmented R-a1gebra 
is an R-a1gebra, e: R ---> A, together with an R-a1gebra 
homomorphism £ = £A: A ---> R; note that £ e = 1R' the only 

R-algebra endomorphism of R, so that A = R~ A as R-modu1e, 

where A = KerC£) is called the augmentation ideal of A. The 

augmented R-a1gebras the objects of a category in which a 
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morphism f: A ---> B is an R-algebra homomorphism such that 
EBf = EA' In this category coproducts (sometimes called free 

products) exist. We shall give a description of them, due to 
Stallings, and then prove Cohn's Theorem stating that a co­
product of n-firs over a field is again an n-fir. 

(5.11) EXAMPLE. The functor 

(augmented ) augmentation ideal 
R-algebras > R-mod 

has an adjoint, T(= TR), called the tensor algebra. Thus, if 

M E R-mod and A is an augmented R-algebra, then 

Hom R 1 (T(M) , A) = HOID- d (M, A). aug. -a g. K-mo 

T(M) is actually a graded R-algebra, with Tn(M) 

~R M, and with the obvious multiplication. The augmenta­

tion sends Tn(M) to zero for all n > O. If we denote the 
coproduct of A and B in (aug.R-alg.) by A * B then the 
adjointness formula shows that 

(1) T(M ~ N) = T(M) * T(N). 

Moreover T commutes with base change, R ---> R~, in the 
obvious sense. If M is a free module with basis (x.). I 

1. 1.E 

then T(M) is called the "polynomial algebra in non commut­
ing indeterminates (x.). I". 

1. 1.E 

(5.12) EXAMPLE. The functor 

(augmented) A ---> (1 + A) > (monoids) 
R-algebras 

has an adjoint called the monoid algebra. If n is a monoid 
the monoid algebra, Rn, is the free R-module with basis n, 
and with multiplication extended R-bilinearly from the 
multiplication in n. If a = L a x (xEn) then E(a) = La, x x 
so the augmentation ideal Rn, is, as an R-module, generated 
by all 1 - x (xEn). If A is an augmented R-algebra the 
adjointness is expressed by 
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Hom aug.R-alg. 

Again it follows that 

(RTT, A) Hom 'd (TT, 1 + A). 
mono~ 

199 

where TTl * TT2 denotes coproduct (or free product) in the 

category of monoids. When 1T is a free monoid with basis 
(x.). I then R1T is a new representation of the ring of "non 

~ ~E: 

commuting polynomials" encountered above. If 1T is a free 
abelian monoid we recover the ordinary commutative poly­
nomial algebra. In particular, if 1T is a free monoid with 

o 
generator t, and if TTl is the free group with generator t 
then R1T = R[t] and R1Tl = R[t, t- l ] are euclidean if R is a 

o 
field. Thus if 1T is a free monoid or group and if R is a 
field, then R1T is a coproduct of euclidean rings. 

We now come to the construction of coproducts. In 
describing them we shall use the notion of a 1T-graded R­
algebra A where 1T is a not necessarily commutative monoid. 
Such a grading consists of an R-module decomposition. 

A = UAw (w E: TT) such that AUAv c AUV (u, V E: TT). 

Let A and B be augmented R-algebras. We propose to 
describe C A * B. 

To begin with the R-module homomorphism AC A induces 
an algebra epimorphism, PA: T(A) ---> A, from the tensor 

algebra of A. Similarly we have PB: T(B) ---> B, and these 

induce an epimorphism p = PA * PB: C---> C, where C = T(A) 

* T (B"). Since 

T(A) * T (B) 

it follows that C has a natural IT-grading, where TI is the 
free monoid on two generators a and S. Specifically, 

C1 R 

-Cwa = CW eA 

cwe = CW e B (w E: TI) 
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If w E TI write Iwl for its "length", i.e. the number of 
factors a and Sin w. In passing from C to C this grading 
collapses, and we are led to introduce the monoid TI with 
generators a and 13 subject only to the relations a 2 = a and 
13 2 = 13. We map 'iT --> TI by a-I--> a and S r-> 13. In TI 
every element w ~ 1 has a unique representation of the form 
w = ai3aS .•. or w = i3ai3a .•. Thus, if w E TI then there is a 
unique preimage W E TI for which Iwl is minimal. We then de­
fine the length Iwl of w to be the length of w. 

Nmv we shall construct C and exhibit a TI-grading of 
C. If w e TI we set CW = Cwo Next define 

as follows. If w terminates with 13 let f be the w,a 
identity; this makes sense because wa = wain this case. 
If w ua for some u E TI of smaller length then we have 

wa = wand CW = CU S A, and we define f = CU SmA' w,a 
where rnA: AS 11.--> A is induced by the multiplication in 

A. 

Similarly we define f Q: CW S B --> Cwi3 . By 
w, ~ 

induction on Ivl we can then define an associative multipli-

cation f w,v 
CW S CV --> Cwv which makes C a TI-graded R-

algebra. It is augmented by ECCCW) = 0 for all w ~ 1. 

The inclusion A = R ~ 11. = C1 ~ Ca C C is an inclusion 
of augmented R-algebras, and we have a similar inclusion 
B C C. To show that the C just constructed is indeed A * B 
consider the projection p: T(A~ B) --> C which exists 
because C is generated by A~ lr c"G. Clearly p(CU) = 

cP Cu) where we also write p: TI--> TI for the proj ection 
ex t---> a, S r-> 13. 

Algebra homomorphisms hA: A --> D and hB: B --> D 

induce module homomorphlsms or A and lr from which we obtain 
an R-algebra homomorphism h: C--> D. Since h induces hA 

and hB on A and lr, respectively, and since hA and hB are 

algebra homomorphisms, it is clear that h factors uniquely 
through a homomorphism h: C ---> D. Thi$ shows that C is the 
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free product of A and B. 

We shall occasionally omit the symbol S when writing 
the multiplication in C. Thus, for example, 

For each n > 0 there are precisely two elements of length n 
in n. (An element of length n is uniquely determined by 
either its initial or terminal factor (a or 6). We filter C 
by 

and this clearly makes C a filtered ring, i.e. FnC • FmC 

CFn+mC. If a E C we shall write h(a) = n if a £ FnC but 

a i Fn-1C with the convention that FnC = {a} for n < 0, and 
hence that h(O) = - For example, h(a) < 0 <=7 a.E R. If 
h(a) = n we write -

a E gr C 
n 

FnC/Fn-1C, 

and the grC = liO gr C is a graded R-algebra in the usual 
n> n 

sense. Clearly groC = R. If n > 0 then the projection 

FnC --> gr C induces an isomorphism of R-modules, CU ~ CV 
n 

--> gr C, where u and v are the two elements of length n 
n 

in n. We shall often use this isomorphism to identify the 

two modules. If a lies in CU or CV, say in CU , we shall say 
that a is pure of type u, and write u = w(a). Thus a is 

n-l u n-l 
pure of type u if a E F C ~ C but a i F C. 

(5.13) PROPOSITION. Let A~ denote the R-algebra with 

the same underlying R-module and augmentation as A, but with 

multiplication defined by A2 = O. Define B~ similarly. Then 

grC = A~ * B~. 1£ a, b E C and if a b # 0, then ab = a b, 

and h(ab) = h(a) + h(b). 

Proof. If u, v E n then CUCV C CUV . If u and v 
Itintera~i.e. if the terminal factor of u coincides with 
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the initial factor of v, then luvl = lui + Ivl - 1. If not 

then luvl = lui + Ivl. Projecting CU into grlulC and CV into 

u v 
grlvlC, therefore we see that, in grC, C C = 0 if u and v 

interact, and otherwise CU ~ CV ---> CUV in grC coincides 
with the corresponding multiplication in C. Thus we see from 
the construction above of C that grC is obtained by the same 
construction, but applied to A~ and B~ instead. 

If a b #- 0 then, by definition, h(ab) = h(a) + h(b) 

and ex b = abo 

(5.14) PROPOSITION. Let R ---> R~ be a homomorphism 

of commutative rings. Then there is a natural isomorphism 

I.e. base change preserves coproducts of augmented algebras. 

Proof. This follows easily from the following 
adjointness property of base change: If D is an R~-a1gebra 
then HomR_a1g (A, D) = HO~~_a1g (A R R~, D). 

Now we come to the main result of this section. 

(5.15) THEOREM. (P.M. Cohn) Let R be a field and let 

A and B be augmented R-a1gebra which are N-firs. Then C 

A * B is also an N-fir, and, for each n ~ N, the group 

GL~ (C), generated by GL (A), GL (B), and E (C), is all of n - - n n --- n 

GL (C). 
n 

(5.16) COROLLARY. If A and B above are generalized 

N-euc1idean rings so also is C. 

(5.17) COROLLARY. Let G be a free monoid or a free 

group, and let A = R[G] be the monoid algebra of G over a 

field R. Then A is a generalized euclidean ring. 
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Proof. If X is a basis for G we can write X as a 
direct limit of finite subsets, and A is then a correspond­
ing direct limit. We can use this device to reduce to the 
case when X is finite, and then argue by induction on card 
X. If X has one element then A=R[t],or R[t. t-l],is gener­
alized euclidean (see (5.1)). Otherwise X = Xl lJ X2 

(disjoint), G = GI * G2 (where X. is the basis of G.) and 
~ ~ 

A = R[GI * G2] = R[GI] * R[G2]' By induction R[G.] is 
~ 

generalized euclidean (i = 1, 2), so A is generalized 
euclidean thanks to (5.15). 

The rest of this section is devoted to the proof of 
(5.15). We fix the notation and hypothese of (5.15). 
Further, we shall use the ~-grading of C discussed above, 
where n is the monoid generated by a and S with relations 
a 2 = a and S2 = S. 

Since N > 1 in (5.15) both A and B are integral 
domains. 

(5.18) LEMMA. If al~ ••• ,a ,b are non zero elements 
- r 

of A such that a.b £ R (1 < i < r) then there is a u £ U(A) 
~ --

Proof. Since A is an integral domain al b ~ 0 is a 
unit, and hence a,and b are units, so we can take u = al- l 
By induction on r we can find v such that a.v, v-Ib £ R 

~ 

(2 ~ i 2 r). Then alv = u-Iv £ R because u-Iv = (u-1b) 

(b-Iv) = (u-Ib) (v-Ib)-l £ R. q.e.d. 

We shall call c £ C left (resp., right) reduced if 
h(c) 2 h(ue) (resp., h(c) ~ h(cu)) for all u £ U(A) U U(B). 

(5.19) PROPOSITION. Let a and b be non zero elements 

of C such that either a is right reduced or b is left 

reduced. Assume that a b = 0 in grC. Then a is pure of type 

w(a), b is pure of type w(b) , and a b is pure of type 

w(a) web). In particular h(ab) = h(a) + h(b) - 1. 

Proof. Since a b = 0 neither a nor b can be in R. Say 
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r = h(a) and s = h(b), and write a = aA + aB and b = Ab + Bb. 

The summands here correspond to the decomposition gr C = 
r 

Cua $ CuS and grsC = Cax $ CSy • Thena b = aA Ab + aA Bb + 

a B Ab + aA Bb = aA Bb + aB Ab £ CuaSy $ CvSax . Therefore 

o or Bb = O. Similarly aB = 0 

or Ab = O. It follows that a and b are pure of interacting 

types: either a = aA and b = Ab or a = a B and b = Bb. Assume 

the former is the case, and say b is left reduced. (The 
other cases will follow by symmetry). 

Write a = a + a + .•• and b b + b + in 
ua u ax x 

n-homogeneous coordinates. Then ab = (a • b + a • b) , ua x u ax 

+ ••• where all the undenoted terms lie in f+s-2 C• There­

fore the assertion that ab is pure of type w(a)w(b) = uax 

is equivalent to the assertion that h(ab) = r + s - 1, and 

in any case it is < r + s - 1. 

If r = s = 1 then h(ab) = 1 thanks to (5.18), because 
r-1 a or b is reduced. If r > 1 write a = E c. d. mod F C, 

1 1 

where (c.) is an R-basis for CU and d. £ A. Then if ab £ 
1 1 

yr+s-2C we conclude also that h(E c. d.b) < r + s - 2. Since 
1 1 -

s-l ax. ax d.b £ F C $ C and Slnce the sum E c. C is direct it 
1 1 

follows that d.b £ 
1 

s-l F C for each i. This is impossible if 

d. ~ 0 and d. £ R. Choosing an i for which d. ~ 0 we can 
111 

replace a by that d. and reduce to the case r 
1 

1. 

Now apply the same reasoning to b, and we find that 
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s-l x b = E e. f. mod F C where (f.) is an R-basis for C and e 1• 1 1 1 

E A. It follows as above that ae. E Fr-IC = R for all i. 
1 

According to (5.18) there is au E U(A) such that au-I, ue. 
s-l 1 

E R for all i. Hence ub = E uei fi mod F C. But uei fi E 

Rf. C CX C Fs-IC so s-l ub E F C, contradicting the assumption 
1 

that b was reduced. q.e.d. 

Remark. The proof of (5.19) shows that a b depends 

only on a mod Fh (a)-2c and on b mod Fh (b)-2C• 

Proof of (5.15) when N 1. We must show that C is an 
integral domain and that U(C) is generated by U(A) and U(B). 
Suppose a and b are not zero. Let u be a product of units in 
U(A) and U(B) so that au is right reduced: If ab = 0 then 

au u-Ib = 0 whereas (5.19) implies h(ab) ~ h(u-Ib). There­

fore C is an integral domain. If a E U(C) choose u as above. 

If au i R then the equation (au) (au)-l = 1 contradicts 

(5.19) again. Therefore au E U(R) C U(A) so a is in the sub­

group generated by U(A) and U(B). q.e.d. 

(5.20) PROPOSITION. Suppose cl' •..• c E C (n ~ N) 
n 

are such that there is a relation E c. d. E Fs-IC with 
1 1 

h(Ci di ) = s (i ~ i ~ n). Then there is a 0 E GL~(C) such 

that h(yo) < h(y), where y = (CI""'Cn) and we write h(y) 

= E h(c.) and similarly for h(yo). 
1 

Proof that (5.20) =? (5.15). We prove (5.15) by 
induction on N, the case N = 1 being accounted for above. 
According to (5.5) it suffices to show that, if cI""'c 

n 
are right linearly dependent, we can find 0 E GL~(C) such 

n 
that yo has a zero coordinate. Choose 0 so that h(yo) is 

minimal, and let y yo = (Cl~ •..• ,cn~)' If no ci~ is zero 

let E c.~ d. = 0 be a dependence relation. Say h(c.~ d.) = S 
1 1 1 1 
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for i < m and h(c.' d.) < s for i > m after relabeling. 
- 1 1 

Then by (5.20) there is a 0' E GL'(C) such that h(CI', ... 
m 

em-)o-) , h(eJ-, ••• ,em-)· Putting 0" • G- ~) we have 

hey' Oil) < hey'), contradicting minimality. q.e.d. 

Proof of (5.20). We shall argue by induction on n, 
the case n = 1 being vacuous. This permits us to assume that 
no proper subset of cI""'c satisfies a relation of the 

n 
type given. We can also assume that all the c. are right 

1 

reduced. 

From the fact that h(c. d.) = s we conclude using 
1 1 

(5.13) and (5.19), that h(c.) < s for each i. We shall 
1 -

assume the ci's listed so that h(cI) ~ h(c2) > ~ h(cn ). 

Case 1. In grC, c. d. =f 0 for each i. 
1 1 

We claim cI is a right linear combination of c2,"" 

c Lifting such an expression to C it will follow that we 
n 

can subtract a linear combination of c2""'c from cI and 
n 

lower h(q). 

If some di E R then we must have d l E R, and the con­

clusion is clear. If each d. has positive degree we can 
1 

wri te it as d. = d. A + d. B in 1T -homogeneous coordina tes , 
111 

where the terminal factor of the 1T-degree of diA is a, and 

that of d. is S. Then the two sums in Z c. d. A + Z c. d. B 1B 1 1 1 1 

= 0 are independent, so each separately equals zero. Either 

dlA or dl B is not zero, say dlA=f O. Write d. A = Z. e .. a. 
1 J 1J J 

where e .. has 
1J 

lower degree and where (a.) is an R-basis for 
J 

A . The terms of the 

so we have Z. c. e .. 
1 1 1J 

sum Z. (Z. c. e .. )a. = 0 are independent, 
J 1 1 1J J 

o for each j. The degrees of the 

coefficients have been reduced so our conclusion 
applying induction (on the minimum of the degrees 
coefficients) to an equation for which e,. =f O. 

-] 

follows by 
of the 
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Assume h(c.) = r for i < m and h(c.) < r for i > m. 
~ - ~ 

Case 2. In grC, c. d. # 0 for some i < m. 
l l 

We can assume Cl d l # 0, and again we will show that 

h(Cl) can be reduced by subtracting a linear combination of 

Suppose i > 1 and c. d. = O. Then c. and d. are pure, 
~ ~ ~ ~ 

say of types w(c.) ua and w(d.) = av (see (5.19)). Then we 
l ~ 

can write d. = E x .. e .. so that x .. E A, h(e .. ) < h(d.), 
~ ~J ~J ~J lJ ~ 

and either c. x .. e .. # 0 or else h(c. x .. e .. ) < s. In the 
~ ~J ~J ~ ~J ~J 

s-l congruenceE c. d. = 0 mod F C leave the terms for which 
~ l 

c. d. # 0 unchanged, and replace the others by the express­
~ ~ 

ions E: c. x .. e .. , where E: means summation over only those 
J ~ ~J ~J J 

terms such that h(c. x .. e .. ) = s. Then by case 1 we can 
~ 1J ~J 

reduce h(Cl) by subtracting a (right) linear combination of 

the c. for which C. d. # 0 together with the c. x .. for the 
~ ~ ~ 1 ~J 

other i > 1. Altogether the latter is a right linear combin-

ation of c2""'c , so case 2 is established. 
n 

Case 3. We have c i di = 0 (1 ~ i~ m). 

The remark after the proof of (5.19) shows that c. d. 
~ ~ 

depends on d. only modulo Fh (d i )-2. If h(d.) > 1 for all i, 
~ ~ 

therefore, we can modify the d. 's to have no constant term 
~ 

and then write di = diA + diB in CA ~ CB. Then the congruence 

E c. d. 
~ ~ 

s-l = 0 mod F C breaks up into two congruences permit-

ting us to assume, say, that each d. E CA. Then we can write 
~ 

d. = E d .. a. where (a.) is an R-basis 
~ ~J J J 

for A and h(d .. ) < 
~J 

h(d.). Then we conclude that E. c. 
~ ~ 1 

s-2 
d .. = 0 mod F C for 
~J 
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each j, and at least one c, d" has height> s - 1. By 
1 1J -

induction on s, therefore, we can assume that h(d,) < 1 for 
1 

some i. If some d, E R then that c, is a linear combination 
1 1 

of the remaining C" Hence we can assume that h(d,) = 1 
J 1 

(1 < i ~ m), and h(d,) > 1 for i > m. 
1 

It follows from (5.19) that c1' d, is pure for 1 < i 
1 -

< m. If we segregate the terms with terminal factor a and S, 

respectively, for their types, and then write di = diA + diB 

for i > m (as above), we can obtain two separate congruences 

from 1: c, 
1 

s-l di - 0 mod F C. If both types occur among cl d 1 , 

••• , cm dm then the two resulting congruences will each 

involve fewer than n terms, and the proof concludes by 
induction on n. 

Therefore we may assume cl 

of the same type. It follows that 

either A or B, say in A. Moreover 

w(c, ) = ua for some u. 
1 

Let J denote the R-module 

the form c,d such that i > m and 
1 

d1,··.,c 
m 

dl,· .. ,d 
m 

d are all pure 
m 

all lie in 

each c, is pure of type 
1 

generated by elements of 
s-l ua 

c,d E F C + C . We claim 
1 

that J + Fs-lC = 
- s-l u 

VA + F C where V is an R-submodule of C . 

For let V be the largest R-submodule of CU such that VA c 

s-l J + F C. To show that every c,d as above lies in VA + 
1 

Fs-lc we can of course assume h(c,d) = s. 
1 

If c,d # 0 then we can modify d, without changing 
1 

c,d = ~,d, so that d E CA. Then we can write d = 1: e, a, 
1 1 J J 

where h(e, ) < 
J 

h(d) and (a, ) 
J 

is an R-basis for A. From 

-----
c.d = L:. c, e, a, we conclude that c,d = L:. c, e, a, • There-

1 J 1 J J 1 J 1 J J 

fore, c, e, E V + Fs - 2C for each j , so c,d E VA + Fs-lc. 
1 J 1 
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Next suppose cid = O. Since c i is reduced it follows 

from (5.19) that s = h(c.d) = h(c.) + h(d) - 1 < s - 1 + 
~ ~ -

h(d) - 1, so we have h(d) > 2. Further, since c.d is pure of - ~ 

type ua it follows that d is pure of type w(d) = va for some 

v. Without changing c.d mod Fs-IC we can further assume that 
~ 

d = d + ~ d where v~ is v with its initial factor removed. 
va v a 

v-:- v"'- v 
Therefore c.d E c.C A + c.C A, and the modules c.C and 

~ ~ ~ ~ 

c.Cv~ project, modulo Fs - 2C, into V C Cu. Therefore again 
~ 

c.d E VA + Fs-IC. 
~ 

Now we return to our congruence (*) (ci d l + ••• + 

cm dm) + (cm+l dm+l + ••• + cn dn ) = 0 mod Fs-IC. The second 

term in parenthesis lies in Fs-IC ~ VA, as we have just 

s-l u-:-
proved, and cI' ••• ,c E F C ~ C A. Passing to 

m 

(FS-IC ~ C~) / (Fs-IC ~ VA) 

'" (Cu/V) ~ A 

the congruence (*) becomes a linear dependence relation over 

A between the images of cI, ••• ,c • Since (Cu/V) @ A is a 
m 

submodule of the free A-module (Cu/V) @ A, it follows from 

the fact that A is an n-fir that there is a 0 E GL (A) such 
m 

that, if (CI' ••• ,C )0 = (cI~' ••• 'c ~), we have c ~ E Fs-IC 
m m rn 

- s-l 
$ VA. Hence, modulo F C, c ~ is a linear combination of 

m 

crn+l, ••. ,cn ' so we can reduce h(cm~) to something ~ s - 1. 

since we still have h(c.~) < s (1 < i < m) we have succeeded 
~ - --

in reducing L h(c.), as claimed. q.e.d. 
~ 
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§6. SESHADRI'S THEOREM 

It states, under suitable hypotheses, the following: 
Let R be a commutative ring, let S be a multiplicative set 
in R, let A be an R-algebra, and let P € ~(A). Then if S-lp 
is a free S-l A-module, P is a free A-module. 

In the original version of Seshadri, R was a principffi 
ideal domain, S was R-{O}, and A was R[t], a polynomial ring 
in one variable. In this case S-lp is automatically free, 
clearly, so he deduced that all P € ~(R[t]) are free. 
Seshadri's argument applies to somewhat more general situa­
tions, as many authors have observed, and we shall present 
such a generalization. While the hypotheses are necessarily 
quite restrictive, they allow certain non commutative R­
algebras A. Moreover it is useful to further allow a more 
general type of multiplicative set than heretofore consider­
ed, and we begin by taking up this point. 

Let R be a commutative ring, and let S be a multi­
plicative set of invertible ideal in R. We propose to con­
struct a localization functor M ---> S-lM from mod-R to mod­
S-lR with all the properties of ordinary localization, with 
which it coincides when the ideals in S are principal. Let 
L be the full ring of fractions of R. Then if a € S we have 
a- 1 C L, and -

(~ € S) 

is clearly a subring of L. It is more convenient to write 

(~ € S), 

the maps in the direct system being the inclusions. If M € 

mod-R then we set 

We used here the fact that GR and lim> commute. Since G~-l 
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is exact (~-l is projective) and since lim~ is exact, 

we see that S-1 is an exact functor mod-R ---~ mod - S-IR. 

There is a natural homomorphsim 

and (see (I, 8.2)) its kernel is the union of the Ker(M eRR 

---> M eR ~-1) (~£ S). We claim the latter is just 

an~(~) = {x £ M x ~ = OJ. Since ~ is finitely generated 

(being invertible) it suffices to check this locally. There­

fore we may assume a = aR is principal. But then the homomor­

phisms M e R R ---> M eR a- 1R and M ~> M are isomorphic, 

and the latter clearly has kernel an~(a). 

Let A be an R-algebra. Then evidently S-IA is an 

S-IR-algebra, and S-1 induces an exact functor 

We claim: 

If M £ ~(A) then S-IM = 0 ~ M~ = 0 for some ~ £ S. 
The implication ~= is clear. For the converse we apply the 
conclusion of the last paragraph to each of a finite set of 
A-generators of M, and let a be the product of the annihil­
ating ideals so obtained. -

We have the natural homomorphism of S-IR-modules 

for P, M £ mod-A. Evidently hA is an isomorphism, so it 

follows from additivity that ~ is also for all P E ~(A). 

Using half exactness and the 5-lemma it now follows by a 
standard argument that hp is an isomorphism whenever P is a 

finitely presented A-module. 
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(6.1) THEOREM (Seshadri, ..• ). Let R be a commutative 

ring, and let S be the multiplicative monoid generated by a 

set S of invertible prime ideals in R. Let A be an R-alge-
o 

bra which is faithful and flat as an R-module and such that 

for each E. E So and ~ E S, A/AE. is generalized n-euclidean 

ring (see (5.4)) and A~/A~ ~ A/AE.' Let P, Ll, ... ,Ln E ~(A) 

be such that L./L. ~ A/A (1 < i < n) for each n E S , and 
1. 1. E. E. - - L. 0 

SUCh that S-lp ~ S-IL where L = Ll~ ... ~ L . Then there is , ----- n 
an a in the group ~ generated by S such that 

(1) 

Moreover, if ~l"" '~n E S are such tha t ~l'" ~n ~ R, then 

(6.2) COROLLARY. Suppose above that A/AE. is general­

ized euclidean for each E. E S and that every module in 
o 

~(S-lA) is S-lA-free. Then if P # 0 and P E ~(A) we have 

P ~ Aa ~ An- l for some a E S and some n > 0. 

Proof. By hypothesis S-lp ~ S-l(An ) for some n > 0, 

so we can take each L. = A above. q.e.d. 
1. 

(6.3) EXAMPLES. Suppose A and B are augmented R-alge­
bras for which the hypotheses of (6.1), vis-a-vis So and S, 

hold. Then they hold also for A *R B; this follows from 

(5.15). 

Let R be a Dedekind ring and let A = Rn, where n is a 

free monoid or group. Then it follows from (5.17) that A/AE. 

is generalized euclidean for all E. E max(R). Moreover the 

same is true of S-lA, where S-IR is the field of fractions 

of R. Thus we can apply (6.2). 
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(6.4) COROLLARY. Let R be a Dedekind ring and let n 

be a free monoid or free group. If P E ~(Rn), P # 0, then 

P ~ (Rn SR L) ~ (Rn)n-1 for some L E Pic(R) and some n > 0. 

Proof of (6.1). We shall carry out the proof in 
several steps. 

(i) .!i H E ~(A), ~ E S, and E. E So' then H~ ~ H SR ~, 

and H~/H~ ~ H/HE.' (We regard H~C S-lH). 

Since A is R-f1at so also is H(E ~(A)). Therefore H ~ 

preserves the exactness of ° ---> ~ ---> S-lR, so H @R ~ is 

thus identified with Ha C H SR S-IR = S-IH. (In case a = R 

we see that H is embedded in S-lH). 

In general we can write ~ = ~ ~-l with ~, ~ E S. Then H~/H~ 

~ H£-l/H£-lE. ~ H/HE., applying the special case above to 

(H£-l and~) and to (H£-l and £), respectively. This proves 

(i). 

A splitting of an H E ~(A) will mean a direct sum 

decomposi tion H = H l~ ... ~H such that H. IH.E. ~ AlAE. for all 
n 1 1 

£ E So (1 2 i ~ n). 

(H) Let H = Hl~" .~H be a split submodu1e of Q E 
n 

~(A), and assume Q~c H for some E. E So and b E S. Then 

(H nQ£)IHE. ~ (A/A£)r for some r (0..:: r:5.. n), and there is a 

module, H, such that Q~c He Q, and with a splitting H 

Consider the exact sequence of (A/AE.)-modu1es 
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j o -> (H n QE.) IHE. -> H/HE. -> Q/QE.' 

We have Q/QE. E ~(AIAE.)' and H/HE. ~ (AIAE.)n. Thus Im(j) is a 

submodule with ~ n generators of a projective (AIA£)-module, 

so (5.2) implies that Im(j) is (AIAE.)-free. In particular 

H/HE. ~ Im(j) ~ Ker(j), so Ker(j) also has ~ n generators and 

is therefore also free; say Ker(j) (AIAE.)r and Im(j) ~ 

(AIAE.)s. Then (5.1) (a ) implies r + s = n. 
n 

Write M~ = MIME. for M E mod-A. Then there is an a E 

AutA~(W) such that a~(H1~ ~ ... ~Hr~) = Ker(j), and hence 

a~(H;+l ~ ... ~Hn~) is mapped injectively by j. Now AutA~(H~) 

~ GL (A~) = GE (A~), the latter equality because A~ is 
n n 

generalized n-euclidean. Therefore we can write a E~O~ 

where E~ E E(HI ~, •.. ,H ~) and o~ is represented by a 
n 

diagonal matrix with respect to a basis consisting of 
elements in the various H .. Since o~(H.~) = H.~ for each i 

1 1 1 

it follows that Ker (j) E ~ (H 1 ~ ~ ... ~ H ~) also. According 
r 

to (3.3) there is an E E E(H1, ..• ,H ) which reduces modulo 
n 

E. to E ~. 

Let G = dHl ~ •.. ~ H ), so that G + HE. = H n QE.' Put 
r 

-1 -1-1 H = GE. ~ dHr+l ~ ..• ~ Hn) = GE. + H = (Hn QE.)E. . Since 

QEE.C H n QE. we have Q~C (H n QE.)E.- 1 = H. There now remains 

only to be shown that 

(* ) 

r 
We have HE. CHand HE./RE. ~ (AlAE.) for some 

reO ~ r ~ n). Under these conditions we will show, by 

induction on r, that (*) holds. If r = 0 then HE. = HE. so H 

= H. Assume now that r > O. Choose E as above and put K = 
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£(H 1)£-1 ~ £(H2 ~ ••• ~ H ). Then, using part (i) of the proof 
n 

we see that this is a splitting of KC H, and clearly H£/K£ 

~ (A/A£)r-l. By induction, therefore, H ~ £(Hl)£-r ~ £(H2 ~ 

••• ~ H ) ~ H1£-r ~ H2 ~ ••• ~H . 
n n 

(iii) The isomorphism (2) holds. 

Since S is a free abelian group with basis So it will 

suffice to show that, if £ £ So, and if i ~ j, then L ~ 

-1 II 
Li£ ~ Lj£ ~ k~i,j Lk • For, according to (i), the right 

side of this is a new splitting of L, and the isomorphism 

(2) can then be realized as the composite of a finite 

sequence of isomorphisms of the above type. 

To prove the isomorphism above there is no loss in 

assuming (i, j) = (I, 2), just to simplify writing. Let H 

Ll ~ L2£ ~ L3~ •.. It L C L. Then L.E. CHand L£/H£ ~ L2£/L2£2 
n 

~ L2/L2£ ~ A/A£, using (i). Thanks to (ii) now we conclude 

that L ~ Ll£-1 ~ L2£ ~ L3 ~ ... ~ L . q.e.d. 
n 

(iv) The isomorphism (1) holds. 

By hypothesis we can identify S-lp with S-I L. Every 

element of S-l p /p is annihilated by some element of S. If we 

apply this to the images in S-I£/£ of a finite generating set 

of L we obtain an a £ S such that LaC P. Put H = L~ = Ll~ ~ 
••. ~ L a. There is also a c £ S such that Pc C H. It follows n-
from (iii) that H = HI ~ H2 ~ ..• ~ H where H. ~ L. (1 < i < 

n 1. 1. -

n 
n) and HI ~ Ll~ • It will therefore suffice to show that P 

~ Hl~' ~ H2 ~ •.. ~ H for some~' £ S, and we shall do this 
n 

now by induction on the number of prime factors (in So) of 
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of c. If c = R then H = E and there is nothing to prove. 

Otherwise we can write £ = ~ with E E So and b E S. We can 

- -r 
apply (iii) now to find H ~ HIE ~ H2 ~ ... ~ H for some r, 

n 

and such that P~C HC p. Since b has fewer prime factors 

than £ the desired isomorphism follows by induction. 

This concludes the proof of Theorem (6.1). 

We shall close this section by outlining the proof of 
some further applications of Seshadri's Theorem. 

(6.5) COROLLARY. Let R be a commutative noetherian 

ring of dimension < 1 having only finitely many non inver­

tible maximal ideals. Let A = R[T] where T is a free group 

or monoid on one generator t. Then if P E ~(A) has constant 

rank> 0, it is the direct sum of an invertible module and 

of a free module. 

Proof. Let ~ be the product of all non-invertible 

maximal ideals in R, and put S~ = 1 

sEEn S~ then E is invertible, so 

tion ring. Assuming that spec(R) is 

+~. If E £ max(R) and 

R is a discrete valua­
E 

connected (which is no 

essential restriction for the problem at hand) it can be 

shown that s is not a zero divisor. This derives simply from 

the fact that ~ is an integral domain whenever SEE. 

Let S be the set of primes in A generated by the 
o 

maximal ideals of R which meet S~. Then clearly S satisfies 
o 

the conditions in (6.1), and the ring S-IA in (6.1) coin-

cides with S~-IA. If m £ max(A) meets S~ then A is a loca1-
m 

ization of RE[T], E = ~ nR. Since RE is a DVR it follows 

that R [T] is a unique factorization domain, so that S~ is 
E 

factorial for A. Hence it follows from (III, 7.17) that 
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Pic (A) ---> Pic(S~-lA) is surjective. 

With the aid of (6.1), therefore, the corollary will 

follow once we establish that the conclusion of the coroll­

ary is valid for S-IA in place of A. In turn, the latter 

will follow from Serre's Theorem (see (2.6) and (2.7)) if we 

can show that max(S-lA) is a finite union of subspaces of 

dimension < 1. 

Now S~-lA = R~[Tl where R~ 

ring of dimension < 1. If dim R~ o then dim max(R~[Tl) 

1. On the other hand, if dim R~ = 1 then dim (R~/rad R~) < 

dim (R~) so it follows from (III, 3.13) that max(R~[T]) is 

a union of two subspaces of dimension < 1. q.e.d. 

(6.6) COROLLARY. Let n be an abelian group of rank 

one and let A = ~TI. Then the conclusion of (6.5) is valid 

for A. 

Proof. By a direct limit argument we can reduce to 
the case when TI is finitely generated. Then TI = TI X T where 

o 
TI is finite and T is infinite cyclic. Putting R Zn we o = 0 

have A = R[T], and the hypotheses of (6.5) apply to R = ~TIo 
(Every maximal ideal of R not containing the "conductor" 

(see XI, §6)) from ZTI to its integral closure in QTI is 
=0 -0 

invertible). 

A refinement of the above methods, due to End6[11, 

can be used to prove an analogue of (6.5) for a free abelian 

group or monoid on two generators. In this case, however, R 

must be assumed to the semi-local of dimension < 1. The idea 

is to show that A = R[T] has a "large" set S of invertible 
o 

primes of the type occurring in (6.1), and then to show, as 

above, that max(S-lA) is a union of subspaces of dimension 
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< 1. A broad generalization of Seshadri's theorem has recent­
ly been obtained by Murthy [1]. He extends the theorem to 
the coordinate ring of any affine surface (over an algebra­
ically closed field) which is birationa11y equivalent to a 
ruled surface. 

HISTORICAL REMARKS 

The treatment of the stability theorems here follows 
closely that of Bass [1]. There are, however, a number of 
technical improvements of the results as presented in that 
reference. 

The material of §5 is taken from papers of Cohn, 
especially Cohn [1]. I have used a description of free 
products which is due to Stallings [1]. 

Seshadri's Theorem has precedents in a long series of 
papers by various authors. The exposition here is taken from 
Bass-Murthy [1] and Bass [2]. The first of these references 
contains a more extensive bibliography. In particular, as is 
pointed out there, Endo[l] has contributed greatly to the 
present form of the theorem. 



Chapter V 

THE STABLE STRUCTURE OF GL n 

This chapter treats, essentially, the problem of 
classifying all normal subgroups of GL (A), where A is any 

n 
ring. The theory is satisfactory for "sufficiently large" n. 
Indeed, if we pass to GL(A) = lim GL (A) (see §l) then 

rr-->c:o n 
one can give a first order solution which is valid for 
arbitrary A: The normal subgroups are each sandwiched 
between two groups of the form E(A, ~)c GL(A, ~), for some 
two sided ideal~. Here GL(A, ~) = Ker(GL(A) -> GL(A/~)) 
the "congruence group of level ~", and E(A, ,9) is the normal 
subgroup generated by all "~-elementary" matrices. Moreover 
we have the commutator formula, [GL(A) , GL(A, ,9)]= E(A, ,9), 
so that the classification of normal subgroups of GL(A) is 
reduced to the calculation of the abelian groups 

The main results of this chapter (see §4) give 
conditions, of the type occurring in Chapter IV, for results 
like those above to hold in GL , for finite n. For example, 

n 
let A be a finite algebra over a commutative noetherian ring 
of dimension d. Then if n > d + 3 one can largely reduce the 
classification of normal subgroups of GL (A) to the calcula-

n 
tion of certain abelian groups, GL (A, ~)/E (A, ~), and the 

n n 
latter map isomorphically onto Kl(A, ~). 

219 



220 PROJECTIVE MODULES AND THEIR AUTOMORPHISM GROUPS 

The proofs of these results are quite long and 
technical. The exposition is based partly on that of Bass 
[1], but mainly on Chapter II of Bass-Milnor-Serre [1]. In 
the latter reference that stability theorem is used to solve 
the "congruence subgroup problem" for the special linear 
group over a ring of algebraic integers. This type of 
application will be discussed below, in Chapter VI, in a 
rather general setting. 

In the basic theorems here we allow A to be non 
commutative. (This was not the case in Bass-Milnor-Serre). 
For this reason the results are not completely trivial even 
in "dimension zero", i.e. when A is a semi-local ring. For 
example, the theory here touches upon Dieudonne's theory of 
non commutative determinants, when A is a division ring 
(cf. §9), and upon work of Klingenberg [1], when A is local. 

The groups K1(A, s) introduced above will appear in 
later chapters in a slightly different guise. The methods 
developed in those chapters will permit us to compute these 
groups in many interesting cases (cf., for example, the last 
sections of Chapter XII). 

§l. ELEMENTARY MATRICES AND CONGRUENCE SUBGROUPS 

Let A be a ring. Then GLn(A) = AutA(An) where An 

A~ ..• ~A is the standard free right A-module. We shall 
write 

E (A) = E(A, ... ,A), 
n 

where the notation is that of (IV, §3). If, as we shall do 

freely, we identify endomorphisms of An with the correspond­
ing matrices, then E (A) is generated by elementary matrices, 

n 
E = I + ae .. (a E 

n ~J 

with 1 in position 
E is s-elementary, 
E S. The group 

A, i #- j), where 

(i, j) and zeros 
where S is a two 

E (A, S) = E(A, •.. ,A; S) 
n 

e .. denotes the matrix 
1J 

elsewhere. We shall say 
sided ideal in A, if a 

(again in the notation of (IV, §3») is thus the normal 
subgroup of E (A) generated by all s-elementary matrices. 

n 
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As a special case of (IV, 3.3) we have. 

(1.1) PROPOSITION. Let q be a two sided ideal in A. 

and let f: A ---> B be a surjective ring homomorphism. Then 

f induces an epimorphsim E (A, ~) ---> E (B, f(~) for all 
n n 

n > 1. 

(1.2) PROPOSITION. Let A be a ring, let a, b E A, and 

let u, v E U(A). Then we have the following formulas in 

GL (A). 
n 

(a) -.!! i i: j then A -> GLn(A) , a 1-> I + ae . . , 
1J 

is a monomorphism of groups. 

then 

and 

if i i: 

(b) 

(b) ~ i, j, and k are distinct (so n must be > 3) 

[I + 

(c) G 

ae .. , 
1J 

:P :) 

I + ab eik . 

= (~ u -lav) 
1 ' 

[G ~), (~ :lG u-1av -a) 
1 

Proof, Recall that e .. ekh = tS jk e ih . Hence e~. 0 --- 1J 1J 
j and (a) follows from this. 

[I + aeij , I + bejk1 = (I - ae .. - be jk + ab e ik) 
1J 

(I + ae .. + bejk + ab e ik) 
1J 

(I ae .. - bejk + ab e ik) 
1J 

+ (aeij ) + (bejk - ab e ik) 

+ (ab e ik) = I + ab e ik , 
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(c) 
(uo Vb\ (01 bVl-1) (UO vO) 1 ' and the left factor 

commutes with I + ae12. Hence 

(~ j (~ :) "(~-l v~l) G :) (~ :) 
G u-:av). 

and [(~ :). (~ :)] "(~ -:) (~ u-:1 
G u-1a: -a) 

. q.e.d. 

(1.3) COROLLARY. If A is a finitely generated Z­

algebra then E (A) is a finitely generated group for all 
n 

n2 3. 1i A is a finite ~-algebra then E2 (A) is likewise 

finitely generated. 

Proof. E (A) is generated by a finite number of sub-
--- n 

groups, each isomorphic to the additive group of A, by (1.2) 
(a); this proves the last assertion. 

Suppose a = 1, al, ... ,a generate A as a ring. Let 
o r 

S = {I + a i e jk I 0 ~ i ~ r, 1 ~ j, k ~ n, j # k}, a finite 

set. Since n ~ 3 it follows, by induction, from (1.2) (b) 

that the group generated by S contains all I + Me .. for all 
~J 

i # j and all monomials M in a , ... ,a . These M's generate 
o r 

A additively so it follows now from (1.2) (a) that S 

generates E (A). g.e.d. 
n 
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(1.4) COROLLARY. Assume n > 3. Let He GL (A) be a - --- n----
subgroup normalized by En(A). Let T be a family of elemen-

tary matrices contained in H. Then H ~ En(A, ~) where ~ is 

the two sided ideal generated by the coordinates of I - a 

for all a £ T. 

Proof. If a = I + ae .. £ T then it follows from (1.2) 
lJ 

(b), thanks to the fact that n > 3, that H contains all 
matrices of the form I + bac eh~ (b, c £ A; h ~ k). The 

E (A)-normalized subgroup generated by these is E (A, AaA). 
n n 

Letting a vary now, the corollary follows easily. q.e.d. 

(1.5) COROLLARY. Assume n > 3. Let ~ and ~~ be two 

sided ideals in A. Then 

E (A, S!l~) C [E (A, ~), E (A, ~~)]. 
n n n 

In particular 

Proof. The group [E (A, ~), E (A, ~~)] is normalized 
---- n n 

by E (A), and (1.2) (b) implies it contains all qq~-e1emen­
n 

tary matrices; now apply (1.4). The inclusion E (A, s)~ 
n 

[E (A), E (A, ~)] holds because E (A) normalizes E (A, ~). n n n n 

We now introduce some notation which will be used 
throughout this and the ensuing chapters. Let A be a ring. 
For n, m > 1 we shall regard GL (A) as a subgroup of - n 
GLn+m(A) via the monomorphism 

0: 1---> 0: & 1m = (~ ~m) (GLn (A) C GLn+m (A)) . 

Passing to the limit we obtain 

GL(A) = U GL (A) 
n n (= lim GL (A»). 

--->n n 
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We can think of the elements of GL(A) as infinite matrices. 

(a E GL (A) for some n). 
n 

In particular we have identified U(A) = GLl(A) with 
the set of diagonal matrices, diag(u, 1, ... ,1) in GL (A), 

n 
for each n. These are a subgroup of 

D (A) = {diagonal matrices in GL (A)}. 
n n 

Let S be a two sided ideal in A. Then the principal 

congruence subgroup of level S in GL (A) is 
n 

GL (A, s) = Ker(GL (A) -> GL (A/s.)). 
n n n 

More generally, we shall say that H C GL (A) is a subgroup 
n 

of level S if H is a subgroup such that 

E (A, S) C H C GL (A, S). 
n n 

(1) If n > 2 then the level of, H, is uniquely determined 

To see this it suffices to show that if E (A, S)C 
n 

GL (A, S') then seq'. Let f: A ---> A/q'. Then our 
n 

assumption and (1.1) imply that En(A/q', f(g))= {1}. Since 

n > 2 this clearly implies f(S) = (0), i.e. that SC S'. 

If a is an m x n matrix over A we shall write 

T 
a 

for its transpose. It is an n x m matrix over AO (not A!). 

If as is defined then TS Ta is defined and equals T(aS). 
In particular we have a ring antiisomorphism 

M (A) transpose> M (Ao). 
n n 

As sets M (A) = M CAO) , and hence it makes sense, and is 
n n 
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true, to say that all the groups introduced above are 
invariant under transposition. 
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If A is commutative we have the determinant, and its 
kernel, 

We write 

SL (A) 
n 

Ker(GL (A) det ~ U(A)). 
n 

SL (A, s) = SL (A) n GL (A, s), and 
n n n 

SL(A, s) = U SL (A, s). 
n n 

The inclusion U(A) = GLl(A) C GL (A) is a right inverse for 
n 

det. Thus we have 

E (A, s) c SL (A, s) c GL (A, s) n n n U(A, s) 

• SL (A, q). 
n 

As before, all of these groups are invariant under trans­
position. 

We shall further write 

D (A, s) = D (A) n GL (A, s). 
n n n 

In case n = I we have U(A, s) = GLl(A, s) = Dl(A, s). The 
group generated by E (A, s) and D (A, s) will be denoted 

n n 

GE (A, s). 
n 

The subgroups introduced above are "stable" in the sense 
that the embedding GLn(A) C GLn+m(A), induces embeddings of 

these subgroups. Thus we can introduce 

E(A) =U E (A) n n 

E(A. s) =U E (A. s) 
n n 
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GL (A, s..) = U GL (A, s..) 
n n 

D(A, s..) = U D (A, s..) 
n n 

GE(A, s..) = U GE (A, s..), etc. 
n n 

(1.6) PROPOSITION. For all n > I, E (Z) 
n = 

GE (Z) = GL (Z). 
n = n = 

SL (Z), and 
n = 

Proof. Since Z is euclidean this follows from (IV, 
5.9) . 

The next result is a basic tool in what follows. It 
shows that, modulo the elementary subgroups, the group law 
in GL and the direct sum coincide. 

(1. 7) PROPOSITION ("Whitehead Lemma"). Suppose a £ 

GLn(A) and b £ GLn(A, s..), where s.. is a two sided ideal in 

A. Then 

fa 0):::: (ab 0) = (ba 0) 
\0 b 0 I - 0 I 

'(~b :) mod E2n (A). 

These congruences apply to both left and right cosets. 

Proof. We shall give the proof for left cosets. The 
proof for right cosets is similar. Alternatively one can 
deduce the latter from the former with the observation that 
all subgroups involved are invariant under transposition. 

Firstwehave(~b ~)=(~ ~)(~I ~) and it 

follows from (1.6) that (~I ~) £ E2n (A). 

Write b = I + q, so that q has all coordinates in s... 
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Then direct calculation shows that 

E E2n (A, ~). Therefore 

227 

(ab 0\ = (a 0) (b ~) = (a 0) 
o I) 0 bOb 1 - 0 b 

mod E2n (A, ~). 

Finally, we have 

(a-l~-la ~) 

G (ba~-l' G -a:l'(~ ~ 
(~b-1qa ~) E E2n (A, ~). q.e.d 

(1.8) COROLLARY. Let ~ be a two sided ideal in A. 

(a) If a1, ... ,a E GL (A, n) then - m n ..::l.-

diag(ar. ... ,a ) =: diag(a1 •.. a ,I, ... ,I) mod E (A,~). 
m m nm 

(b) D (A) normalizes E (A, ~, and GEn(A, ~) 
n n 

U(A, ~) • E (A, ~). 
n 

(c) GE (A, ~) contains all generalized permuta­
n 

tion matrices (see proof for definition). 

Proof.(a) diag(a1, ... ,a ) =: diag(a1, ... ,a ) diag(I, 
m m 

... ,I,a ,a -1) = diag(a1, ... ,a 1· a ,I) mod E (A,~) by 
m m m- m nm 
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the Whitehead Lemma. Now (a) follows by induction on m. 

(b) If oED (A) and if E is ~-elementary then it 

n ° follows from (1.2) (c) that E is ~-elementary. When ~ = A 
this shows that ° normalizes E (A). In general E (A, ~) is 

n n 
generated by elements of the form EO with E as above and 

° E E (A). ° n ° E E (A) n 
hence also 

We have just seen that EO is ~-elementary and 

so (€o)o = (EO)OO E E (A, 
n 

~). Thus D (A), and 
n 

U(A) C D (A), normalize E (A, 
n n 

~). Part (a) 

implies the group generated by U(A, ~) and E (A, ~) contains 
n 

D (A, ~), and this proves (b). 
n 

(c) A generalized permutation matrix is one of the 
form on, where oED (A) and where n is a permutation matrix 

n 
(i.e. is invertible and has a single non zero entry, equal 
to 1, in each row). It follows from (1.6) that n = diag(+l, 
1, .•. ,1) • E where E E E (A). Hence on E GE (A). -

n n 

(1.9) COROLLARY. Let ~ be a two sided ideal in A. 
Then [GL (A), GL (A, ~)] C E2 (A, ~). n n n 

Proof. Let a E GL (A) and b E GL (A, ~). Then in 
n n 

GL 2n (A) we have 

~) (~b ~) 

" (~-1 b~') (~ ~) '2 

= El E2 E E2n (A, ~) 

for suitable €l, E2 E E2n (A, ~), by the Whitehead Lemma. 

q.e.d. 

§2. NORMAL SUBGROUPS OF GL(A); K1(A, ~) 

(2.1) THEOREM. Let A be a ring. 
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(a) 1i He GL(A) is a subgroup normalized by E(A) 

then there is a unique two sided ideal ~ in A such that H 

is of levels, Le. such that E(A,~) e He GL(A, ~). 
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(b) Let q be a two sided ideal in A and let H e GL(A) 

be a subgroup of level ~. Then 

E(A, ~) [E(A), H] [GL(A) , H] (e H). 

In particular H is normal in GL(A). 

(c) Let f: A ---> B be a surjective ring homomor­

phism, and let H be as in (b). Then E(A, ~) ---> E(B, f(s)) 

is surjective, and f(H) is a normal subgroup of level f(~) 

in GL(B). 

This theorem shows that, for each two sided ideal ~, 

is an abelian group. Moreover, the determination of Kl(A, ~) 

for each ~, is equivalent to the determination of all normal 

subgroups of GL(A). In Chapter IX the group Kl (A, ~) will 
be introduced from a slightly different point of view, but 
it will be shown that the definition used there is equival­
ent with the present one. 

In case A is commutative we have det: GL(A) ---> U(A), 
whose kernel, SL(A), contains [GL(A), GL(A)] = E(A). There­
fore we obtain a split exact sequence 

det o -> SKl (A, ~) -> Kl (A, ~) --> U(A, ~) -> 0 

for each ~, where 

SK1(A, ~) = SL(A, ~)/E(A, ~). 

The theorem above shows further that the groups SK1(A, ~ 
classify the normal subgroups of SL(A). 

When ~ = A we shall write 

Kl(A) = K1(A, A) = GL(A)/E(A), 
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and, if A is commutative, 

SKI(A) = SKI (A, A) = SL(A)/E(A). 

Proof of (2.1). Part (c) follows immediately from 
(1.1) and parts (a) and (b). For part (b) it clearly 
suffices to show that 

E(A, .9.) [E(A), E(A, s)] = [GL(A), GL(A, g)]. 

The first equality follows from (1.5), and, in the second, 
the inclusion e is obvious. Therefore it suffices to show 
that [GL(A), GL(A, s)] e E(A, s). This follows, by passing 
to the limit over n, from (1.9). 

It remains to prove (a). The uniqueness of S follows 
from the remark (1) in §1 (or from part (b)). 

We first claim that, if H" {I}, then E(A, S)e H for 
some S " O. For let H H n GL (A) and view this as a sub-

n n 
group of 

( GL no (A) An) 
I e GLn+1 (A). 

This is conjugate to the affine group Aff (A), (see IV, §4)). 
n 

H is normalized by E (A) and, for 
n n large enough n, H " {I }. 

n n 
Hence it follows from (IV, 4.3 (a) and (c)) that [H , An] 

n 
Ana for some non zero left ideal a cA. I.e. [H , AU] e H 

n 

consists of all matrices (:n :) for which x e: An has 

coordinates in a. Now it follows from (1.4) that E(A, £A)e 
H, thus proving-our contention. 

To conclude the proof now, let S be the largest two 
sided ideal such that E(A, S) C H; this clearly exists. We 
claim He GL(A, S). If not let H' be the image of H in 
GL(A'~, where A' = A/S' Since E(A) ---> E(A') is surjective, 
H' is normalized by E(A'). Since H' ,,{I} it follows from the 
last paragraph that E(A', S'/s) c H' for some q' " S. Taking 
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inverse images we conclude that E(A, ~~) c GL(A, ~) • H. 
Hence 
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E(A, ~~) = [E(A), E(A, ~~)] C [E(A), GL(A, ~) • H] 

If E E E(A), a E GL(A, ~), and S E H then [E, as] = [E, S] 

[E, a]S (see (IV, 4.2». Since E(A) normalizes H, [E, S] E 
H. Moreover [E, a] E E(A, ~) C H, by part (b). Hence 
[E, as] E H, and this shows that E(A, ~~) C H, contradicting 
the maximality of ~. q.e.d. 

§3. THE STABLE RANGE CONDITIONS, SR (A, ~) 
n 

The main theorems of this chapter are stated in the 
next section. Their formulations involve certain technical 
hypotheses which we shall define and study in this section. 
In particular, with the aid of theorems proved in Chapter 
IV, we shall show that these hypotheses are satisfied by 
a reasonably large class of rings. 

For the following three definitions we fix a ring A 

and a two sided ideal ~ in A. Recall that a = (al, ... ,a ) E 
n 

An is said to be unimodular in An if there is a homomor-

phism f: An ---> A such that f(a) = 1. This is evidently 
equivalentl to the condition that al, ... ,a generate the 

n 
unit left ideal: Z Aa. = A. If, further, a = (1, 0, ... ,0) 

1 

mod ~ then we shall say that a is ~-unimodular. 

(3.1) DEFINITION OF 

condition SR (A, ~): 
n 

If m > n and if a = (al, ... ,a ) E Am is ~-unimodular then 
m 

there exist a.~ a. + b. a with b. E ~ (1 ~ i < m) such 1 1 1 In 1 
th t (~ ~) Am-I. . d 1 a al , ... ,am_l E 1S un1mo u ar. 

When ~ = A we will write SR (A) in place of SR (A, A). 
n n 

Note that SRn(A, ~) can be fulfilled only for n > 2. 

Manifestly, 
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SR (A, .9..) ~ SR (A, .9..) for all m > n. 
n m -

The analogue of SR (A, .9..), for the right (instead of left) 
n 

ideal generated by the coordinates of a E Am, is expressed 
by SR (AD, .9..), where AD is the opposite ring of A. 

n 

(3.1)' DEFINITION OF 

condition SR~(A, .9..): 
n 

GL (A, .9..) operates transitively on the .9..-unimodular elements 
n 

in An. 

Again, we shall write SR~(A) when .9.. = A. Note that 
n 

n 
this definition imposes a condition only on A , and not on 

all Am (m ~ n), as does (3.1). 

Before formulating the last condition we must intro­
duce some new notation and terminology. We shall write 

E (A, .9..) 
m 

for the group generated by E (A, .9..) together with [GE (A), 
m m 

GL (A, .9..)]. It follows from (1.5) that: 
m 

(1) E (A, .9..) = [GE (A), GL (A, .9..)] for all m > 3. 
m m m 

Let tEA. We shall say that a E GL (A) is of type 
m 

(.9.., t) if a has the form 

(Hat a12 ) 
'a 

a21 t a22 

T 
where a E.9.., a22 E Mm_l(A) , and a12 and a21 have coordin-

ates in .9... Given such a representation of a, we can set 

a~ = (l+ta 

a21 

and we shall say that an a~ obtained in this way is (.9.., t) 
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-related to a. Unfortunately, since t may be a zero divisor, 
a does not quite determine a~. 

(3.1)" DEFINITION OF 

condition SR"(A, .9.): 
n 

If t E S' if a E GL (A, S) is of type (S' t), and if a~ is 
n 

(S' t)-related to a, then a~ a-I E En(A, S). 

This condition is admittedly rather artificial look­
ing, but it is forced on us inescapably by the arguments of 
§ 6. 

(3.2) PROPOSITION. Let f: A ---> A~ be a surjective 
ring homomorphism. 

(a) .!!. Sa C ..9. are two sided ideals in A then SRn (A, ~ 

=? SR (A, ..9.), In particular SR (A) =? SR (A, ..9.) for all q. 
non n -

(b) .!!...9.~ is a two sided ideal in A~ then 

SR (A, f-I(..9.~» =? SR (A~, ..9.~)' In particular, SR (A) =? 
n n n 

SR (A~). 
n 

Proof. (a). Suppose m > n and a (aI, .. • ,a ) is 
m 

q -unimodular. Writing 1 = Z c. a. (c. E A) we have a 
-=0 111m 
Z. a i c. a , so a is in the left ideal generated by the 11m m 
coordinates of a~ = (al, •.. ,a l' c a a). It follows that m- m m m 
a~ is unimodular, and hence s-unimodular. By hypothesis 

there exist a.~ = a. + b. c a a with b. E q (1 < i < m) 
111mmm 1 --

such that (a.~, ... ,a~ 1) is unimodular. Since b. caE q 
1 m- 1 m m -0 

(because a E q ) this verifies SR (A, q ). 
m -0 n -=0 

Remark. This proof used only the fact that Sa is a 
left ideal. 

(b) Suppose m > n. We first claim that a ..9.~-unimodu­

lar a~ = (al~, ... ,a~) E A~m can be lifted to a unimodular 
m 

a = (al, ... ,a ) E Am: f(a) = a~. For let a be any lifting. 
m 

Write 1 = Z f(ci) ai~ with Ci E A (1 ~ i ~ m). Then 1 = 
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L c. a. + q for some q E Ker(f) C f-l(.9,.~). Therefore (aI' 
1 1 

q) is f-l(n~)-unimodular in Am+l , so we can find ... ,am' ...::1. 

b. = a. + t.q (1 2 i 2 m) such that B = (bl, .•• ,b ) is 1 11m 
unimodular, by hypothesis. Clearly f(B) = a~ so 6 is f-l(.9,.~) 
-unimodular. 

Again, by hypothesis, we can find d. = b. + s. b 
1 11m 

with f(s.) E .9,.~ (1 < i < m) such that 8 = (dl,···,d 1) 
1 - ~ 

is unimodular. Now the f(d.) = al.~ + f(s.) a ~ solve our 
11m 

problem. q.e.d. 

ular 

(3.3) THEOREM. Assume SR (A, n) holds, and let m > n. n ~ -

(1) E (A, .9,.) operates transitively on the .9,.-unimod­
m 

elements in Am. In particular SR (A, .9,.) ~ SR~(A, .9,.). 
n m 

Moreover E (A, .9,.) 
m 

is a normal subgroup of GL (A, .9,.), and 
m 

GL (A, .9,.) = E (A, .9,.) 
m m GLn_l(A, .9,.). 

(2) Let tEA and let a E GL (A, .9,.) be of type (.9,., t). 
m 

If a~ is (.9,., t)-related to a then a~ E GLm(A, .9,.) and a~ 

a-I E E (A, .9,.). In particular, SR (A, .9,.) ~ SR"(A, .9,.). 
m n m 

Proof. We could actually deduce (1) from (IV, 3.4), 
but the details of the argument are required for part (2). 
The proof will be carried out in several steps. 

(i) Let a, 6 E GL (A) be of type (.9,., t) and let a 
m 

and 6~ be (.9,., t)-related to a and 6, respectively. Then as 

is of type (.9,., t) and a~B~ is (.9,., t)-related to aBo 

Let a~ and 6~ be defined relative to representations 

612) of a and B. 
B22 

Then 
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and 

(
1 + (a + b + atb + a12S21)t 

as 
(a21 + a21 tb + a22 S21)t 

+ atS12 + a 12S22\ 

tS12 + a22 S22 J 

(
1 + t(a + b + abb + a12S21) 

a~S~ 

a21 + a21 tb + a22 S21 
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t(S12 + atS12 + a12S22) 

a21 tS 12 + a22 S22 • 

(i~) S T .... uppose Y (al, ... ,a) = (1, 0, .•• ,0) mod ~t 
m 

and that y is unimodular. Then there is aTE E (A, n) of m ..::L._ 

~ (~, t) such that TY = T(l, 0, •.• ,0) and such that there 

is a T~ E E (A, ~) which is (~, t) related to T. 
m 

We first apply (3.2) (a) with ~ = ~t; it is remarked 

there that the proof only requires ~ to be a left ideal. 
o 

Thus we obtain a. a. + b. a with b. E ~t (1 < i < m) 
~ ~ ~ m ~ -

such that (al~ ••.. ,a~_l) is unimodular. Set Tl = I + E1 <i<m 

b i e im • Since Tl has trivial first column we can define 

E E (A, ~) (e.g. Tl ~ 
m 

which is (~, t) related to Tl' Moreover TIY = T(al~"'" 
a~ 1,a ) - T(l, 0, •.• ,0) mod ~t. Write 1 = E. c. a.~ and 

m- m ~<m ~ ~ 

set T2 = I + 0:. (1 - al ~ - a ) c. e .). Since 1 - al ~ -
~<m m ~ m~ 

am E ~t we see that T2 is of type (~, t), and again we can 

define a T2~ E E (A,~) which is (~, t)-re1ated to T2' 
m 

Moreover T2TIY 
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S E (A) has trivial first column, and S 
m 

is (~, t)-related to s. Moreover, ST2TIY 

I + tel E E (A) m m 

T(l, a2~"'" 
a~m_l' 1 - al~)' Set T3 = I - (Il<i<m ai~ eil) - (1 - al~) 

eml S Em (A, ~). As above we can define a T3 ~ E Em (A, ~) 

which is (~, t)-related to T3. Moreover T3 S T2Tl Y = 

T(l, 0, ••• ,0), and the latter is fixed by s. Therefore T = 
S T 

T3 T2Tl E E (A, ~) and TY = (1,0, .•• ,0). It follows from 
m 

(i) above that T is of type (~, t) and that 1~ = T3~s~T2~TJ 
is (~. t)-related to T. Evidently also T~ E E (A, ~). 

m 

(iii) Proof of (1). 

In case t = 1 we have ~t = ~ and part (ii) implies 
E (A, ~) acts transitively on the ~-unimodular elements of 

m 

Am. If a E GL (A. q) we can therefore find Tl E E (A. ~) 
m - m 

T such that Tlo has last column (0, ... ,0,1); say Tlo = 

( Ct 0) _ (I 0) (Ct 0) The left factor is clearly in 
P 1 - PCt-1 1 ° 1 • 

E (A. ~). and Ct S GL leA. q). Thus GL (A, ~) = E (A, ~) m m- m m 
GLm_l (A. ~). By induction on m - n (~O) we conclude that 

GL (A, ~) = E (A, ~) GL l(A. ~). 
m m n-

Finally, to show that E (A, q) is normal in GL (A, ~) 
m m 

we take one of the defining generators, TS of E (A, ~). , m 
Here T is ~-elementary and sEE (A). Since the latter 

m 
contains all permutation matrices of determinant one, we 

can, after altering s, assume T is of the form T 

S-l 
S Ct Ct S 1 If Ct E GL (A, q) then (T) = (T ), and S norma izes 

m 1 
E (A, ~). Therefore, after replacing Ct by CtS- , it suffices 

m 
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to show that Ta £ E (A, ~). Write a- 1 = £~1 a1- 1 with £1 E 
m 

Em(A, q) and al E GLm_lCA, ~), using the first part of the 

proof. Then Ta = (,a l )£1 so it suffices to show that Tal 
E CA, ~). But 

m 

(I ~)(:':) = (I 0) 
t .L ta 1 1 

(iv) Proof of (2). 

£ E (A, ~). q.e.d. 
m 

Let a and a~ be as in part (2). Apply (ii) above to 
y = first column of a. Then we obtain T £ E (A, ~) of type 

o m 
(q, t) and T~ £ E (A, ~) and (~, t)-related to T, such that 

, • 'a has the fO: , • (~ :). Then' - • (~ :? is (!l., t)-

related to 8. and evidently 8~8-1 £ E (A, ~). Let 8 = T~a~; 
m 0 

then (i) implies 8 is (~, t) related to Ta = 8. To show 
o 

that a~a-l £ E (A, ~) (and thus prove (2)) it suffices to 
m 

show that 8 8- 1 = T~a~a-lT-l £ E (A, q). Further, since 
o m -

8 8- 1 = 0 o~-1 8~o-l, it suffices to show that 8 o~-1 £ 
o 0 0 

E (A, ~). Now 0 and o~ are both (~, t)-related to the same 

,m. ,a • (~ ;): It follaws that '0 must be of the form 

8 (l:ta :P) where at = 0 and yt = O. Therefore 
0 

. C:ta 
:P) G -tPS-) 8 0 ~-1 

0 S-1 

C:
ta :) =(: :)C:ta :) 
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The left hand factor is in E (A, ~), clearly. For the right 
m 

hand factor we have the following expression in GL 2 (A) , due 

to the fact, again, that at = 0: 

We can summarize the logical interdependence of the 
stable range conditions, which are proved above, in the 
following diagram. Here A is a ring and ~ C ~ are two sided 
ideals. 

SR~(A, ~) SR"(A, ~) SR (A, ~) 

n '- n"" ,.111?)/7 (for m -'- n) 

(3.3)(1) " (37 

SR (A, ~) (3:;/ ~)(b) 
SR (A, ~ ) SR (A/~ , ~/~o) 
nOn 0 

Finally, we give two results affirming that the con­
ditions introduced above are satisfied in some generality. 

(3.4) PROPOSITION. Let A be a ring and let ~ be a 

two sided ideal in A. 

(a) ~ A is semi-local or if ~ C rad A then SR2 (A, ~) 

is satisfied. 

(b) SR1(A, ~) is always satisfied. If A is commuta­

tive then SR2(A, ~) is satisfied. 

Proof. (a). Let (al, ••• ,a ) E Am be ~-unimodular 
m 
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(m ~ 2). If SC rad A then al £ U(A) since al - 1 mod S so 

(al, •.• ,a 1) is unimodular. If A is semi-local then, since 
m-

L Aa. = A, it follows from (III, 2.8) that a + L. 2b. a. £ 
~ 1 ~> ~ ~ 

U(A) for some b 2 , ••. ,bm £ A. Thus (al + b a, a2,~··,a 1) m m ~ 

is unimodular, and this verifies SR2(A). By (3.3) (a) this 
implies SR2 (A, S). 

(b) SRf(A, S) is obvious, so assume A is commutative, 

and let a = T(a, b) £ A2 be s-unimodular. Write 1 = ax + by 

for some x, y £ A and then set c -by2 £ sand d = x + bxy. 

Then ad - bc = a(x + bxy) + b2y2 ax + by(ax + by) 1. 

Reading this mod S shows that d = 1 mod S' 

i, in SL2(A, £0, Moreover a (~) ~ (:) ~ 0, 

(b). 

and so a 

and this proves 

(3.5) THEOREM. Let R be a commutative ring such that 

max (R) is a noetherian space which is the union of a finite 

number of subspaces each of dimension < d. Let A be a finite 

R-algebra. Then A satisfies SRd+2 (A). 

Proof. Let el •.••• em be the standard basis for Am and 

assume m > d + 2. Let a = L e. a. be unimodular. By (IV, j~. 
1 1 

3.1) there is a homomorphism f: e A ---> Am- l such that 
m 

(al, .•• ,a 1) + fee a) is unimodular. Then fee ) = (b l • 
~ m m m 

..• ,b 1) satisfies the requirements of definition (3.1). 
m-

q.e.d. 

§4. THE MAIN THEOREMS 

We fix a ring A. If ~ is a two sided ideal we write 

for the inverse image in GL (A) of the center of GL (A/~). 
m m 
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(4.1) THEOREM. Assume SR (A) (see 3.1)) and let 
n 

m > n. Then, for any two sided ideal ~: 

(a) E (A, ~) is a normal subgroup of GL (A), and 
m m 

GLm(A, ~) = Em(A, ~) • GLn_l (A, ~). 

(b) [GE (A), GL (A, ~)] C E (A, ~). If m > 3 this is 
m m m 

equality and, moreover, 

[E (A), GL ~ (A, ~)] 
m m 

E (A, ~). 
m 

If m > 2 (n - 1) then 

[GL (A), GL (A, ~)] C E (A, ~). 
m m m 

(c) Assume m > 3. Then a subgroup H ~ GLm(A) is 

normalized by E (A) if and only if there is a two sided 
m 

ideal ~ such that 

E (A, ~) C H C GL' (A, ~). 
m m 

In this case ~ is determined by: E (A, ~) = [E (A), H]. 
m m 

This theorem will be proved in §5. The proof of parts 
(a) and (b) will show, more precisely: 

(4.1)' PROPOSITION. Assume only SR (A, ~), and let 
n 

m > n. Then GL (A, ~) = E (A, ~) • GL leA, ~), and ---- m m m-

[GE (A), GL (A, ~)] C E (A, ~), 
m m m 

with equality for m ~ 3. 

(4.2) THEOREM. Let ~ be a two sided ideal in A. 

Assume that conditions SR (A, ~), SR (Ao, sO, SR~ leA, ~) 
n n n-

hold. Then 

is surjective, and for m ~ n, the natural homomorphism 
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is an isomorphism. 

Recall from §2 that KI(A, ~) = GL(A, ~)/E(A, ~). 
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Thus the fact that GL (A, ~) ---> KI(A, ~) is surjective for 
m 

m > n - 1 follows from (4.1) (a) (or, rather, from (4.1) '). 
Th~ proof of the injectivity assertion is rather technical, 
and it occupies §§6-S. 

When A is commutative it follows immediately from 
(4.2) that 

SLn_l (A, ~) -> SKI (A, ~) 

is surjective, and that 

SL (A, ~) IE (A, ~) -> SKI (A, ~) 
m m 

is an isomorphism for all m > n. We also have the following 
useful corollaries. 

(4.3) COROLLARY. In the setting of (4.2) assume 

further that SR (A) holds. Let m ~ n, and let H C GL (A) be 
n m 

a subgroup of level ~. Then 

E (A, ~) ~ [GL (A), H) ~ [E (A), H), 
m m m 

with equality if m > 3. 

Proof. The equality when m > 3 follows from (4.1) (b). 
For the rest it suffices to show that [GL (A), GL (A, ~)) C 

m m 
E (A, ~). By (2.1) (b) we have [GL(A), GL(A, ~)) = E(A, ~), 

m 
and the injectivity part of (4.2) means that E(A, ~) n 
GL (A) = E (A, ~). This proves the corollary. 

m m 

(4.4) COROLLARY. Suppose, in the setting of (4.2), 

that ~ = A and that A is a finitely generated ~-algebra. If 

GLm(A) is finitely generated from some m ~ n - 1 then KI(A) 

is finitely generated (as an abelian group). Conversely, if 

KI(A) is finitely generated then GL (A) is finitely 
m 

generated for all m ~ max(n, 3) 

Proof. The first assertion follows because GLm(A) 
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---> KI(A) is surjective for m ~ n - 1. According to (1.3) 

E (A) is a finitely generated group for all m > 3. If, 
m 

further, m > n, then (4.2) implies GL (A)/E (A) ~ KI(A). 
- m m 

Therefore if KI(A) is finitely generated so also is GL (A). 
m 

q.e.d. 

Remark. If, in (4.4), A is commutative, then we have 
also the analogue of (4.4) with SL in place of GL and SKI 

m m 
in place of KI . This follows from the corresponding analogue 
of (4.2), described above, for SKI' 

(4.5) COROLLARY. Let R be a commutative ring such 

that max(R) is a noetherian space which is the union of a 

finite number of subspaces each of dimension < d. Let A be 

finite R-algebra. Then the conclusions of Theorem (4.1) ~ 

valid for A with n = d + 2. The conclusions of Theorem (4.2) 

are valid for A, and all ideals ~, with n 

n = 3 if A is commutative and d = 1. 

d + 3, or for 

o 
Proof. By (3.5) we have SRd+2(A) , and SRd+2 (A ) also, 

by symmetry. By (3.3) (b), SR ~ SR~, and, trivially, 
n n 

SRn ~ SRn+l . Hence we have SRd+3 and SRd+2 for A. Thus we've 

established the hypotheses of (4.1) and (4.2), respectively, 
in the indicated ranges. Moreover, if A is commutative, then 
SR2(A, ~) is always satisfied according to (3.4) (b). Hence, 
if further d = 1, then we have SR 3 (=SRd+2) and SR2, i.e. the 

hypotheses of (4.2) for n = 3. 

Remark. I conjecture that Theorem (4.2) is valid with 
only the hypothesis SR . It will be seen from the proof that 

n 
the hypothesis SR~ 1 intervenes only at the last stage (see 

n-
(8. 1) ) • 

§5. PROOF OF THEOREM (4.1). 

We keep the setting of (4.1) and fix an m > n. 
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Proof of (a). According to (3.3) (1), SR (A, q) n -
implies GL (A, q) = E (A, n) • GL l(A, ~). Now assume 

m - m ~ n-
SR (A). 

n 
We propose to show that E (A, ~ is normal in 

m 
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GL (A). By definition 
m 

E (A, ~) is generated by elements of 
m 

the form TE where E E E (A) and T = I + ae .. (a E ~, i ~ j). 
m m 1J 

Since E (A) 
m 

contains all permutation matrices of determinant 

1 (cf (1.8) (c» it suffices even to restrict i to the value 

-_ (Itm- 1 m. in which case T has the form T :). In order to 

show that E (A, ~) is normal in GL CA) it suffices to show m m 
for each a E GL (A), that (TE)a E E CA. ~. Since 

m m 
E a EaE- 1 

(T) = (T )E. and since E E E (A) normalizes E (A, ~) 
m m 

(by definition), it suffices, after replacing a by EaE- 1 , 

to show that T a E E (A. ~). Write a-I = E -1 a~-l with 
m 0 

E, • Em (A) and cr' ~ (:' :). GLm_1 (A); this uses the 

conclusion of the last paragraph. Then Ta = a-I Ta (Ta~)E~ 
and, again, it suffices to show that T a E E (A, ~). We 
calculate: m 

(1) 0) (I 0) (a 1 0) (I 0) 
1 t 1 ° 1 = tal 1 

E E (A. ~). q. e. d • 
m 

Proof of (b). Assuming SR (A, ~) we shall show that 
n 

[GE (A), GL (A. ~)] C E (A, ~. The equality when m > 3 m m m 
follows from (1.5). 

As above. E (A) is generated by elements TE , where 
m 

E E E (A) 
m and T =(1 0) By (1.8) (b) GE (A) is generated 

t 1 m 
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with E (A) by elements 0 = diag(l, ••. ,l, u) where u £ U(A). 
m 

Therefore, it suffices to show that, given a ( GL (A, ~), 
m 

E E E TE 
[a, OT ] f. E (A, ~). We have [a, OT ] = [a, T ] [a, 0] and 

m 
E E- 1 

[a, T ] = [a , T]E. Since E (A) normalizes E (A, ~) (by 
m m 

definition) it suffices to show, for all a f. GL (A, ~), 
m 

that [a, 0] and [a, T] are in Em(A, ~). By part (a) (applied 

and El , E (A, ~). Then [0, a] = [0, El] [0, al]El. Since 
m 

o and 01 commute and since 0 normalizes E (A, ~) (see (1.8) 
m 

(b)) this shows that [0, a] ( E (A, ~). Next [T, a] = [T, 
m 

El] [T, ad EI so it remains to be shown that [T, all 
E (A, s). But (cf. formula (1) above) we have 

m 

E E (A, ~). (Recall 01 ~ -
m 

I mod ~). 

Now assume SR (A), and let CI. £ GL (A) and 8 E GL (A, ~\ n m m ~. 

Then, if m > 2 (n - 1), we claim CI. and 8 commute modulo 
(the norma1~ubgroup) E (A, ~). For we have just seen that 

m 
E (A) commutes with 8, mod E (A, ~, and mod E (A) we can 

m m m 

assume CI. = (:0 0) wi th CI. E GL 1 (A). Moreover, mod E (A,~) 
I ° n- m 

(01 :). we can assume 8 ~ In each of these matrices I 

° 
I m-(n-1)' Since m ~ 2 (n - 1) it follows that CI. and 8 now 

actually commute. This shows that [GL (A), GL (A, ~)]C 
m m E (A, ~ for m > 2 (n - 1). 

m 
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It remains to be shown that [E (A), GL~(A, ~)] = 
m m 

E (A, ~) for m ~ n and ~ 3. The inclusion ~ follows from 
m 

(1.5). Consider the diagram of subgroups: 

In view of what has been shown above we see that the 
opposite inclusion C follows from the next lemma, applied to­
G = GL (A)/E (A, ~): 

m m 

(5.1) LEMMA. Let 

be a diagram of normal subgroups of a group G. Assume that 

[E, CIl C C, [E, C] = {l}, and [E, E] = E. Then [E, Cd = 
{l}. 

Proof. Fix y C C1 and define 

h: E ---> E n C C center (E) 

by h(E) 

[y, Ed E2 (see (IV, 4.2)) = [y, E2] [y, Ed (because [E, C] 
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= {l}) = heEl) h(E2) (because C n E is commutative). Thus h 
is a homomorphism into an abelian group. Since [E, E] = E 
it follows that [y, E] = 1 for all E ~ E. Thus [E, CI] = 
{l}. q.e.d. 

Proof of (c). If, for some two sided ideal~, E (A, q) 
m -

e H e GL~(A, ~), and if m ~ max(n, 3), then it follows 
m 

from part (b) that 

E (A, ~) = [E (A), E (A, ~)] e [E (A), H] 
m m m m 

e[E (A), GL~(A, ~)] = E (A, g), 
m m m 

and hence E (A) normalizes H. 
m 

Now suppose, conversely, that He GL (A) is a sub­
m 

group normalized by E (A), and the m ~ max(n, 3). We must 
m 

show that H has the above form. 

(5.2) LEMMA. If H is not central then E (A, g) e H 
m 

for some two sided ideal ~# o. 

We shall first conclude the proof assuming the lemma. 
Let ~ be the largest two sided ideal such that E (A, ~) e H; 

m 
this clearly exists. We must show that the image, H~, of H 
in GL (A~), A~ = A/~, lies in the center of GL (A~). Thanks 

m m 
to (3.2) (b) the hypothesis SR (A) of Theorem (4.1) implies 

n 
SR (A~). Moreover H~ is normalized by the image of E (A) 

n n 
which, according to (1.1), is E (A~). Therefore, if H~ is 

n 
not central, Lemma (5.2) implies H~ contains E (A~, ~~/g) 

m 
for some ~~ i- ~. Taking inverse images, we deduce that 
E (A, ~~) e GL (A,~) . H. Suppose E £ E (A), a E H, and S 

m m m 
£ GL CA, ~). Then [E, Sa] = [E, a] [E, S]a. 

m 
Since E (A) 

m 
normalizes H, [E, a] E H. 
implies [E, S] £ E (A, ~) 

m 

Moreover part (b) of the theorem 
e H. Thus [E, Sa] e H. Hence we 

have 

[E (A), E (A, ~~)] 
m m 

e[E (A), GL (A, ~) • H] e H. 
m m 
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This contradicts the maximality of ~, and thus completes the 
proof of (c), modulo the: 

Proof of (5.2) 

Case 1. H contains a non central element a 
u E U(center (A» and where 

Uat where 

at = (xl :0) E Affm_l (A) = (Alm_l ° ). 
~ GLm_l (A) 

(
1 

m-l Write A for the set of matrices T(t) = t 0) m-l 
I (t E A ). 

m-l 
It suffices to show that H nA # {I}. For then (IV, 4.3 
(c» implies H contains all T(t) such that t has coordinates 
in some left ideal a # 0, and then (1.4) implies that H 
contains E (A, a A)~ 

m -

We have [T(t), a] = [T(t), at] T«at - I)t) so we 
o 

are done if at # I. Otherwise, since a is not central, we 
o 

have x # 0, so there is an E -c :) E E (A) such that 
m 

o 

E (x) # x. Therefore H contains [a, E] 
o 

[at, E] [T (x), E] 

T«E - I) (x» # I in Am-I. 
o 

Case 2. H contains a non central element a with at 
least one off diagonal coordinate equal to zero. 

After conjugation by an element of E (A) we can 
m 

assume a has a zero in its first row, at = (al, ••• ,a ), 
m 

even that a 
m 

O. For tEA write T(t) = I + te21. Then 

and 

a-I T(t)a = I + Stat where S = T(b 1, ••• ,b ) is the second 
m 

column of a-I. (The "T" denotes transpose). Suppose a 
commutes with all T(t). Setting t = I we find that at = (u,O, 

) _ T -1 -1 _ 
••• ,0 and S - (0, u ,0, ••• ,0). Moreover, u tu - t for 
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all t so u E U(center (A)) and we are in case 1. 

y 

Therefore we can assume there is a , 

[" a] I I. y = ,-1 + ,-1 Sta. Since a 
m 

,(t) such that 

o the last 

column of ,-1 ata is ,ero, so y has the form y = Co :). In 

particular y is non central. Moreover Ty = 0 x lies in (
Ty T) 

o 1 

an E (A)-conjugate of Aff l(A), so we can argue as in case 
m m-

1 to conclude the proof. 

General Case. Choose a non central a in H, say with 

first column a = T(al, ... ,a ). If E = I + ~l. b. e. m <l<m 1 1m 

then EOE- l has first column T(al + bl a , ... ,a 1 + b 1 am' m m- rn-
a ). Thanks to the hypothesis SR (A), therefore, we can, 

m n 
after conjugating by an element of E (A), assume that (aI' 

m 
•.• ,a 1) is unimodular. Then we can write a = ~ s. a. 

m- m 1 1 

(1 ~ i < m). Setting E I - ~l<i<m si emi now we have 

T 
Ea (al,···,a 1,0) m-

Let, = I + te12 and consider 0 = 0,0-1 ,-1 = (I + 

atS),-I, where S is the second row of a-I. As in case 2 we 

can choose t so that 0 # I, or else we are back in case 2. 

Now set o~ 

last coordinate 0 the bottom row of (Ea) (tSE- l ) is zero. 

botton row. But Ete12 E- l (I +~. s. e .) te12 (I -l<m 1 ml 
~. s. e .) = (tel2 + SI te ) (I -~. s. e .) = te12 + l<m 1 ml m2 l<m 1 ml 
SI te (recall m > 3). Therefore o~ has last row (0, SIt, 

m2 -
0, ••. ,0,1). Since o~ # I it cannot be central (it has a 1 

on the diagonal) so we can apply case 2 to o~ E H. 
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This finishes the proof of (5.2), and hence of 
Theorem (4.1). 

§6. PROOF OF (4.2): I. THE CONSTRUCTION OF K~. 

For the next three sections we fix a ring A and a 
two sided ideal s. 

Recall from §3 that 

E (A, g) 
m 

249 

is the group generated by E (A, g) together with [GE (A), 
m m 

GL (A, s)]. Thus, 
m 

for example, it follows from (1.5) that 

(1) E (A, g) 
m 

On the other hand (4.1)' and (4.1) imply: 

(2) If A satisfies SR (A, n) then, for all m ~ n, - n ..:L 

~ (A, s) = E (A, s). It is a normal subgroup of 
m m 

GL (A) if A satisfies SR (A). 
m - n 

The proof of Theorem (4.2) will be organized around 
the following proposition, which we shall establish under 
suitable hypotheses: 

(6.1) Given a homomorphism K: GL (A, s) ---> C such that 
n n 

E (A, s) c Ker(K), there is a homomorphism K~: 
n 

GLn+l(A, s) ---> C extending K and such that 

E leA, s) c Ker(K~). 
n+ 

We shall prove, in particular, the following: 

o (6.2) THEOREM. If the conditions SR (A, g), SR (A ,n) 
n n.::l<' 

and SR~ leA, s) are satisfied then (6.1) holds. 
n- n 

Proof that (6.2) ~ (4.2). For m > n let K 
- m 

GL (A, s) -> C (s) = GL (A, s) IE (A, s) (cL (2) above) m m m m 
be the natural projection. There are natural homomorphisms 
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S : C (q) ---> C (~) for m > nand (4.1) (a) implies that 
m n - m -

they are surjective, and even that GLn_1 (A, ~) ---> Cm(s) 

is surjective. To complete the proof of (4.2), therefore, 
we must show that each S is an isomorphism. 

m 

According to (6.2) we can apply (6.1) to K • The K 
n n 

so obtained clearly induces an inverse, Cn+1(~) ---> Cn(~)' 

to Sn+1. Now we can finish, by induction on m - n, thanks 

to the fact that SR (A) ~ SR (A) and SR~(A) (see (3.3» 
n m m 

for all m ~ n, and similarly for AO. q.e.d. 

In the proof of (6.1) all but the last stage of the 
n 

argument will be carried out with hypotheses weaker than 
those of (6.2), and this added generality will be used in 
§9, as well as in Chapter VI. 

Throughout §§6-8, K: GL (A, ~) ---> C denotes a 
n 

fixed homomorphism as in (6.1) . 
n 

We shall say that an element of GL (A) is of ~ L 
m 

if its last row is (0, ... ,0,1), and of ~ R if its first 

column is T(l,O, ... ,O). For example a type L looks like 

T m-1 where a £ GLm_1 (A), y £ A , etc. Similarly, we can write 

a type R in the form 

If a £ GL (A, ~) we define a standard form for a to be a 
m 

factorization 

(3) a = a £ S, 

with all factors in GL (A, ~), where a and S are of types L 
m 
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R, respectively, as above, and where E = I + teml for some 

t E S. (In fact t must be the (m, 1) coordinate of cr). 

These notions are, of course, only provisional. Their 
importance here is explained by the next proposition. 

(6.3) PROPOSITION. (a) Assuming SRn+l(A, S) and 

SR~(A, S), every cr E GLn+l(A, S) has a standard form cr = a 
E~, as above in (3). 

Now further assume SR"(A, S). 
n 

(b) The map 

K~: GLn+l(A, S) ---> C, 

K~(cr) = K(a) K(S) if cr = a E ~ in standard form, is well 

defined and extends K. 

(c) If aI, 61 E GLn+l(A, S) are of types L and R, 

respectively, then K~(al cr 61) = K~(al) K~(cr) K~(~l)' 

(d) If there is a homomorphism K": GLn+l(A, S) --> 

C extending K and such that En+l(A, S) C Ker(K") then K" = 

K ~. 

We shall prove (6.1) by showing eventually (i.e. 
n 

after strengthening the hypotheses of (6.3)) that the K~ 

above is a homomorphism killing E (A, S). 
n+l 

T 
Proof. (a). Let crl = (al' ... ,an+l ) be the first 

column of cr. Using SRn+l(A, S) we can find Y =(: -:) 
E En+l (A, S) 

T 
(b 1 , ••• ,b ) 

n 

T 
such that ycrl = (bl, ..• ,bn,an+l ) where crl 

is s-unimodular. By SR~(A, S) there is an a E 
n 
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T 
(l,O, ... ,O,an+l ); set E = I + 

an+l en+l,l' Then 6 = E- 1 ~1 yo has first column T(l,O, •.. , 

0), i.e. B is of type R. Then 0 = a E 6 where 

(b) Le t 0 = a 1 E 61 a2 E 62 be two standard forms 

for o. (We have noted that E is determined by (the (n + 1, 
1) coordinate of) 0). Write 

(i 1, 2). 

We must show that K(al) K(61) = K(a2) K(62)' Since K is a 

homomorphism this is equivalent to K(a) = K(6), where a = 
a1-1a2 and 6 = 6162-1. We shall deduce this from 

equation: 

ClE E6; a = (a - -1-
al a2 = ° :) , B = BIB,-l =(: :) 

(aij ) , (b ij) , 
T and p (rl' Write a = 6 y (c ,'" ,c ), 

1 n 
..• ,r ). n 

+ CIt a12 aln cl 

aE 

+ c t an2 a c 
n nn n 

t ° ° 1 

and 
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1 

o 

£s = 

o 

t 

r 
n 

b n-l,n 

b + tr 
nn n 

Set a c1, which also equals r • Then we have 
n 

(
l-at 

ex -
- ex 21 t 

253 

and a22 

have 

(a")2" = (b")l .. l' We therefore also 
~J .2.~,J.2.n ~J .2.~,J.2.n-

ex21 ) 

l-ta 

Let IT (0 1) £ GE (A), the matrix of the permutation 
IOn 
n-l 

i 1-> i + 1 (mod n). Then 

= (
l-ta 

IT S IT-I 
ex21 

Thus ex above is of type (.s., t) (see (3.1) ") 
(.s., t)-related to ex. The hypothesis SR"(A, 

n 

-1 
and SIT is 
~) says that if 

ex' is (.s., t) related to ex then ex'ex- 1 £ K CA, ~). Since 
n 

E (A, .s.) C Ker(K) (by hypothesis) this implies that K(ex) 
n 

-1 -1 
K(ex'). In particular we have K(SIT ) = K(ex). Since S-l SIT 



254 PROJECTIVE MODULES AND THEIR AUTOMORPHISM GROUPS 

= [S, W- 1] £ E (A, ~) we further have K(S) 
n 

'(0) - ,(8). This 'hows that' is well defined. If a = (: :) 

£ GL (A, ~) then a is already of type L, so K'(a) = K(a), 
n 

i.e. K' extends K. q.e.d. 

(6.4) Remark. The last stage of the proof above is 
the only place in our arguments where the hypothesis 
SR"(A, ~) is used. For future reference we record the 

n 
following observation, which is evident from the argument 
above: Proposition (6.3) remains valid if we replace the 

hypothesis SR"(A, ~) by the assumption that K(a) = K(a') 
n 

whenever, for some t £ ~, a £ GL (A, ~) is of type (~, t) 
n 

and a' is (~, t)-related to a. 

(c) Let a = a £ S be a standard form for a £ GLn+l 
(A, ~), as above, and let 

be elements of GLn+l(A, ~). Then al a Sl 

is a standard form, where 

Hence K'(al a Sl) = K(ala) K(SSl) 

K'(ul) K'(O) K'(Sl)' q.e.d. 

(d) Let K": GLn+l(A, ~) --> C be a homomorphism 

extending K and killing En+l(A, ~). According to (4.1)' and 

our hypothesis SRn+l(A, ~) we have GLn+l(A, ~) = En+l(A, ~). 

GL (A, ~). Hence K" is uniquely determined by the conditions 
n 

above. If a = U £ ~ is a standard form, as above, then 



THE STABLE STRUCTURE OF GL 
n 

K"(e:) 1. Since a = (: Y1) (0'.0 01) we also have K" (0:) 

Finally, S = (1 0) (1 P) and the first factor is 
o S 0 I ' 

conjugate, by a permutation matrix, to (: Therefore 
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dO'.). 

K"(S) = K(S) because [GEn+1 (A), GLn+1 (A, .9..)] C En+! (A, .9..) 

(cf (2) above)). This shows that K" = K:, thus proving (d) 
and concluding the proof of (6.3). 

§7. PROOF OF (4.2): II. THE NORMALIZER OF K 

Let AO be the opposite ring of A. Then transposition 
is a self inverse pair of antiisomorphisms 

----=---~> ° GLm (A, .9..) <_-.:T=--_ GLm (A , .9..), 

Let CO denote the opposite group of C (in (6.1) ). Then we 
n 

have a homomorphism KO: GL (Ao, s) ---> CO defined by the 
n 

commutativity of 

T 

" 

I.e. KO(O'.) = K(TO'.), as a set map. To avoid confusion we 
shall use a dot when writing products in GL (AO) or in Co. 

m 
E. g • if x, y e: C then X' Y = yx. 

Throughout this section we shall work with the 
following: 

(7.1) HYPOTHESES. The conditions SRn+1 , SR~, and 
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SRI! hold for both (A, .s.) and (AO, .s.). 
n 

These hypotheses make available all the conclusions 
of Proposition (6.3) for both K and KO. Thus we have the K~ 
of (6.3) which extends K, and the analogously defined (with 
the aid of standard forms in GLn+l(AO, g) K~O extending KO. 

By virtue of the symmetry in our hypotheses all definitions 
and propositions concerning K~ have analogues for K~O. 

It is important to note that: The hypotheses of (6.2) 

imply those of (7.1). For the hypotheses of (6.2) are 

° SR (A, .s.), SR (A , g), and SR l(A, .s.). But, for all m > n, n n n- -
SR =;. SR~ (see (3.3) (1)) and SR =;. SRI! (see (3.3) (2)). 

n m n m 
In view of this observation all of the arguments of this 
section are legitimate contributions to the proof of (6.2). 
The stronger hypotheses of (6.2) will intervene only in §8 
(see (8.1) (b) and (8.2)). 

Finally we remark, for use in Chapter VI, that the 
hypothesis SRI! above is present only to make the conclusions 

n 
of (6.3) available. Therefore one can substitute for SR" the 

n 
condition on K described in (6.4), and then all the results 
of this section remain valid. 

and 

Consider the groups 

H = {a £ GLn+l(A,.s.) I K~(aa~) 

for all a~ £ GLn+l(A, .s.)} 

N K~(a) for all 

a £ GLn+l(A, .s.)}. 

That they are groups follows from: 

(7.2) LEMMA. (a) H is a subgroup, containing all 

matrices of type L, of GLn+l(A, .s.). 

(b) N is a subgroup of GLn+l(A) and N normalizes H. 
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(c) Let K be a subgroup of GLn+I(A, ~) containing all 

matrices of type L and normalized by En+I(A). Then K 

GLn+1 (A, .s.). 
Proof. (a). If 0 £ H then I = K~(I) = K~(00-1) = 

K~(0) K~(0-1), so K~(0-1) K~(0)-I. Now if 0~ £ GLn+I(A, ~) 

then K~(0~) = K~(00-1 0~) K~(0) K~(0-1 0~), so K~(0-1 0~) 

= K~(0)-1 K~(0~) = K~(0-1) K~(0~). This shows that 0- 1 £ H. 

If 01, 02 £ H then, for any 0~ as above, K~(01020~) = K~(01) 

K~(020~) = K~(01) K~(02) K~(0) = K~(0102) K~(0), so 01 02 £ 

H. Thus H is a group. That H contains all type L's follows 
from (6.3) (c). 

(b). Let 0 £ GLn+I(A, ~). If T £ N then K~(0T-l) 
-1 1 

K~«0T )T) = K~(0), so T- £ N. If Tl, T2 £ N then 

K~(0TIT2) K~(0Tl) = K~(0), so TIT2 £ N. Thus N is a group. 
T -1 T Suppose T £ N, and 01 £ H. Then K~(01 0) = K~«01 0T )) 

= K~(01 0T- 1) = K~(01) K~(0T-l) = K~(01T) K~(0), so 01 T £ H. 

Thus N normalizes H. 

(c) Let E = {I + te12 I t £ ~}; clearly E C K since 
all I + te12 are of type L. As a subgroup of GL I(A,~) n+ 
the group GL (A, ~) consists of matrices of type L. Moreover 

n 
the normal subgroup of En+I(A) generated by E is En+I(A, ~). 

Hence the hypotheses on K imply K contains En+I(A, ~) • 

GLn(A, ~). But, thanks to SRn+1 (A, ~, (4.1)~ implies the 

latter is all of GLn+I(A, ~). q.e.d. 

(7.3) COROLLARY. If En+l (A) C N then K ~ is a homomor­

phism whose kernel contains En+I(A, ~), and hence (6.I)n is 

established. 

Proof. If En+l(A) C N then (7.2) implies H = GLn+l 

(A, .s.), i.e. that K~ is a homomorphism. Moreover Ker(K~) ~ 
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Ker(K) J En(A, ~), and Ker(K~) is normalized by En+l(A) , so 

Ker(K~) J En+l(A, ~). q.e.d. 

Because of this corollary the rest of our efforts 
will be spent trying to show that En+l(A) C N. 

(7.4) LEMMA. N contains all matrices of the form 

with u, v E U(A) and Y E GEn_l(A) , provided n > 2. If n 1 

then N still contains D2 (A). 

Proof. These matrices form a group, generated by 
those of the following types: TO diag(uI,""Un+l ) E 

o 

Y 

o 

I + te .. 
lJ 

with tEA and (i, j) (1, 2) or (n, n + 1). 

Let a E GLn+l(A, ~) have a standard form a = a E S. 
Then, if T = TO or TI, it is easy to see that aT = aT ET ST 

is still a standard form. Moreover since GE (A, ~) normalizes 
n 

'K (this is one of the hypotheses 

easily that K~(aT) = K~(a). This 
which we leave to the reader. 

on K in (6.1) ) it follows 
n 

is a simple calculation 

Suppose next that T = I + tel2, say. Then T is 

simultaneously of type L and of type R. Therefore aT and 

~ are still of types Land R, respectively, and K~(aT) = 

K~(a) and K~(~) = K~(S). 

Now we invoke the assumption n > 2. If E = I + sen+l,l 

then ET = I + sen+l,l + st en+l ,2 E6I where SI = I + 
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st en+l ,2 is of type R, and K~(Sl) = 1. Therefore aT aT E 

(61 ST) is a standard form for aT, and we deduce from (6.3) 

(c) that K~(aT) = K~(aT) K~(i31) K~(ST) = K~(~) K~Cin = K~(a). 

In case T = I + te +1 the argument is similar, n,n 
except that this time we have ET = u1 E where a1 is of type 

L and K~(a1) = 1. We omit the details. 

Now we shall use the map K~O: GLn+l(Ao, ~) ---> CO 

described at the beginning of this section. There is also 
the analogue of N, 

Since our hypotheses on A and AO are symmetric we can apply 
conclusions, proved for N, to NO also. 

o D' and note that ¢ 

° E GEn+l(A) (or GLn+l(A ), as the case may be). For a E 

GLn+l(A) define 

T T ¢ T ¢ 0 
0= ¢. a' ¢ = (a) = (a) E GLn+l(A ). 

Then a ~> a is an antiisomorphism. It exchanges the first 
and last rows and columns, and then transposes. 

(7.5) LEMMA. !i T E GLn+l(A) and T E NO then TEN. 

Proof. Let a = a E S be a standard form for a E 

GLn+l(A, ~). Then we claim a = B • E • a. is a standard form 

lOf -;;- -- (au Yl ) then;;; = (01 :~) for a in GLn+~(AO, ~). For ~ ~ ~~ 

where a.~ is obtained from Tu by putting the first row and 
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column last. I.e. a~ (a) where" £ GE • T 7r ~ = (°1 OIn-1) n 

( 13~ ~) 
Similarly 8 = ° : ' where 13~ T 11- 1 _ 

(13) • Finally £ = £ 

(recall £ is of the form I + en+1 ,l)' Therefore we can 

~o(~ = KO(Q~) o(~) S' ° . l' d compute: K aJ ~. K a . 1nce K 1S norma 1ze 

by TGE (A) = GE (Ao) we have KO(I3~) = Ko(T 13 ) and KO(a~) = 
n n 

Ko(Ta). Therefore K~°(O) = KO(T 13 ) • KO(Ta) = K(a) K(I3) = 

K~(a) • 

Now if T £ NO then K~(aT) = K~o«aT)-) 

K~°(O) = K~(a). Thus T £ N. q.e.d. 

(7.6) LEMMA. Assume n ~ 2, and set 7r =(Ion-1 ~o ~) 

If 7r £ N then En+1 (A) C N. 

Proof. According to (7.4) N contains all I + te .. 
1J 

(t £ A, i # j, i # n + 1, j # 1). By symmetry, NO contains 

all 1+ te .. (t £ AO, i# j, i# n+ 1, j # 1), so (7.5) 
1J 

implies N contains all T = I + teij such that T is of the 

above type. 

Let T = I + e £ N. By assumption 7r £ N so T 7r 
° n,n+1 ° 

I + e £ N. If T I + te . (j # 1, n, n + 1) then n+1,n nJ 

[I + e +1 ' I + te .] = I + te +1 . £ N. n,n nJ n ,J 

Therefore we lack only the elementary matrices with off 
diagonal entry in the first column to generate En+1 (A). For 

1 < j < n + 1 we have (I + te j1)- = I + ten+1,j £ NO, so 
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I + tejl E N by the first paragraph above. Now we lack only 

the generators I + ten+l,l. But we obtain these from the 

ones already obtained with the formula 

[I + en+l,n, I + ten,l] = I + ten+l,l. q.e.d. 

Now we can summarize the conclusions of this section 
as follows: 

(7.7) PROPOSITION. Keep the hypotheses (7.1) and 

assume further that n > 2 and that 

(1) for alIa E GLn+l(A, ~), 

:'). Then K' is a homomorphism extending 

K and En+l(A, ~) C Ker(K~), thus establishing (6.l)n. 

This follows from (7.3) and (7.6). In the next 
section we shall conclude the proof of (4.2) by establishing 
(1) above under hypotheses somewhat stronger than those of 
(7.1). In Chapter VI we shall use (7.7) again, but in a 
setting where the stronger hypotheses are not available. It 
is for this reason that we have kept such careful track of 
our assumptions. 

§8. PROOF OF (4.2): III. CONCLUSION 

We assume n ~ 2, with ~ as in (7.7) we set 

The task that remains for us is, according to (7.7), to 
show that S = GLn+l(A, ~). 

(8.1) LEMMA. Let a E GLn+1 (A, ~). 

(a) !! Sl E GLn+1 (A, ~) is of type R and if al E 
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GLn+l (A, g) is of the form 

= (:1 

~ 

Y, ') 
0:1 

12 

(where 0:1 I:: GLn_l (A, .9.) then a I:: S <=:> 0:1 a 13 1 I:: S. 

(b) We can choose 0:1 and 131 as above so that 0:1 a 131 

0:1:: where I:: = I + aen+l,l and where 0: = (: :) is of type 

L, with y = T(O, .. ,O,c). Assuming SR (A, ~) we can arrange 
n 

that the first column, T(al, ... ,a ), of 0: is such that 
n -

(al, ..• ,a 1) is unimodular. If, further, we assume SR 1 
n- n-

(A, ~) we can arrange that (al,···,a 1) = (1,0, .. 0). n-

Proof. (a). With 0:1 and SI = (: PI) as above, 
131 

_ 1T 1 1 
(

0: ~ Y ") 
0:1 = is (

1 -'IT 
still of type L, and 13 1 = ° 

° 12 

is still of type R. Hence, by (6.3) (c), K~((al a SI)'IT) 

K~(al'IT) K~(O'IT) K~(SI'IT), and it is clear that K~(al1T) 

K~(al) and K~(SI'IT) = K~(SI)' This proves (a). 

(b) If a = 0: I:: 13 in standard form we first take 131 

S-I. It remains to be seen how we can modify a = (: :) 

with left multiplication by an 0:1 as above. The matrices of 
the latter type are clearly a group, so we are at liberty 
to perform a succession of such left multiplications. 

Say y 
T 
(cl,""c ). Then left multiplication by 

n 
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-:} where, 
T 
(cl""'c 1,0), is admissible. The 

n-

T 
result is to replace y by (O, ... ,O,c), where c = c , and to 

n 
leave U unaltered. Therefore we can achieve the required 
form for y, and even if it is upset by the operations to 
follow on u, we can restore it without harm to the work done 
on u. 

Let S 

Assuming SR (A, 
n 

such that ulS 

T (al, ... ,a) be the first column of u. 
n 

(
I 
n-l 

~) we can find an ul = 0 E (A, ~) 
n 

T( ~ ~ ). h (~ ~) a 1 , ... , a 1 ' a WI. tal , •.• , a 1 n- n n-

unimodular. After left multiplication by ul (
Ul 0) 

= 0 l' which 

is admissible, we can therefore assume (al,···,a 1) is n-
unimodular. Assuming SR~ leA, ~) we can now further find 

n-
T T 

u2 GLn_l(A,~) such that u2 (al, ..• ,an_l ) = (1,0, •.. ,0). 

Therefore left multiplication by u2 (
U2 0) achieves the 
o I2 

last condition indicated in part (b) for u, thus completing 
the proof of (b). q.e.d. 

(8.2) LEMMA. Suppose 0 GLn+l(A, ~) has the form 

o - UE where E = I + aen+l,n (a E ~) and 
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1 

D 

(D, .•• ,D,c) and Ci. = 

D 

b 

a12 

a22 

a n2 a 
nn 

Then 

Let us first note that (8.2) completes the proof of 

(6.2), and hence also of (4.2). For we have already noted 

that (6.2) ~ (4.2) and that the hypotheses of (6.2) imply 
the hypotheses (7.1). The hypothesis SR (A, ~) can be 

n 
fulfilled only for n > 2, so this restriction on n above is 
innocent. Moreover, all of the hypotheses in (8.1) (b) above 
are among those of (6.2). Hence, by (8.1), to prove S = 

GLn+l (A, ~), if suffices to show that a E S if a is of the 

form presented in (8.2). Therefore (8.2) will, indeed, 
complete the proof of (6.2). q.e.d. 

Proof of (8.2). By definition of K~, K~(a) = K(Ci.). 
To save some writing we shall put these matrices in block 
form: 

Ci.l~, where Ci.22 
Ci.23 

Ci.3 

and the rest of the notation is clear. Set 

Ci. 

Ci.13) _ (Ci. ~ D) 

Ci.~ 0 1 
mod E (A, ~), so 

n 
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Next we display 0 = a£ = 

(I + aen+! 1) "(~ (~ ~ , b+ca 

a 

Since 0 1-> 1T just exchanges the 0 

last two columns we have 

orr _ (; 

a12 0 

"13 ) a22 0 a23 

0 1 0 

a32 c a33 
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a12 a13 ) a22 a23 

a32 a33 

0 0 

last two rows and the 

(d b + ca). 

We can write OTT (I + ae 1) n, 
(I + den+l,l) S, in standard 

form, where 

Therefore we have 

a12 0 

an 0 

-aa12 1 

a32-da12 c 

K(1 + ae 1) K(S) = K(S). n n, 

To compute K(S) we can replace S by anything to which it is 
congruent modulo E (A, ~). The congruences which follow are 

n 
all modulo E (A, ~). 

n 

(

a 22 

B = -aa12 

a32-da 12 

o 

1 

c 
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o 

1 

o 

Recall that d = b + ca so ca - d = -b. Therefore 

where a a23 ) is the same a~ that appears 
a33-ba 13 

in (*) above. It follows from (*) therefore that K~(OTI) 

( a~ 0) 
K 0 1 = K~(O). q.e.d. 

§9. SEMI-LOCAL RINGS 

(9.1) THEOREM. Let ~ be a two sided ideal in a ring 

A. Assume either that A is semi-local or that ~ c rad A. 

Then 

(1) U(A, ~) ---> Kl (A, ~) 

is surjective, and, for all m > 2, 

GL (A, ~)/E (A, ~) 
m m 
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is an isomorphism. Moreover [GL (A), GL (A, ~)] C E (A, ~), m m m 
with equality for m > 3. 

Proof. The conclusions above are just the conclusions 
of (4.2) and (4.1) (b) in the case n = 2. Therefore we need 
only verify the relevant hypotheses: (A, ~) and (AO, s) 
satisfy SR2 and SRf. These both follow from (3.4). q.e.d. 

(9.2) COROLLARY. Suppose that A above is commutative. 

Then (1) is an isomorphism, 

Proof. The determinant induces the inverse, det: 
KI(A, ~) > U(A, ~), to (1). In particular, if a E 

GL (A, ~) and det(a) = 1 then a E E (A, ~), i.e. SL (A, ~) 
n n n 

CE (A, ~). The opposite inclusion is trivial. Finally, 
n 

SKI (A, ~) = SL(A, ~)/E(A, ~) = O. q.e.d. 

(9.3) COROLLARY. Let A be a commutative ring and let 

~ and ~~ be ideals such that A/~ is semi-local. Then, for 

all n 2:. I, 

SL (A, ~ + ~~) 
n 

E (A, ~~) • SL (A, ~), 
n n 

and 

is surjective. In particular, 

E (A) 
n 

---:> SL (A/g) 
n 

is surjective. Moreover SKI (A, ~) ---> SKI (A, ~ + ~~) is 

surjective. 

Proof. It follows from (1.1) that E (A, ~~) ---> 
n 
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E (A/S, s + S~/S) is surjective. Since A/S is semi-local n 
(9.2) implies the latter group equals SL (A/S, S + S~/S). 

n 
Taking inverse images modulo SL (A, S) this implies SL (A, 

n n 
S + S~) = E (A, S~) • SL (A, S), and hence SKI (A, S) -> 

n n 
SKI (A, S + S~) is surjective. In case S~ = A we see also 
that E (A) ---> SL (A/S) is surjective. q.e.d. 

n n 

In terms of the general theorems of this chapter the 
results above represent, in some sense, their most effective 
case. Nevertheless there remain, even here (i.e. in the 
setting of (9.1» a few loose ends: 

(i) When is the inclusion [GL2(A), GL2(A, ~] C E2(A, 
S) an equality? 

(ii) What is the kernel of the epimorphism U(A, S) 
---> KI(A, S) in (1) (when A is not commutative)? 

(iii) What are the normal subgroups of GL (A, S) for 
n 

n = 1 and n = 2? 

In connection with (i) we can deduce certain infor­
mation from the commutator formula, 

(2) 
v-Itu-t) 

1 . 

(9.4) PROPOSITION. Let A be a commutative ring and 

let S and S~ be ideals in A. Let SI and S2 denote the 

ideals generated by {I - u}, resp. {I - u2}, where u ranges 

~ U(A, S). Then 

and 

Proof. Formula (2) (with v 
shows that [GE2(A, S), E2(A, S~)] 
matrices of the form I + t(l - u) 

= 1), and its transpose, 
contains all elementary 
e.. wi th t e: S~ and u e: 
lJ 
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U(A, ~). The E2(A)-normalized subgroup genererated by these 

is clearly E2(A, SlS~)' so the latter is contained in 

[GL2(A, S), E2(A, S~)]. The second inclusion follows from 

(2) similarly, in the case v = u- 1• It follows from the 

Whitehead Lemma (1.7) that diag(u- 1 , u) £ E2(A, S). q.e.d. 

Of course one can obtain similar conclusions when A 
is not commutative, but we will not pursue the matter. 

Of much greater interest are questions (ii) and (iii~ 
In case A is a division ring there are essentially complete 
results, due to Dieudonne. We quote the answer to (ii) (see 
Artin [1], Chapter V)). 

(9.5) THEOREM (Dieudonne). Let A be a division ring. 

Then the kernel of U(A) ---> Kl(A) is the commutator sub­

~ [U(A) , U(A)]. The commutator factor group of GL (A) 
n 

is isomorphic to Kl(A) for all n > 1 except, for n = 2, 

when A is the field of two elements. 

More generally, if A is a local ring, then results 
of this type have been proved by Klingenberg [1]. We shall 
treat only the following case which, unfortunately, does 
not cover Dieudonne's Theorem. 

(9.6) THEOREM. Let f: U(A, g) ---> Kl(A, g) be the 

epimorphism (1) in Theorem (9.1). Let E denote the subgroup 

of U(A, g) generated by [U(A) , U(A, g)] together with all 

elements of the form (1 + ts) (1 + st)-l, where s, t £ S 

and 1 + st £ U(A). Then E C Ker(f). Assume that A is 

generated by U(A) as an algebra over R = center(A). Assume 

further that S C rad A. Then E = Ker(f). 

Remark. The hypothesis that A = R[U(A)] is quite 
innocent; for example any local ring satisfies it. The 
undesirable hypothesis is that S C rad A. In fact the proof 
is arranged so that this hypothesis is invoked only at the 
very last step. I lacked the patience to work out the 
details in the general case. Let me indicate, at least, 
that Dieudonne's theorem would follow from (9.6) if the 
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restriction on ~ were dropped. For suppose A is a division 

ring. First the group E equals [U(A) , U(A)]. For if 1 + st 

£ U(A) (we may assume t # 0) then 1 + ts = tel + st)t- 1. 

Finally, if A has more than two elements then formula (2) 

above shows that [GL 2 (A) , GL 2 (A)] ~ E2 (A); hence (9.1) 

implies E (A) = [GL (A), GL (A)] for all n > 2. n n n 

Proof of (9.6). Since K1(A, ~) = GL(A, ~)/[GL(A), 

GL(A, ~) ] we evidently have [U(A) , U(A, ~)] C Ker(f). If s, 

t £ ~ and if 1 + st £ U(A) then 1 + st is of type (~, t) 

(see (3.1)") and 1 + ts is (~, t)-related to (1 + s t) . 

Since we have condition SR2 (A, ~) it follows from (3.3) (b) 

that (1 + ts) (1 + st)-l belongs to E2 (A, ~), and hence also 

to Ker(f). Thus E C Ker(f). 

Let K: U(A, ~) ---> C = U(A, ~)/E be the natural 

projection. If we can show that K extends to a homomorphism 

K~: GL 2 (A, ~) ---> C such that E (A, ~) C Ker(K~) then K~ 

will induce an inverse to the obvious homomorphism C ---> 

GL2 (A, ~)/E2(A, ~). Thus the theorem will be proved by 

virtue of (9.1). 

We saw in the proof of (9.1) that (A, ~) satisfies 

SR2 and SRl~. Moreover the definiton of E shows that K(a) 

K(a~) whenever, for some t £ ~, a £ U(A, ~) if of type 

(~, t), and a~ is (~, t)-related to a. Therefore (see 

Remark (6.4)) we can apply (6.3) to obtain a well defined 

extension, K~: GL 2 (A, ~) ---> C, of K, defined with the aid 

of "standard forms" in GL2 (A, ~). Precisely, every (J £ 

GL 2 (A, ~) can be factored in GL 2 (A, ~) in the form 
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Let N = h £ GL 2 (A) I K~(aT) = K~(a) for aHa £ 

GL2(A, ~)}. It follows from (7.3) that, if the group N 

contains E2(A), then K~ is a homomorphism whose kernel 

contains E2 (A, ~). Thus the proof will be complete if we 

show that E2 (A) C N. We further note that (7.4) implies D2 (A) 

CN. 

Now we claim, under the assumption that A = R[U(A)], 

that the group H generated by D2 (A) together with {£(s) = I 

+ se12 Is, R} and, = (~ ~) is all of GE(A). For if 

formula (2) above shows that M = {t I £(t) £ H} contains all 

us with u £ U(A), s £ R. But these additively generate A so 

M = A. Since n £(t) n- 1 = I + te21 we see that H ~ E2 (A) , 

as well as D2(A), so H = GE2(A) as claimed. 

In view of what has been said the theorem will be 
proved if we show that n £ N and that £(s) £ N for all s £ 
R. 

If a has the standard form 0 = a £ S as in (*) above 

then, since £(s) is both of type L and of type R, it follows 
easily from (6.3) (c) that 

K~(~(S) ££(s) SS(s)) 

K ~ (a.£( s)) K ~ (£ £ (s)) K ~ (~ (s) ) 

K(a)K~(££(s)) db). 

Therefore it suffices to show, in this case, that K~(££(S)) 
= 1. Let B be a commutative subring of A containing R[t] and 

such that U(A) n B = U(B); e.g. any maximal commutative 
subring has this property. Let ~ = ~n B, and suppose we 

know that (B, ~ ) satisfies the same hypotheses that we have 
o 
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made on (A, s). Then we have a map K": GL 2 (B, Sa) --> U(B,Sa) 

analogous to K', and evidently K'(e:£(S)) = hK"(e:e;(s)), 

where h: U(B, Sa) ---? C is the inclusion U(B, Sa) C U(A, s) 

followed by K. Since B is commutative it follows from (9.2) 

that K" = det, and manifestly det(e:£(S)) = det(e:) = 1. 

To check the hypotheses on (B, Sa) first note that 

rad An B C rad B. For if b e: Band b = I mod (rad A n B) 
then b e: U(A) n B = U(B). Therefore if SC rad A we have Sa 

C rad B, as required. (Note also that if R is semi-local 
and if A is a finite R-algebra, then it is easy to show that 
B is also semi-local). Again, if A is local then B must be 
also. Hence the proof so far works under any of these 
hypotheses. 

Finally, we complete the proof by showing that TI e: N. 

We will show that K'(a TI ) = K'(a) if a ~ -- (ac b
d

) ~ 

is such that a, d e: U(A, S). This last condition is auto­
matic if S C rad A, of course. With it we have the standard 
forms, 

cr = (: :) = (: :) C :)C d-:~:J 

and so 

TI 
Similarly, a 

= (a-:d-1c b:-,) C :) G :). 

(: :), so 
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But d-I(da - dbd-Ic)d 
q.e.d. 
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Let A be a semi-simple finite algebra over a field, 
L, and let C denote the center of A. Then C is the product 
the centers of the simple factors of A, and these factors of 
C are finite field extensions of L. Recall from (III, §8, 
discussion preceding (8.5» that there is a reduced norm 
homomorphism 

Nrd = NrdA/ C: U(A) --_.> U(C). 

It is defined as the product of the reduced norms in the 
simple factors, it is stable under an extension of the base 
field (which preserves semi-simplicity), and it is the 
ordinary determinant when A = M (C) for some n > O. These 

n 
properties characterize it. The last one implies that it has 
the same stability properties as det. Explicitly, suppose 
n > O. Then M (A) is semi-simple with center C, so we have 

n 

"det" = Nr~ (A)/C: GLn(A) 
n 

---> U(C), 

whose kernel we shall denote by SL (A), the elements of 
n 

reduced norm one. If a £ GL (A) and S £ GL (A) then 
n m 

det G :) = deta detS. 

In particular det(a ~ I) det(a) , so we obtain 
m 

det: GL(A) ---> U(C). 

This is a homomorphism into an abelian group, so its kernel, 
which we shall denote SL(A) contains E(A). Thus we have an 
exact sequence 

det o -> SKI (A) -> KI (A) --> U(C) 

where SKI (A) = SL(A)/E(A). 

Problem. Is SKI (A) = O? 
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The answer is yes if A is commutative and, more 
generally, if A is a product of full matrix algebras over 
fields (not just division rings). If A is simple then it is 
known that there is a field extension C~ of C such that 

A ~ C~ ~ M (C~) where [A: CJ = n 2 . We have just noted that 
C n' 

SK1(A ~C C~) = O. From this one can deduce easily (cf (IX, 

4.7)).that SK1(A) is a torsion group of exponent [C~: CJ. 

While no examples are known for which the answer to the 
question above is negative the only positive result of any 
generality is the following theorem of Wang [lJ. Wang's 
proof, which we omit, uses rather deep theorems from number 
theory. 

(9.7) THEOREM (Wang). Let A be a semi-simple finite 

algebra over a number field. Then, for all n ~ 1, the group 

SL (A), of elements of reduced norm one in GL (A), coincides 
n n 

with the commutator subgroup of GL (A). In particular SK1(A) 
n 

= O. 

Remark. By virtue of Dieudonne's theorem the last 
assertion is equivalent to the first. 

§10. CRITERIA FOR FINITE GENERATION 

In Chapter X we will prove theorems stating, in some 
circumstances, that K1(A, ~) is finitely generated. With the 

aid of some purely group theoretic facts this can sometimes 
be deduced from the finite generation of Kl(A). This section 

records some of these propositions from group theory. 

(10.1) PROPOSITION. Let G be a group and let H be a 

subgroup of finite index. 

(a) H has only a finite number of conjugates in G, 

and their intersection is a normal subgroup of finite index. 

(b) G is finitely generated if and only if His. 

Proof. (a). The number of conjugates of H is [G: N], 
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where N is the normalizer of H, and hence if finite. For the 
rest it suffices to show that H n H~ has finite index in G 
if H and H~ do. G acts as permutations of the cosets, G/H, 
as well as G/H~. Therefore we have a homomorphism G ---> 
Permutations of «G/H) x (G/H~» whose kernel is clearly in 
H n H~, and has finite index in G. 

(b) Let X be a set of generators for G and let C be 
a set of coset representatives for G/H containing 1. If a 
s G there is a unique factorization a = c(a) h(a) with c(a) 
s C and h(a) s H. Let H be the subgroup of H generated by 

o 

+1 
Y {h(x- c) I x s X, c s C}. 

We claim H 
o 

= H. If X is finite then so is Y (because Cis) 

so this will imply H is finitely generated if G is. The 
converse is trivial because Hand C generate G. 

+1 
If a s G then a is a product of elements x- (x s X). 

To show that h(a) s Ho we can use induction on the number n 

of such factors. If n = 1 then h(a) s Y c H . It suffices 
o 

now to show that, if h(a) € H , and if y = x±l for some x 
o 

€ X, then h(ya) € H . But 
o ya = yc(a) h(a) = c(yc(a» h(yc(a» 

h(a), so h(ya) = h(yc(a» h(a). We have h(a) € H , by 
o 

assumption, and h(yc(a» s Y , so h(ya) € H q.e.d. 
0 

(10.2) PROPOSITION. Let 

(1) 1 > G~ > G 
P 

> G" 1 > 

be a grouJ2 extension (i.e. exact seguence of grouJ2s) and 

assume G" is finite. Then 

(2) G~ /[G, G ~] > G/[G, G] 

has finite kernel and cokernel. 

We will not prove this here, but simply indicate 
that it follows from an exact sequence, due to Schur, which 
occurs as the "exact sequence of low order terms" in the 
Hochschild-Serre spectral sequence of (1). The sequence in 
question is 
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(3) H2 (G) -> H2 (Gil) _t_> HO (Gil, Hl (G~» ~> Hl (G) 

--> Hl (Gil) --> O. 

Here H.(G) = G.(G, Z), the ith homology group of G with 
11= 

integer coefficients. The homomorphism (2) above can be 
identified with j in the sequence (3). The proposition now 
follows from the fact that, since Gil is finite, H.(G") is a 

1 

finite group for all i > O. 

The same reasoning shows that if Gil is finitely 

presented then the kernel and cokerne1 of (2) are finitely 

generated. For it is trivial that Hl(G") = G"/[G", Gil] is 

finitely generated if Gil is, and it is well known that H2 

(Gil) is finitely generated if Gil has a presentation with a 
finite number of defining relations. 

In case the projection p is split by a homomorphism 
s: Gil --> G then the maps H. (G) - > H. (Gil) in (3) are 

1 1 

split epimorphisms, so the exactness implies that (2) is a 
split monomorphism. The existence of s just means that G 
is a semi-direct product (see (IV, §4». We shall record 
this conclusion for future reference; it is a simple 
exercise to prive it directly. 

(10.3) PROPOSITION. Suppose G 

direct product. Then 

G~ Gil is a semi-
s~d 

G/[G, G] = (G~/[G, G~]) -6} (G"/[G", Gil]). 

Let A be a ring and suppose that, for each n > 1, we 
are given a group S (A) such that 

n 

E (A) C S (A) C GL (A) n n n 

and 

S +meA) n GL (A) = S (A) n n n for all m > O. 

If ~ is a two sided ideal we put 
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S (A, .v 
n 

S (A) n GL (A, .9.) n n 

and 

S (A, .9.) = U S (A, .9.). 
n n 

(10.4) PROPOSITION. (cf. (4.4)). Suppose A satisfies 

the hypotheses of (4.2) (with ~ = A) for some n ~ 2. Then 

if S(A)/E(A) (CK1(A)) is finite (resp. finitely generated) 

the same is true of S(A, ~)/E(A, ~) for all ideals ~ such 

that A/~ is finite. If, further, A is a finitely generated 

~-algebra, then for all m ~ max(n, 3), Sm(A, ~) is a 

finitely generated group. 

Conversely, if S (A) is finitely generated for any 
m 

m > n - 1 then S(A)/E(A) is finitely generated. 

Proof. If m ~ n and if 0. EO GLm (A, .v then, by (4.2), 

0. = ES with E EO E (A, ~) and S EO GL l(A, ~). If 0. EO S (A,s) 
m ~ m 

it follows that S EO S (A, ~) n GL l(A) = S l(A, ~). 
m n- n-

Thus we see from (4.2) that 

Sn_l(A, ~) ---:> S(A, .v /E(A, .v 
is surjective, and 

S (A, ~)/E (A, ~) m m 
---:> S(A, ~) /E(A, s) 

is bijective for all m > n. This establishes the last asser­
tion of the proposition~ It further follows from (4.3) that, 
for m ~ n, 

[E (A), S (A, .9.)] C [GL (A), S (A, .v] C E (A, n), m m m m m ~ 

with equality if m > 3. 

If A/.9. is finite then S (A, .9.) is a normal subgroup 
m 

of finite index in S (A), so it follows from (10.2) above 
m 
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that 

S (A, g) / [S (A), S (A, g)] -> S (A) /[ S (A), S (A)] 
m m m m m m 

has finite kernel and cokernel. For large m this map is iso­
morphic to 

SeA, ~)/E(A, s) -> S(A)/E(A), 

and the first assertion of the proposition now follows. 

If A is a finitely generated ~-algebra then (see 

(1.3)) E (A) is finitely generated for all m ~ 3. Therefore 
m 

if S(A)/E(A) is finitely generated the same is true of 
Sm(A) for all m ~ (n, 3). If A/~ is finite then Sm(A, ~) has 

finite index in S (A) so (10.1) (b) implies S (A, ~) is also 
m m 

finitely generated. q.e.d. 

HISTORICAL NOTES 

As mentioned in the introduction, the material above 
is taken primarily from Bass [1] and from Bass-Milnor-Serre 
[1]. Some improvements in the exposition were supplied by 
Herve Jacquet, to whom I am grateful. 

The questions treated here fall within the tradition 
of the work of Dickson, Dieudonne, Artin, ••. on the classi­
cal groups (over a field). Klingenberg, in a series of 
papers (cf. Klingenberg [1] and [2]) has extended much of 
that theory to the classical groups over local rings, and it 
is now reasonable to seek a "globalization" of his results, 
such as we have obtained here for GL. 

Presumably the most natural setting for such a theory 
would be the theory of semi-simple algebraic groups, or 
rather group schemes, over a commutative ring A. Stability 
conjectures could be formulated in terms of dim(max(A)) and 
the ranks of a split tori in the group. 



Chapter VI 

MENNICKE SYMBOLS 

AND RECIPROCITY LAWS 

In this chapter something quite remarkable happens. 
We start with a Dedekind ring A, with the intention of 
refining the results of Chapter V on the groups SKI(A, ~). 
The latter imply that 

SL (A, ~) IE (A, .v -> SKI (A, ~) n n 

is an isomorphism for n ~ 3, and that 

(1) 

is surjective. It is natural to ask for the kernel of K • 
~ 

We note first that if a = (: :) E SL2(A, S) then K~(a) 

depends only on (a, b), so we can denote this by 

Here (a, b) varies over a set we denote by W . The first 
~ 

theorem, due to Mennicke, states that the function [ ]: 
W ---> SK (A, ~) has some pleasant algebraic properties, 
~ 

the most striking of which is that it is bimultiplicative 
in (a, b). The main result then is that it is the universal 

279 
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function from W into a group having these properties; such 
.9.. 

functions are called "Mennicke symbols". The proof consists 
in showing first that a Mennicke symbol induces a homomor­
phism from SL2 (A, .9..) with certain properties - this step 
is a theorem of Kubota. Next we must extend Kubota's homo­
morphism from SL2 to SL3, and thence to SL (n > 3). This is 

n 
accomplished by the methods of Chapter V. 

The remarkable fact now is that Mennicke symbols are 
intimately related to "reciprocity laws", of a type that 
includes, for example, the classical quadratic and higher 
reciprocity laws in number fields, as well as certain 
"geometric reciprocity laws" on algebraic curves. 

This connection was already apparent in the paper 
Bass-Milnor-Serre [1], from which the present material is 
adapted. The classical reciprocity laws are most naturally 
expressed as "product formulas" for certain local symbols. 
In the case of quadratic reciprocity these are the Hilbert 
symbols. The Mennicke symbols in the present context are 
then analogous to the Legendre symbols in the quadratic 
reciprocity law. 

In §§5-6 we show how, over an arbitrary Dedekind 
ring A, with a non zero ideal .9.., one can construct certain 
local symbols, one for each ~ E max(A). Then we formally 
define a ".9..-reciprocity" to be a certain collection of data 
satisfying a product formula relative to these local symbols 
(definition (6.1». The definition poses a universal mapping 
problem, and hence there is a universal .9..-reciprocity. In 
§6 we establish an equivalence between Mennicke symbols on 
Wand .9..-reciprocities. The upshot is that SK1(A, .9..), which 

.9.. 
we originally investigated in order to determine the normal 
subgroups of SL (A), is now characterized as the group 

n 
defined by the universal .9..-reciprocity. 

So far A has been any Dedekind ring. In §7 we take A 
to be the ring of integers in a number field L. The main 
theorem of Bass-Milnor-Serre [1] is then quoted without 
proof. It states that SK (A, .9..) = 0 for all.9.. if L has a 
real embedding. If, on the other hand, L is totally imagin­
ary, then the power reciprocity laws in L give rise to non 
trivial reciprocity laws in A. Moreover, there are no others 
From this it follows that SK1(A, .9..) ~ ~ , the rth roots of 

r 
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unity, where r = r(s) is a divisor of the number of roots 
of unity in L. An exact formula is given for r. 

281 

Finally, in §8, we take A to be the coordinate ring 
of an absolutely non singular and irreducible algebraic 
curve X over a field k. Following Serre [3], we give the 
proof of a reciprocity law on X, the complete non singular 
curve determined by X. This reciprocity law, which has been 
attributed to Weil, is sometimes formulated as "f«g)) = 
g«f))" where f and g are non zero rational functions on X. 
We show how to obtain from this a sometimes non trivial 
induced reciprocity law on the affine curve X. No non 
trivial examples can occur this way when k is finite, and, 
indeed, it is proved in Bass-Milnor-Serre [1] that SKI (A, 
s) = 0 for all S when k is finite. 

On the other hand we show that there is a non trivial 
reciprocity law, with values in ~2 = {±l}, defined on the 
coordinate ring of the real circle: R[x, y], x2 + y2 = 1. 
We give a direct proof of the recipr~city law in this case, 
using elementary arguments, and we also give a topological 
interpretation of the corresponding homomorphism SKI (A) 
--> ~2' 

It is natural to ask whether there are any recipro­
city laws on algebraic curves other than those which can 
be deduced, by the method of §8, from that of Weil. The 
answer is "yes", as we shall see in Chapter XIII. The 
reason is that SKI (A) can be much larger than Weil's 
reciprocity law can account for. The proof of this relies 
heavily on the machinery developed in subsequent chapters 
which we use to compute SKI(A). This is an illustration of 
the double edged nature of the theory. In Bass-Milnor-Serre 
the classical recprocity laws were used to settle the pro­
blem of congruence subgroups, i.e., essentially, the 
computation of the groups SKI (A, s). Since the "K-theory" 
methods developed below give a direct means for computing 
SKI (A, s) in certain cases, we can then go back and use the 
K-theory to discover new reciprocity laws in those cases. 

§l. MENNICKE SYMBOLS 

We fix a commutative ring A and an ideal S in A. We 

shall write W for the set of s-unimodular elements in A2 • 
.9.. 
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Explicitly, 

W {(a, b) £ A2 I (a, b) - (1, 0) mod s.; 
9.. 

aA + bA = A}. 

The object of study in this section is described by: 

(1.1) DEFINITION. Let C be a group. A function 

[ ]: W --> C, 
S. 

(a, b) 

is called a Mennicke symbol if it satisfies MSl and MS2 
below. 

MSla. [b:taJ = [:J whenever (a, b) £ W and t £ S. 
S. 

MSl 

MSlb. 
L:tJ = [:J 

whenever (a, b) £ W and t £ A 
.9, 

(Note the assymetry). 

MS2a. [:J [:2J = [b~b2J whenever (a, bl) , 

(a, b2) £ W • 
MS2 S. 

MS2b. [bJ [b ] = [b ] whenever (aI, b) , 
al a2 ala2 ( b) £ W • a2, 

S. 
It is clear from the definition that there is a 

universal Mennicke symbol, [ ] : W --> C , characterized 
S. S. S. 

by the fact that any other Mennicke symbol [ ], as above, is 
of the form ho [] for a unique homomorphism h: C --> C. 

S. S. 
Moreover this defines C up to a unique isomorphism. It can 

S. 
be constructed, for example, as the group with generators 
Wand relations MSl and MS2. (We shall see below that the 
S. 

axioms are not independent, so that this presentation of C 
S. 

is redundant). The main theorems of this chapter will show 
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that if A is a Dedekind ring then C~ ~ SK1(A, ~). This 

explains our interest in Mennicke symbols. The effect of this 
result is that to give a homomorphism SK1(A, ~) ---> C is 
equivalent to giving a Mennicke symbol W ---> C, for any 

~ 
group C. In the later sections we will exhibit examples 
where SK1(A, s) can be computed with the aid of Mennicke 
symbols. We begin here by establishing some of their elemen­
tary properties. 

(1. 2) PROPOSITION. (a) If " ~ ~ :) , GL, (A, il then 

(a, b) £ W • The resulting map GL2(A,~) 1st row W 
,~ > ~ 

induces bijections 

SN/SL2 (A, ~) -> N/GL 2 (A, ~) -> W~, 

where the left and middle terms denote coset spaces modulo 

the subgroups SN = {I + te21 I t £ ~}, and 

N = { (: :) £ GL2 (A, ~)}, respectively. 

(b) Let K: SL2 (A, ~) ---> C be a homomorphism such 

that Ker(K) contains both E2 (A, ~) and [E2(A), SL2(A, ~)]. 

Then K admits a factoriation 

(1) 

and ] satisfies MSl. 

In §2 we shall see what further conditions on K are 
required to make [ 1 a Mennicke symbol. 

Proof. (a). Clearly (a, b) = (1, 0) mod~; moreover 
ad - bc £ D(A). Thus Ca, b) £ W , and we have a map GL 2 (A, ~ 

.9.. 
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1st row W. Suppose a = (a b) and a~ = fa b \ have 
> El c d \c ~ d 1 

the same first row, i.e. EO. = Ea~ where E = (1, 0). Then 

Ea~a-l = E, i.e. a~a-l ~ N. Since N n SL2(A, El) = SN the 
maps of coset spaces above are well defined and injective. 
To establish bijectivity we must show that every (a, b) 
W is the first row of some a It SL2 (A, g). This follows 
El 

from (V, 3.4 (b)), but we shall recall the proof. Write 1 

ax + by; then set c = -by2 £ El and d = x + bxy. We have 

ad - bc = a(x + bxy) + b2y2 = ax + by(ax + by) = 1. Reading 

mod <t 'hows that d , 1 mod <t, and thus (: :) • SL,(A, <jl. 

q.e.d. 

(b) Since SN C E2 (A, El) C KerG<;), it follows from 
part (a) that K factors through W (= SN/SL2(A, g)), thus 

El 

giving us diagram (1). Let 0" (: :) e SL,(A, <jl. If , = 

1+ te12 (t € g) then E £ E2(A, El) C Ker(K) so K(aE) = K(a). 

But aE =(a* b:ta) , so we have [b:taJ = [:J for t £ El. If E = 

I + te21 (t £ A) then [a, E] 

( b ] = [bl for t ~ A. Thus we have verified MSla and MSlb, 
a+tb a 

respectively, for [ ]. q.e.d. 

Let H C SL2(A) denote the group generated by all 

L12(t) = 1+ te12 (t £ A) and all L21(t) = I + t21 (t ~ g). 
If (a, b) £ A2 then (a, b) L12(t) = (a, b + td) while (a, b) 
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'21(t) 
write 
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if there is a , E H such that (a2, b2) = (aI, bl)" This is 

the equivalence relation generated by (a, b + t) - (a, b) 
.9.. 

for all t E .9.., and (a + tb, b) - (a, b) for all tEA. Note 
.9.. 

that if (aI' bl) E W above then (a2, b2) E W also. More-
.9.. .9.. 

over, we can restate axiom MS1 for a Mennicke symbol with 
this notation, as follows: 

MS1 if (a, b) E Wand 
.9.. 

(a ~, b~) - (a, b) • 
.9.. 

(1.3) PROPOSITION. Let (a, b) E W and let u E U(A). 
- .9.. 

Then (a, b) '" (a, (1 - a) b), and (a, b) - (1, 0) if 
.9.. -.9.. 

either a = u mod b or b = u mod a. 

Proof. (a, b) '" (a, b - ab) 
-- .9.. 

a = u - tb then (a, b) - (a + tb, b) 
.9.. 

(a, (1 - a) b). If 

(u, b) - (u, b + 
.9.. 

u • u- 1 (1 - u - b» = (u, 1 - u) - (1,1 - u) - (1,0) • 
.9.. .9.. 

Suppose, finally, that b = u + ta, 
Then (a, b) '" (a, qb) - (a, qb - qta) = 
-1 • .9.._ .9.. u uq, uq) - (1, uq) '" (1, 0). q.e.d • 

.9.. 

and set q = 1 - a. 
(a, qu) - (a-

.9.. 

(1.4) PROPOSITION. Let .9..~ be an ideal containing .9.. 

and assume that A/.9.. is semi-local. Then given (a~, b~) E 

Wn~' there is an (a, b) E W such that (a, b) '" ~ (a~, b~) • 
..:l. .9.. .s. 

Proof. After passing to A/.9.. and .9..~/.9.. we can assume 
.9.. = 0, so A is semi-local. Then, by (III, 2.8), we can 
choose tEA so that a~ + tb~ E U(A). Applying (1.3) then 

we have (a~, b~)- ~ (a~ + tb~, b~)'" ~ (1,0). q.e.d . 
.9.. .s. 
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This proposition is especially useful when A is a 
noetherian integral domain of dimension ~ 1. For then A/~ 
is semi-local (in fact, an Artin ring) for every ideal ~ # 
o. 

(1.5) PROPOSITION. Let A be a noetherian integral 

domain of dimension ~ 1 (e.g. a Dedekind ring). 

(a) Let ~ be a non zero ideal in A and let t # 0 be 

an element of~. Given (aI' bl), ... ,(a , b ) E W , there 
n n ~ 

exist (a, clt), ... ,(a, cnt) E Wt (= WtA) such that (ai' bi) 

~ (a, c. t) (1 < i < n). 
~ 1 --

(b) Let S be a multiplicative set in A, let ~' be an 

ideal of A' = S-l A, and let ~ = ~' n A. Given (a', b ') E 

W d there is an (a, b) E W such that (a, b) ~ , (a', b'). 
~ ~ ~ 

Remark. It follows easily from (1.5) (b) that, for 
all n > 1, SL (A', ~') is generated by E (A', ~') together 

- n n 
with SL (A, ~). In particular, SKI (A, ~) --> SKI (A', ~') 

n 
is surjective. 

Proof. (a). Since A/tA is semi-local we can use (1.4) 
to find (a.', b. 't) E W such that (a.', b. 't) ~ (a., b.) 

11 t 1 1 ~ 11 

(1 < i ~ n). Assume, by induction on n, that we have found 

(a', c.t) E W such that (a', c.t)~ (a., c.t) (1 ~ i < n). 
1 t 1 t 1 1 

We can, of course, arrange that each c. # O. Let c = Cl" 
1 

c 1 # O. Since b ' is comaximal with a A we can, by (III, 
n- n n 

2.8), find c = b ' mod a such that c maps to a unit in n n n n 
(the semi-local ring) A/cA. Then we have (a " b 't) ~ 

n n t 

(a " c t), clearly. Moreover, writing a' - a 
n n n 

dt, we can 

solve d = rc - sc. Then a' - a = rc t - sct so a ' + rc t n n n n n 
= a' + sct; call this element a. Then (a " c t)~ (a, c t), n n t n 
and, since c = cl"c l' (a', c.t) ~ (a, c.t) (1 < i < n). 

~ 1 t 1 -

q.e.d. 
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(b) Let a # 0 be an ideal in A. Then A/a is an Artin 
ring, so A/a = ITA/n. where each A/q. is a local ring with 

-..:1.1 -1 
n. 

maximal ideal E. / S .• Moreover o. 1 C S~ for some n. > 0 so 
11 ""1- ~ 1 

the Si are comaximal, and we have ~ ~ = TI~ (see Chinese 

Remainder Theorem (III, 2.4». Moreover S-la = TIS-IS. (o.n 
- 1 ""1-

S = ¢), and A~ /S-l~ = TIA/~ (~n S = ¢). These facts follow 

from standard properties of localization (see (III, §4» and 
the fact that the ~ are maximal ideals. Since any ideal ~~ 

in A~ is of the form a~= S-l~ (~ = ~~ n A) it follows, in 

particular, that the composite A C A~ ---> A~/a~ is surjec­
tive for a~ # O. 

We are given (a~, b~) £ W ~ and we seek (a, b) £ W 
S S 

such that (a, b) ,.., ~ (a~, b~). If a~ or b~ is zero then 
S 

the other is a unit, and (1.3) implies (a~, b~) - ~ (1,0). 
S 

If not we can find b # 0 in A such that b ::: b~ mod a~ S~, 

by the paragraph above. Moreover the same paragraph shows 

that bA = .£.1E2 where .£.1 = bA~ n A (so that bA~ = blA~) and 

where E2 is comaximal with '£'1' Choose al £ A such that al 

::: a~ mod bA~, and then choose a £ A to solve 

a - al mod .£.1 

a - I mod E2' 

The first congruence implies a - al - a~ mod bA~, so (a~, 

b~)"" ~ (a~, b),.., ~ (a, b). Hence (a, b) ::: (1,0) mod S~n A 
S S 

(=~. To show that (a, b) £ W it remains to be shown that 
.9.. 

~ = aA + bA equals A. Of course £A~ = A~ and ~ ~bA = ,£,1E2' 
If s £ S n ~ then s belongs to no maximal ideal containing 

'£'1' Moreover a £ ~ and a ::: 1 mod £2. Therefore A = sA + aA 

+ .£.1E2 c~. q.e.d. 

(1.6) PROPOSITION. Let S be an ideal in a commutative 

ring A, let C be a group, and let [ ]: W ---> C be a 
.9.. 
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function satisfying MS1, and such that [~J = 1. 

(a) If (a, b) E W , and if there is a u E U(A) such 
-- .s. 

that a = u mod b or b = u mod a then [:J = 1. 

(b) Suppose t E .s., and a = 1 mod t. Then the map b 

I~> [:tJ for b E A, bA + aA = A, induces a map 

(2) U(A/aA) ---> C 

whose composite with U(A) ---> U(A/aA) is the constant map L 

(c) Suppose A is a noetherian integral domain of 

dimension _< 1. Then given (aI' b l ), ••• ,(a, b ) E W , there 
- n n .s. ---

exist t and a as above such that [::J (1 ~ i ~ n) all lie 

in the image of (2). 

Now suppose that [ ] satisfies MS2a also. (This 

implies [~J = 1). 

(d) The map (2) is a homomorphism. If A is as in (c) 

then [W ] is an abelian subgroup of C. Moreover, if 0 # .s.' 
.s. 

en then [W ,] = [W ]. 
-1 --.s. .s. 

(e) (Kervaire). Let t E.s. and suppose a, d E A are 

that a - 1 = d mod t and aA + dA = A. Then 

Proof. (a) follows from (1.3). 
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then [b:t] = [b 2t : xt a] = [b:t} Thus [:t] depends only on 

the class of b in U(A!aA). If b E U(A) then a = 1 mod tA 

(= btA) so (a) implies [:tJ = 1. 

(c) follows from (1. 5) (a). 

[:] = [bltab2t] = [b:tJ [b:t], using MS2a. Hence (2) is a 

homomorphism. In particular, the image of (2) is an abelian 
subgroup of C. If A is as in part (c) then the latter 
implies [W ] is the direct union of the images of (2), for 

.9.. 
variable t and a. Therefore [W ] is an abelian subgroup of 

.9.. 
C. If 0 # .9..~ c .9.. then A!.9..~ is semi-local so it follows from 

(1.4) that [W ~l [W l . 
.9.. .9.. 

[adtJ [dt a- at] = [Xatl (e) Write d - a = xt. Then J 

(1.7) PROPOSITION. (Lam) Let A, .9.., and C be as in 

(1.6), and let [ 1: W ---> C be a function satisfying MS1 . 
.9.. 

(a) MS2b =? MS2a. 

(b) If A is a noetherian integral domain of dimension 

< 1 and if .9.. is an invertible ideal then MS2a =? MS2b. 

Proof (a). We assume MS2b. Suppose t E .9.., a = 1 mod 

t, and (a, bt) E W ; say a = 1 + st. Then 
.9.. 
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(*) [bt2] = [-at ]. 
a a + bt 

For we have [ bt2 ] = [bt2 - t(l + bt)] 
1 + bt 1 + bt 

and hence [ bt2] = [bt2] [bt2 ] [ bt 2 ] 
a a 1 + bt = (1 + st)(l + bt) 

= [bt2 - tea + bt)] [-at ] 
a + bt = a + bt . 

Next suppose above that b = b 1b 2 • Then 

(using (*)). 

Finally, suppose (a, b 1), (a, b 2) E W~. We claim 

t = 1 - a. Then if (a, b) E W we 
.9.. 
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calculation above, we have 

(b) We now assume A is a noetherian integral domain 
of dimension < 1, that ~ is invertible, and MS2a. We claim 
that if (aI' b), (a2' b) £ W then 

~ 

(**) [a:aJ = [:J [:J. 
Case 1. There is a t £ ~ such that al = 1 = a2 mod t. 

Then 1 = [~.J (i 1,2), so it suffices to show 

l 

that [a:~J = [:~J [::l Neither side of this equation is 

altered if we vary b modulo ala2. If ala2 = 0 then b £ U(A) 

and (1.6) (b) implies all these symbols equal 1. Otherwise 
we can, after changing b modulo ala2' arrange that b is 

comaximal with t. (We can assume t =J 0 for the problem here 

is otherwise trivial). Then we can find b~ £ A so that b~ = 
1 mod ala2 and b l = 1 mod t, where b l = b~b. Now using (1.6) 

(d), we have 

and 

(i 1, 2). 

Finally, with the aid of (1.6) (c)·, we obtain 
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and this concludes the proof in case 1. 

General case. Write al 1 - t; if t = 0 we are in 

case 1 so assume t ~ O. If we replace b by b 1 

for some s £ ~ then neither side of (**) is altered. We 
claim s can be chosen so that t and b l generate ~. For it 

suffices to choose s so that this is so at each of the 
(finite number of) maximal ideals containing t. By the 
Chinese Remainder Theorem it suffices to do this locally. 
But then the invertible ideal ~ is principal and either 
ala2 or b is a unit, so such an s clearly exists. 

Since ~ = At + Ab l we can write a2 

Then neither side of the alleged equation, 

1 + xt + yb l 

is altered if we replace a2 by a2~ = a2 - ybl' But (al' b l ), 

(a2~' bl) satisfy the conditions of case 1, so this con­

cludes the proof. 

§2. THE MAIN THEOREMS 

Let ~ be an ideal in a commutative ring A, and let K: 
SL2 (A, sO ---> C be a group homomorphism such that Ker(K) 

contains both E2 (A, ~) and [E2 (A) , SL2 (A, ~)l. Then, accord­

ing to (1.2) (b), K admits a factorization 

S~(A, sO /> C 

st~ 
1 • row ~ [ 1 

W 

K 

~ 
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and [ ] satisfies MS1. Clearly also [~J 1. 

(2.1) THEOREM. (a) [ ] satisfies MS2a if and only if 

K satisfies the following condition: 

(2) If a, a~ s SL2 (A, ~) are of the form a 

and a ( 1 + ta tb) c d for some a, t s ~, then K(a) 

(b) (Mennicke) If K is the restriction of a homomor­

phism K~: SL 3(A, ~ -> C such that [E 3(A), SL 3(A, ~)] C 

Ker(K~) then [ ] is a Mennicke symbol. 

Let MS(A, ~) denote the normal subgroup of SL2 (A, sO 
generated by E2(A, ~), [E 2 (A), SL2(A, ~)], and all a-I a~. 

where a, a~ are as in (2) above. 

(2.2) COROLLARY. In the setting of (2.1) assume that 

A is a noetherian integral domain of dimension ~ 1, and 

that ~ is an invertible ideal. Then [ ] is a Mennicke symbol 

<=:> MS(A, ~) C Ker(K). 

Proof. This is an immediate consequence of (2.1) (a) 
and (1.7)(b). 

Proof of (2.1) (a). If 0 = (: :)' SL, (A, !l.) then [J 
K(a) • 

MS2a =:> (2). Given a and a as in (2) we have 
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[ b ] = K(ex). q.e.d. 
1 + at 

(2) ~ MS2a. We first note the following immediate 
consequence of (2): 

(* ) If (a, b) E Wand a 
.9. 

1 + xt with x, t E .9. then 

We must prove now that if (a, b ), (a, bl) E W then 
o .5l. 

1 + q (so q E .9.) and choose 

C E A such that 

C - 1 mod q; and 

b bIc - -1 mod a; say 1 + b bIc ad. 
0 0 

Then ex. (b1:,C :1) , SL2(A, ~ and [:,] 1. 
K(ex. ) 

1. 
(i 0, 1). 

E E2 (A). Then, by hypothesis, K(ex ) Let iT = ( °1 -01) iT 

for ex E SL2 (A, .9.), Hence we have 

where 

ab -ab C) o 0 

* 
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Since c = 1 mod q (recall q = a - 1) we can write 1 - C tq, 
and we have 

aq ] «*) with t there 
bobI tq 

b t 
o 

here) 

aq ] (because a 1 + q) 
q(l+b ob I t) 

[
aq - q(a - q(l + bobIt))] 

a - q(l + bobIt) 

[
q2(1+b Ob I t) ] 

a - q(l + bobIt) 

[ q(l + bobIt) ] «*) with t = q 

a - q(l + bobIt) (= a-I)) 

[q 
+ bob l (1 - C)] (1 - c q t) 

a 

[bOb l + q 

a 

- bOblC] 

[bOb 1 + q + 1 - ad] (ad - boblC 
a 

1) 
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Proof of (2.1) (b). Thanks to (1.7) (a) it suffices, 
in order to show that [ ] is a Mennicke symbol, to verify 
MS2b. Thus, given (aI' b), (a2' b) E W , it suffices to show 

.9. 

that [b ] =[b ] [b J' under the assumption that K extends 
aIa2 al a2 

to a homomorphism K on SL3(A, .9.) that kills E3(A, .9.), 

Choose a i - (ai b ) E SL2 (A, .9.), and write 
c i di 

- (a. 0) (. a. = 1 1 

1 ° 1 
1,2). Let TI 0 (-~ ~)E E3(A) , where 

TI = (~ ~). Then we have 

where 

Let EI 
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ca, 
b 0 

- Cl~ EI 
- c2a I d l aId l - aId2 0. = cIa2 

-C2 0 d2 

-c:a, b 

°ald,) d l 1 -

-c2 0 d2 • 

Let E2 I + (al - 1) e2 3; then 

ra, 
b 

: d') 
E2 o.El = 

dl 1 Y 

-c2 0 d2 . 

Let E3 I - e32 E E3 (A) • Then 

(a, b 0 

d1-(E2 El)E3 
dl + d2 - 1 1 -0. = Y 

Y - c2 dl-l 1 

Let E4 I + (d2 - 1) e23 E E3(A, .9..); then 

("':' b 0 

J 
q E 

E4(E2 0. ) 3 = d l d2 0 

Y - c2 dl-l 1 

(a la2 
Let S = z d:d) and S = (: :). Then E4 (E2 

E 1 E3 
0. ) ESS 

with ES E E3(A, .9..), clearly. Since E3 (A, .9..) C 

[E3 (A) , SL3(A, .9..)] c Ker(K~) we conclude that 
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K (8) 

The main theorem of this chapter is the following 
result, which contains a partial converse to (2.1). In the 
later sections we shall explore some of its consequences. 

(2.3) THEOREM. Let A be a noetherian integral domain 

of dimension ~ 1, and let ~ be an ideal in A. The natural 

homomorphism K : SL2 (A, ~) 
~ 

factorization 

------> SKI (A, ~) admits a 

as in (1) above, and [] is a universal Mennicke symbol. 
~ 

This theorem will be deduced from the following, more 
explicit, statements (which are themselves consequences of 
the theorem). 

(2.4) I. (Kubota). Let [ ]: W ---> C be a Mennicke - ~ 
symbol, and let K: GL 2 (A, ~) ---> C be the composite GL 2 (A,s) 

1st row> Wq [] > C. Then K is a homomorphism whose 

kernel contains GE2(A, ~), [GE2(A), GL2(A, ~, and all 

elements a-Ia~ where a, a~ E GL 2 (A, ~) are of the form 

a = an a = W1t a, (1 + at b) d ~ (1 + at tb) . h 
ct d --- c d ----

t £~. 

(2.5) II. The homomorphism K of I can be extended to 
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a homomorphism K~: GL3(A, ~) ---> C such that E3(A, ~)c 

Ker(K~). 

299 

Proof that I and II ~ (2.3). First it follows from 
(2.1) (b) that [] is a Mennicke symbol (without any 

~ 
assumptions on A). To prove that it is universal let [ ]: 

W ---> C be a universal Mennicke symbol. Then [] = h o [ 
~ ~ 

for a unique homomorphism h: C ---> SK1(A, ~, and we must 

show that h is an isomorphism. Let K and K~ be the homomor­
phisms whose existences are guaranteed by I and II, respec-

tively, and let f~: SL3(A, ~)/E3(A, ~) ---> C be the homo­

morphism induced by K~. Since dim A ~ 1 it follows from 

(IV, 4.5) that the natural homomorphism SL 3(A, ~)/E3(A, ~ 

---> SK1(A, ~) is an isomorphism. Thus f~ induces f: SKI (A,s) 

---, C. If a = (: :) £ SL,(A, s) then [:J = f (class of 

(~ ~ in SK (A, ~)) f [:J~ = fh [:J . Since, again by 

(V, 4.5), SL2 (A, ~) ---> SKI (A, ~) is surjective, it follows 

that h is an epimorphism. We have just seen that fh = lC' 

and hence h is an isomorphism with inverse f. q.e.d. 

§3. PROOF OF THEOREM (2.3): I. KUBOTA'S THEOREM 

A and ~ are as in (2.3), and K: GL 2 (A, ~) ---> C is 
defined by 

where [ ] is a Mennicke symbol. We shall prove, in several 
steps, that K is a homomorphism having the properties 
described in (2.4). 
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(i) If a = (: :) f GL 2(A, ~) then K(a) [:J 

[:r 1 
= [:r 1 

For u = ad - be f U(A) so, with the aid of (1.6) (a), 
we have 

Let H = {a f GL2(A,~) I K(a~a) = K(a~) K(a) for all 

a~ E GL2 (A, ~)} and let N = h GL2(A) I K(a T ) = KCa) for 

all a f GL 2(A, ~)}. Then, just as in (V, 7.2), Hand N are 

groups and N normalizes H. 

(ii) GE2(A) c N and GE2(A, ~) C H. Iri fact K(aE) 

K(a) for E f GE2 (A, ~). 

f H. 

LetO"(: :), GL 2(A, ~), and let E .. (t) = 1+ te ... 
1.J 1.J 

b:ta) and "'21(t) (a:tb :) 

= K(a), and, similarly, E21(t) 

E12(t) 
For any t f A we have a and 
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E21(t) 
= (a+:b :) • Hence 

E 12 (t) 
[a c r1 [:r1 0. K(o. ) 

ct 

K(o.) , and, similarly, E21(t) E N. 

If 0 diag(l, u) then 
0 

= (: b~) and 0.0 = (: b: ) 0. 

K(o.) , and also K(o.O) = K(o.) if u U(A, ~). 

Since the E12(t) and E21(t) (t E A), and 0 as above, 

generate GE2(A) , we conclude that GE2(A) C N. Since N 

normalizes H and all E12(t), E21(t) (t E ~) belong to H we 

have E2 (A, ~) C H as well. Finally GE2(A, ~) C H since GE 2 

(A, ~) is generated by E2 (A, ~) and those 0 as above such 

that u E U(A, ~). 

(iii) Suppose 0. = (: b) (a' b') and 0.' = in GL2 (A,,g) 
dc' d' 

are such that d = 1 = a' mod t for some t E ~, and assume 

further that a'A + dA A. Then K(o.'o.) = K(o.') K(o.). 

Suppose (a', xy) E W with Y E~. Then 
~ [ XaY, ] -- [aXY,J 

[ t ] = [Xyt] = [Y J [xt] An analogous remark applies to d. 
a' a' a' a" 

Now, for the proof, we have 

, (a'a 0. 0. = 
* 
+ b'c a'b + b'd) 

* , 

and hence 
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(a'A + dA A, so (d, a 'b) E W ) 
.9.. 

(u = ad - be E U(A, .9..)) 

(remark above) 

(see (i)) 

(remark above) 

«i) and (1.6)(a» 

«l.6)(e)). 

(iv) K is a homomorphism, i.e. H = GL 2(A, .9..) 

Let a, a E GL2(A, .9..); we claim K(a'a) = K(a') K(a). 
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Suppose a = aIa2 with a2 £ GE2(A, ~) C H (see (ii». Then 

K(a~a) = K(a~aI) while K(a) K(aI) also, by (ii). Therefore 

we are free to replace a by a a2- I for any a2 £ GE 2 (A, ~). 

We first arrange that det(a) = 1. 

Write a~ = 1 + t. If t = 0 we can apply (iii) to 
finish the proof. If not then, by (V, 9.3), we can choose 

q E E2(A,~) such that a£l £ SL 2 (A, tA); say aq = (a l b l). 
cI d l 

Since dlA + cIA = A = dlA + C1 2A we can find a d2 d l + 
s CI 2 (s £ A) which is a lmit modulo a~. Set £2 I + CIS 

eI2 £ E2 (A, tA). Then we have a£I£2 = (a l 
cI 

we have achieved the hypotheses of part (iii) for a£1£2 and 

a~. Therefore, by (iii) and (ii) , we have 

(v) Ker (K) contains GE 2 (A, ~) and [GE 2 (A) , GL2(A,~)]. 

This follows immediately from (ii). 

(vi) g a, a~ £ GL 2 (A, ~) are of the form 

(Hat :) and a~ (l:at bt) . h then K (a) a = d Wlt a, t ES 
ct 

K (a~) • 

(cL (2.1) (a». 

The assertions of Kubota's Theorem (2.4) are contained 
in (iv) , (v), and (vi) above. q.e .. d. 
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§4. PROOF OF THEOREM (2.3): II. CONCLUSION 

The homomorphism K: GL 2 (A, ~) ---> C constructed in 

Kubota's Theorem ((2.4); see §3) is to be extended to a K~: 

GL3(A, ~) ---> C so that E3(A, ~) c Ker (K~). We have seen 

in §2 that this will complete the proof of (2.3). We can 
assume, of course, that ~ # o. 

Since dim A < 1 and A is commutative we have the 
stable range conditions SR 3(A, ~) (see (IV, 3.5» and SRi 

(A, ~) (see (V, 3.4 (b»). Furthermore K satisfies the con­
dition in (V, 6.4) (see part (vi) of the proof of Kubota's 
Theorem). It therefore follows from (V, 6.4) that there is 

a map K~: GL3(A, ~) ---> C extending K, defined with the aid 

of "standard forms". Explicitly, if 

o 
(: ~) (I + te3l) G :) 

with all factors in GL3(A, ~), then K~(0) = K(a) K(S). 

Moreover all of the results of (V, §7) apply to K~, in 
particular (7.7). The upshot is that in order to show that 
K~ is, a homomorphism whose kernel contains E3(A, ~) it will 
suffice to show that 

for all 0 E GL3(A, ~), where 

It follows further from (V, 8.1) that it suffices to verify 

(1) for o = aE: where a, E: E GL3 (A, ~) are of the form 

_ (a 
:)' a = (all a 12), 

y = (:), E: 
a = I + te31' 

0 a2l a 2 2 

We are further allowed (by (V, 8.1» to replace 0 by TO for 
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any T = I + qel2 (q E ~) and we can thereby arrange that 

all " O. 

Now 

( all 
al2 

)and (J = a21 + tc a22 

t 0 

-c all 0 

a~'). 7f 
1 (J t 

+ tc c a22 
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Since A/alIA is semi-local there is an s E ~ such that t + 
s(a21 + tc) is comaximal with all. Since s is determined 

only modulo all~ we can further choose s so that d = 1 + sc 

" 0; note that t + s(a21 + tc) = sa21 + td. 

Put 8 I + se23, so that 

o 

d 

c 

Since (all' sa21 + dt) E W (by construction) there is an 
.9.. 

w = (Wll W12) E SL2 (A, ~) such that 
w21 w22 

( all 
:) = (: :) (2) w 

sa21 + td 

for some x, y E A W •• - (w . rltlng w = 0 :) we have 
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-c 
1 x wII al2 + wl2 ,a2'~ 

woo'll 0 y w21 a12 + w22 sa22 

+ tc c a22 

Let u = a21 + tc and put q I + ue31, so that ~ = El- l w . 

00'11 
= (~ p). where S - ( y 

w21 a12 + w22 sa22 

Sa22))· S c-ux a22 - u(wll a12 + w12 

Now 
'II 

= (0- 1 ;-l)El~ is standard form for 0, since 0 a 

o 
0- 1 (;i-I = ( w -1 -s) is of "type L" (see (V, §6)). Therefore 

001 

and we must show that this equals K~(O) = K(a) = [a 12] 
all 

To solve for w we make equation (2) explicit, 

Since det(w) = 1 the left side of (2) has determinant alld, 

so y = alld. Therefore w22d = alld, and since d ~ 0 (by 

construction above) we conclude that w22 = all. Making this 

substitution in the equation of (2,1) coordinates, we can 
again cancel all to conclude that w21 = -sa21 + td. There-

fore S has (1,2) coordinate -(sa21 + td)a12 + allsa22 = 
s(alla22 - a12a21) - tda12 = s - tda12, so S has the form 

S 
s -
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On the other hand 

w = ( wll 

(sa21 + td) 

where, recall, d = 1 + sc. We can now compute K(w)-l K(S). 

Next 

f(sa 21 + td)]-l 
l all 

r<l - alla22 - tda"r' K (a.) 

all 

l -tda"T' da.) 
all 

K (S) l - tda'J 
alld 

l - tda,,] 
all 

r -:OO'J 

l - tcia l ] 

all [:] 
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= [s - taa12] , 

all 

because d 1 + sc. Thus, indeed, K(W)-l K(S) K(a). q.e.d. 

§5. MENNICKE SYMBOLS [!J. 

In this section we fix a noetherian integral domain 

A of dimension ~ 1, and an ideal S lOin A. Starting from 

a Mennicke symbol [ ]: W ---> C, we propose to construct a 
S 

symbol (a,.!?.) 1-> [!J. Ws ---> C, where 

W {(a,.!?.) 1 a = mod s; .!?. is an invertible ideal 
S 

cs;aA+.!?.=A}. 

(5.1) PROPOSITION. There exists a function 

[ ]: W -> C 
S 

satisfying: 

MO. If (a, b) e: Ws and bl 0 then [:AJ = [:} 

M1 (a). [~J = 1 for all (1, .!?.) e: WS; 

Ml (b). L! J =[!J for all (a,.!?.) e: Ws 

and b e: .!?.; 

M2 (a). [~2aE..2J =[~lJ [!2] for all (a'.!?.l)' 

(a, .£.2) e: W ; and 
S 
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Moreover this function is uniquely determined by conditions 

MO, MS1 (a) and (b), and MS2 (a). 

For the proof we shall require: 

(5.2) LEMMA. Let ~ be an invertible ideal and let ~ 

be any non zero ideal in A. Then there is an invertible 

idea1~, comaxima1 with £, such that ~~ is principal. 

Proof. Let P = b- 1 , and let S-lA be the (semi-) 
localization of A at the (finite set of) maximal ideals 
containing ~. Then, since S-lA is semi-local, we have S-lp 

~ S-lA. It follows that there is a homomorphism h: P ---> A 

such that S-lh is an isomorphism. Then ~ = Im(h) ~ P ~ b- 1 

is contained in no maximal ideal containing a. q.e.d. 

Proof of (5.1). 

Uniqueness. Given (a, b) E W put t = 1 - a E _q. If 
- - .9.. 

t ° then [!] = 1 by M1 (a). If not use (5.2) to find a c 

comaxima1 with tb such that b c = dA for some d E A. By the 

Chinese Remainder Theorem we can find a~ so that 

a - a mod (~ n. tA) 

a~ - 1 mod c. 

Since a~ - a = 1 mod tA we have a _ 1 mod (tA n~) (= t~). 
Therefore 

(M1 (b) and M1 (a» 
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(MS2 (a)) 

(MO) 

Existence. Define [!] as above. There is no 

ambiguity if t = 0 so assume t # O. Since the congruences 

determine a~ uniquely modulo (~ntA)~, and hence modulo 

dA = bc, it follows that [:~] does not depend on the choice 

of a~, for a given choice of c. Moreover d is determined up 

. f d [ad.] l'S to a un1t actor, an ~ unaffected by such a change. 

Suppose ~l and ~ both satisfy the conditions on c 

above, say c.b = d.A (i = 1,2). Choose b~ comaximal with ~l 
-1- 1 

~ ~t in the same ideal class as ~, Le. so that b~c. = e.A - -1 1 
for some e. E A (i 

1 = 1, 2) ; this is possible by (5.2) • 

Choose a~ now so that 

a - a mod (~ n tA) 

a - 1 mod ~l c2 ~~. 

Note that ~l ~ £~ = ~l e2 = ~2 el is prime to bt. Since a 

= a = 1 mod tA we have a~ = 1 mod e.t (i = 1, 2). Therefore 
1 
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1 mod tA 

(= utA). This shows that [ ]: W ---> C is well defined, as 
.9.. 

above. We must now check the axioms. 

MO. If b = bA we can choose c = A, d = b, and a = a 

in the construction above. Then we have [:AJ = [:~J = [:l 
Ml (a). This is part of the definition. 

Ml (b). Given (a, ~) E Wand b E b we must show that 
.9.. 

[ b ] - [~J Write a = 1 + t (t E .9..). Choose c comaximal 
a + b - a . 

with ~t if t'" 0 and also with ~(t + b) if t + b'" 0 (the 

assertion is trivial if t or t + b equals zero) and such 

that bc = dA for some d E A. Now choose al ~ and a2 ~ such 

that 

al - a mod (~n tA) 

Then, by definition, 

a2 - (a + b) mod (~n 

(t + b)A) 

a2~ - 1 mod c. 

and 

But al~ = a = a2~ mod ~ since b E ~, and al~ = 1 = a2~ mod 

.£. Hence al ~ = a2 ~ mod bc (= dA), so [ d ] = [ d J 
al~ a2~ . 

M2 (a). Given (a, ~l)' (a, ~) E W we claim that 
.9.. 
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[!I] [~J = [~laE2J' This follows from M1 (a) if a = 1, so 

assume t = 1 - a" O. Choose c. comaxima1 with bl b"t such 
--J. - ~ 

that c. b. = d.A (i 
-~ -~ ~ 

1, 2). Now choose a' so that 

a - a mod (~I E2 n tA) 

a - 1 mod ~I ~. 

Since ~I ~ ~I E2 = dl d2 A we have, by definition, 

M2 (b). Given (aI' ~), (a2' ~) £ ~ we claim that 

Write t. = 1 - a. (i = 1, 2) and t 
~ ~ 

1 

- al a2' If tl t2 = 0 our assertion follows from M1 (a), so 

assume tl t2 " 0 .• Choose ~ comaxima1 with ~tl t2' and with t 

if t + 0, so that cb = dA for some d £ A, as in (5.2). Now 

choose aI' and a2 so that 

- 1 mod c (i = 1, 2). 

Then we have r~ ] [~J = [ d l [ d l = [ d J. Observe 
Lal a2 alJ a2 J al a2' 

that aI' a2' = al a2 mod band al a2 - 1 mod ~. Therefore, 

if aT a2 = 1, then aI' a2' = 1 mod bc (= dA) and we have 

1 = [ ~ J If not, Le. if t# 0, then we 
al a2 . 

choose a' so that 

a' - al a2' mod (~n tA) 

a' - 1 mod ~ 
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Then a - al a2 - al a2 mod t~ so [ b ] = [dJ. Moreover 
al a2 a 

a~ - al a2 ~ mod bc (= dA) so [:~J = Ll d a2 ~J = [!J [!J 
q.e.d. 

Remark. The usual Mennicke symbol [:J equals 1 if a E 

U(A). However it can happen that [!] # 1, even if a E U(A), 

if b is not principal. We shall see examples of this in §8. 

§6. RECIPROCITY LAWS OVER DEDEKIND RINGS, AND THEIR 
EQUIVALENCE WITH MENNICKE SYMBOLS. 

Throughout this section ~ denotes a non zero ideal in 

a Dedekind ring A, and we shall write X = max(A). For ~ E X 
we introduct the group 

U (~) 
~ 

U (A/E.9.., ~/.E.9..) 

{units in A/.E.9.. which are = 1 mod ~/~}. 

Its description depends on whether or not ~ divides ~. 

Case E f ~. Then, by the Chinese Remainder Theorem, 

A/.E.9.. = (A/E) x (A/~), and the corresponding product decom­

position of U(A/.E.9..) yields a canonical isomorphism 

(1) U~(~) " U(A/E)' 

C I W ' h~h~' ase E ~. e can wrlte ~ = E ~ w ere ~ 18 prime 

to E and h = v (~) > O. In this case we can write A/.E.9.. = 
E 

(A/ n h+l ) x (A/n~), d d d ' l' h' L ~ an we e uce a canon1ca 1somorp 1sm 
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. h h+1 
Slnce ~ = E IE has square zero it follows that a 1--->1+ 

a is an isomorphism from the additive group of ~ to the 
multiplicative group, 1 + ~. Thus we can further write 

(2) 

This module is unchanged by localization at A , which is a 
E 

discrete valuation ring, and hence we see that 

(non canonically). 

We conclude therefore that U (~ is isomorphic to 
E 

the multiplicative group of AlE if E r ~, and to the 
additive group of A/~ if £I~. 

Let U~(q) denote the inverse image in A of U (q). 
E- E-

Thus U~(~) is the set of a E A such that a f £ and a = 1 
E 

mod ~. If X : U (~ ---> C is a homomorphism and is a E 
E 

U~(q), we allow ourselves to write x(a) for the value of X 
E-

at the residue class of a in U (~). 
E 

We are going to show below that Mennicke symbols 
[ ]: W ---> C are equivalent with the following objects. 

~ 

(6.1) DEFINITION. A ~-reciprocity with values in an 
abelian group C is a collection {X 1 E E X} of homomor­

E 
phisms 

X : U (~) ---> C 
E £ 

satisfying ~-RO and ~-R1 below. 

v (l-a) 
~-RO. If a E U~(~) then X (a) E 1. 

E E 
~-R1. If a - 1 mod ~, if aA +bA = A, and if a # 0 

# b, then 



MENNICKE SYMBOLS AND RECIPROCITY LAWS 

(4) 
v (a) 

II I X (b) E. 
E. a E. 

315 

The last axiom requires some comment. If £Ib then a 
~ p so a E U~(q), and the left side makes sense. On the 

- E.-
other hand, if £Ia then, since a = 1 mod ~, E. r ~. In this 
case therefore we have a canonical isomorphism U (q) ~ 

E.-
U(A/E.) (see (1)), and b(f £) represents an element of this 
group. It is in the this sense that we interpret the right 
side of (4). In case a or b equals 0, the other is a unit. 
Then one side of (4) is the empty product (hence 1) and 
all exponents in the other are zero (hence it is 1 also). 

Concerning ~-RO it is automatically satisfied 
as the following result shows. 

for E. 

(6.2) PROPOSITION. Let {X } be a collection of homo­
- E. 

morphisms as in (6.1). Then S-RO is equivalent to each of 

the conditions: 
v (g) 

S-RO~. If a E U~«(I) then X (a)E. 1; and 
E...:1. -- E. 

~-RO". g v£. (~) is not a multiple of char (AlE.) then 

X is trivial. 
E. 

Proof. ~RO => ~-RO~. Let h = v (q) and let a E U~ 
£.- E. 

(S). There is nothing to prove unless h > 0, and if v (1 -
E. 

a) = h then S-RO~ agrees with S-RO. But if v (1 - a) > h 
E. 

then a = 1 mod ~ so X (a) = 1 already, in this case. 
£. 

S-RO~ => S-RO. Let h and a be as above. First suppose 

h = O. If v (1 - a) = 0 there is nothing to prove. If v (1 -
E. £. 

a) > 0 then a= 1 mod E., and hence a = 1 mod ~, so X (a) = 
E. 

1. 

Next suppose h > O. Then, just as above, S-RO and q­
RO~ agree if v (1 - a) = h, and otherwise a = 1 mod~, -

E. 
so that X (a) = 1 already. 

£. 
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.s.-RO~ <='> .s.-RO". Neither axiom asserts anything non 

trivial if .£ r 3., so suppose .£13.. In this case U.£(3.) ~ A/.£. 

the additive group (see (2) and (3) above), and 3.-RO~ 
asserts that Im(x ) has exponent h = v (q) > O. If char(A/n) .£ .£_ L 

= 0 then A/.£ is divisible, so it has no non trivial quo­
tients of finite exponent. If char(A/.£) = p > 0 then A/.£ can 
have a non trivial quotient of exponent h if and only if p 
divides h. This establishes the equivalence of 3.-RO~ and 
3.-RO". q.e.d. 

(6.3) THEOREM. Let C be an abelian group. There is a 

bijective correspondence between Mennicke symbols [ ]: W3. 

---> C and 3.-reciprocities {x.£} with values in C, defined 

~ 

and 

x (a) 
.£ 

(a E: W (3.)) 
.£ 

b v (b) [J = IT.£I b X.£ (a) .£ «a, b) E: W , a i- 0 i- b). 
3. 

Note that we have made use here of (5.1) which makes 

available the symbols [.£a3.] above. This is legitimate be-

cause, since A is Dedekind, all non zero ideals are inver­
tible, so we have the hypothesis of (5.1) for all .£3.' 

Proof. Suppose first that [ ]: W ---> C is a 
3. 

Mennicke symbol, and extend it to [ ]: ~ ---> C as in (5.1). 
3. 

Suppose a = 1 mod 3. and a i- O. If ~l and E2 are comaximal 

with a (and i- 0) then, since [!J = 1 (see Ml (a) and Ml (b) 

of (5.1)), we have 

J [!J 
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Therefore, for any ~ + 0 which is comaximal with a, 

v (b) 

II.E.I~ [E.a.9.] .E. -

v (b) 
.E.-

II I b X (a) , .E. _ .E. 
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where we define X.E.(a) here to be [.E.a~]' Note that a £ Ui(~) 

and that X (a) depends on a only modu10.E.~ by Ml (E). Hence 
.E. 

we can view X as a map 
.E. 

X : U <.~) -> C, 
.E. .E. 

and M2 (~) implies it is a homomorphism. In case ~C ~ above 
then we have 

as well. 

v (b) 
II I b X (a) .E. -

.E. _ .E. 

We must show that {X } is a ~-reciprocity. We first 
.E. 

establish ~-RO. As pointed out in (6.2) this is automatic 

if .E. i ~. Assume therefore that h = v (~) > O. An element 
.E. 

of U (s) can be represented by an element a £ U~(~) such 
.E. .E. 

that a = 1 mod .E.~~ for all primes .E.~ + .E. that divide ~. 

Therefore X ~ (a) = 1 for these .E.~' Moreover we have already 
.E. 

v (l-a) 
remarked that X (a).E.l = 1 if £1 i .9.. Therefore we 

.E.1 
have 
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v ~(l-a) 

II ~Il X ~(a) ~ 
~ -a ~ 

v (I-a) 
X (a) ~ 
~ 

Next we must establish ~-Rl. Given a-I mod ~ and b # 0 
such that aA + bA = A we claim that 

v (a) 
II X (b) ~ 
~Ia ~ 

This is trivial if a = I, so assume t = 1 - a # O. Then it 
follows from formula (*) in the proof of (1.7) that 

Expanding each side of this equation we obtain 

I, and, 

[ -at ] 

a + bt 

v (at) 

II I X (a + bt) ~ 
~ at ~ 

v (a) 

IInl a X (a+bt) ~ [t ] 
L ~ a + bt ' 

with [ t ] = 1. If ~Ia then X depends only on the 
a + bt ~ 

residue class modulo ~, and therefore only modulo a. Since 

a + bt = a + b(l - a) = b mod a we conclude that X (a + bt) 
~ 

= X (b) if ~Ia. Therefore the three equations displayed 
~ 

above imply ~-Rl. q.e.d. 
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For the converse, suppose {X } is as-reciprocity 
.£ 

with values in C. If a = 1 mod S' and if ~# a is comaxima1 
with a, put 

[~ 
v (b) 

II Ib X (a) .£ -
.£ - .£ 

v (b) 
II X (a) .£ -

Eia .£ 

Evidently [~J = 1 and [!J is bimu1tiplicative in (a,~). 

Next we claim that, if ~c S' then 

[a!J =[!J for all b £ b. 

v (b) 
In fact we will show that X (a + b) .£ -

.£ 

v (b) 
X (a) .£ - for 
.£ 

all .£ that divide ~. If ~ ( S this follows from a = a + b 

mod ~, because X depends only on the residue class mod .£ 
.£ 

in this case. Suppose, therefore, that v (S) = h > O. If 
.£ 

v (b) > h then a + b - a mod n n so X (a + b) = X (a). If .£_ L~.£.£ 

v (b) h then n-RO~ implies X (a + b)h = 1 = X (a)h. 
~- ~ .£ .£ 

Now if (a, b) £ W define 
S 

if b + a 

1 if b = O. 

It follows easily from the remarks above that this symbol 
is multiplicative in a (MS2b) and depends on a only modulo 
b (MSla), even allowing for the case b = O. Moreover it is 

clear that, if (a, bl), (a, b2) £ WS' then [b 1ab2J = [:IJ 
[:J provided either b I + 0 + b 2 or b I = a = b 2 • Suppose, 
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therefore, that bl # 0 = b 2 • Then the left side of the 

equation is I and the right side is [:IJ ' where now a £ U(A) 

since (a, 0) £ W • It follows therefore from S-RI that 
S 

v (b 1) 
II X (a) .E. 
.E.[b 1 .E. 

This establishes MS2a, so we have all the axioms for a 
Mennicke symbol except MSla. 

1. 

We must show that, if (a, b) £ Wand if t £ S' then 
S. 

[b : taJ = [:J' If either b or b + ta is zero then a is a 

unit, and we saw above that both symbols equal I in this 
case. Moreover, if a = 0 the equation is an identity. Other­
wise we can apply S-RI to obtain 

v (b+ta) 

II.E. [b+ta X.E. (a) .E. 

v (a) 
II [ X (b + ta) .E. 
E. a .E. 

If .E.[a then .E. ¥ s so X depends only on the residue class 
.E. 

modulo .E. and therefore only modulo a. For such .E., therefore, 
we have X (b + ta) = X (b). Therefore the formula above 

.E._.E. [bJ together with the corresponding formula for a shows that 

[b : taJ = [:J' as claimed. 

What we have shown now is that the formulas in 
Theorem (6.3) do, indeed, define functions from Mennicke 
symbols to s-reciprocities, as well as in the opposite 
direction. It is evident from the arguments above that these 
two functions are each other's inverse, so this completes 
the proof of (6.3). 

Certain reciprocity laws witnessed in number theory 
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and in algebraic geometry are conveniently expressed as 
"product formulas". In order to find a similar description 
for the ~-reciprocities encountered here we shall now intro­
duce some local symbols (cf.Serre [3], Chapter III, no. 1). 

Let A, ~, and X = max(A) be as above, and let L be 
the field of fractions of A. Put 

U (L) = {a E U(L) I v (a - 1) > v (n) 
~ .£ _.£..:1. 

whenever v (~) > a} • 
.£ 

This is a subgroup of U(L). For.£ E X we define the local 
~-symbol at .£ to be the following antisymmetric bilinear 
(i.e. bimultiplicative) pairing, 

U (L) x D(L) 
~ 

---:> U e.g); 
.£ 

(a, b) = the residue class in U (~) of c, where 
.£ p 

c = a = v (a), 
.£ 

6 = v (b). 
.£ 

This definition requires some comment, to insure that 
c does have a residue class in U (~). We have 

.£ 

v (c) = 6v (a) - av (b) = 0, so C E U(A ) 
1.£ .£.£ .£ 

U(A /p A ) if n r n. Moreover .£ - 12. L.:1 

ifa=O 

(5) 
if 6 = O. 

Finally suppose v (~) = h > O. Then v (1 - a) > h > 0 so 
.£ .£ 

6 h a = 0 and c = a E 1 + .£ A . Therefore it has a residue 
12. 

class in U.£(~) ~ 1 + (.£h/.£h+l). 

The factor (_1)a6 will play no role in this section. 
It is inserted to make our notation compatible with that of 
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Serre [3], Chapter III, no. 4). 

If a is a fractional ideal of A in L then (see (III, 
§7)) we have div(a) = Z v (a)n E D(A). In particular, for a _ £._L 

E U(L) we have div(a) = div(aA). The support of a divisor ~ 
= Z n p is the set of p E X such that n i 0; it is denoted 

£.- - £. 
supp (.4) • 

Suppose (a, b) E U (L) x U(L). Then it follows from 
.9.. 

(5) above that (a, b) = 1 if £. k supp(div (a)) U supp(div 
£. 

(b)), and the latter is a finite set. Hence we can define 

((a, b)) = ((a, b)) X E Z, 
E.£.E 

where 

(6.4) THEOREM. Let C be an abelian group, and let x: 
Z ---> C be a homomorphism corresponding to a family of 

homomorphisms {X: U (~) ---> C I E. EX}. The following 
£. £. 

conditions are equivalent. 

(6) 

(b) (0) If a E U (L) and ai 1 then X ((a, 1 - a) ) 
-- ~ - --E. E. 

= 1 for all E. E X. 

(1) For all (a, b) E V = {(a, b) E U (L) x U(L) 
.9.. 

I supp(div (a)) n supp(div (b)) = ¢} 

IT X X ((a, b) ) = 1. 
£.E £. £. 

(b~) (O~) X is trivial unless v (sO is a multiple of 
£. E. 

char(A/E.). 

(l~) Formula (6) holds for all (a, b) E W . 
.9.. 
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(6.5) COROLLARY. There is a canonical epimorphism 

X(s): L ---> SKI (A, ~) whose kernel is generated by all 

U~(~) for which v~(~) is not a mUltiple of char(A/~) to­

gether with all «a, b» with (a, b) E W . -- ~ 

Proof. There is a universal Mennicke symbol [ ] : 
~ 

W ---> SKI (A, ~) (Theorem (2.3»). To this corresponds a 
.9.. 

universal ~-reciprocity. 

~ E X}, 
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by Theorem (6.3). 

These X~(~) define a homomorphism X(.9..): L ---> SKI (A, ~. 

The universality of {X (q)} implies that, if X: L ---> C is 
~-

any other homomorphism corresponding to a ~-reciprocity, 

then X = h • X(~) for a unique homomorphism h: SKI (A, ~) 

---> C. But Theorem (6.4) says that the projection of L onto 
its quotient by the subgroup with the generators indicated 
above is the solution of the last universal problem. The 
corollary follows immediately from this observation. 

Proof of (6.4). If a E U (L) and a #.1 then 
.9.. 

I v (I-a) 
a~ 

(a 1 - a) = 
, E. 1 

if v (a) = 0 
~ 

otherwise. 

Therefore (b) (0) is just ~-RO, and clearly (b~) (O~) is 
just ~-RO" (see (6.2». 

If (a, b) E V we can write (6) more explici tly as 

n v (b) 
1 

( ~ E supp(div (b) X (a 12. » 
~ 

n -v (a) . ( 
(a» X~ (b ~ » , 

~ E supp(div 



324 PROJECTIVE MODULES AND THEIR AUTOMORPHISM GROUPS 

or, transposing the second factor, 

n v (b) 

(7) ~ E supp(div (b)) x~(a) ~ 

n v (a) 
E E supp(div (a)) X~(b) ~ 

Thus axiom q-R1 says precisely that (7) (i.e. (6)) is valid 
for (a, b) ~ W , so (b) (1) ==:> 3.-R1 <='> (b~) (1~). 

3. 
It remains to be shown that, if (6) is valid for all 

(a, b) E W then it is valid for all (a, b) 8 V. Formula (6) 
3. 

can be written, more briefly, as x«a, b)) = 1. Since x«a, 
b)) is a bilinear (i.e. bimu1tip1icative) expression in (a, 
b) the theorem will be proved once we establish: 

(6.6) LEMMA. !f (a, b) E V we can write a 

and b = b l b 2 - 1 so that (a., b.) E W (1 < i, j < 2). 
1 J 3. - -

For then we have X«a, b)) = x«al' bl)) x«a2, b 2)) 

x«al' b 2))-1 x«a2' bl))-l = 1. 

Proof of (6.6). We first seek an a2 E A such that 

(i) v (a2) -v (a) if v (a) < 0, 
.£ J2. .£ 

(ii) v (a2) 0 if v (b) + 0 
J2. J2. 

(iii) v (1 - a2) > v (q) if v (3.) > o. 
.E. - J2.- J2. 

Since v (1 - a) > v (q) if v (q) > 0 we have v (a) = 0 for 
.£ - J2. - J2. - J2. 

these J2.. Therefore the sets of primes in (i) and (iii) are 
disjoint, and those in (i) and (ii) are disjoint by hypothe­
sis. Those in (ii) and (iii) need not be, but the condition 
in (iii) implies the condition in (ii) for any prime occur­
ring in both. Therefore we can solve for a2 (Chinese 
Remainder Theorem). Put al = aa2, so that v (al) = v (a) + 

J2. J2. 
v (a2) > 0 for all J2. (by (i)). Since A = n X A we have 

J2. - pE J2. 
al E A. Moreover v (1 - al) > v (q) if v (3.) > 0 since this 

J2. - J2. - J2.-
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is true of a and of a2 (by (iii». Thus al = 1 = a2 mod~. 

Moreover, (ii) implies supp(div (a2» n supp(div (b» = ¢, 
so the same is true of al' 

Next we seek b 2 £ A such that 

-v (b) 
.E.. 

o 

if v (b) < 0 
.E.. 

These conditions are independent, as we remarked above, so 
b 2 exists, by the Chinese Remainder Theorem. Arguing just as 
above we see that bI = bb 2 £ A and that supp(div (b.»n 

J 
supp(div (a.» = ¢ (1 < i, j < 2). This proves the lemma. 

1 -

§7. RECIPROCITY LAWS IN NUMBER FIELDS. 

As in §6, A is a Dedekind ring, X = max(A) , L is the 

field of fractions of A, and ~ is a non zero ideal in A. 

The "classical" .9,.-reciprocities, which we discuss in this 
and the next section, arise from the following type of 
"reciprocity laws". 

Let V = {v I £ £ X} and let Soo be a set of indepen­
.E.. 

dent valuations of L inequivalent to those in V. Write V 
V U Soo. If v £ V write L for the completion of L in the 

v 
topology defined by v, and, in case v is non-archimedean, 
write A for the valuation ring of v in L . In the latter 

v v 
case we also write, for t ~ 0, 

U (t) = {a £ U(L ) I vel - a) ~ t}. 
v v 

Thus U (0) = U(A ) and U (t) is a subgroup of UCA ) for t > v v v v 
O. 

(7.1) DEFINITION. A reciprocity law on V with values 
in an abelian group C is a collection of antisymmetric 
bilinear pairings 
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(-'-): U(L) x U(L ) -> C 
v v v (v E V) 

such that (a,;-a) = 1 if a, 1 - a E U(Lv) , and satisfying 

the following "product formula": If a, b E U(L) then (a'vb~ 
= 1 for all but finitely many v E V, and 

(1) 

In order to obtain from such a reciprocity law a ~­
reciprocity, we introduce the conditions: 

(0) If n E X and v = v then, with h = yen), we have E. _L. - E. ..:1. 

(
Uv(h + 1), U(L )) (U (h), U (0)) ---'-_____ -'v-' = {l} = v v • 

v v 

We also put 

Coo the subgroup of C generated by all 

«a, b) E W ; V E Soo). 
~ 

(7.2) PROPOSITION. Condition (0) implies that there 
E. 

is a unique homomorphism f : U (~) ---> C such that (a, b~ 
E. E. vE. / 

= f «a, b) ) for (a, b) E W • Let X be the composite, 
E. E.- .9,.-E. -

___ f~p __ ~> C nat. proj. > C/Coo ' 

If (O)E. is satisfied for all E. E X then {XE. I £ E X} is a .9,.­

reciprocity. It therefore induces a homomorphism SKI (A, .9..) 

---> C/Coo whose image is generated by {Im(x ) I E. EX} . 
.E. 

Proof. Let v = v and h = v(.9..). Choose a generator TI 
E. 

for the maximal ideal in A • It follows from (0) that 
v E. 



MENNICKE SYMBOLS AND RECIPROCITY LAWS 327 

a r--> (a~ TI) (a € U~(h)) induces 

U (h)/U (h + 1) ~> C, which is 
~ ~ 

a homomorphism f : U (~) = 
~ ~ 

independent of the choice 

of TI. Moreover, if b € U(Lv) and S = v(b) then (a~ b) = 

S S 
(a,/) = (~). 

Now suppose (a, b) € W . If a € U (h) (which is auto-
q v 

matic if h > 0) then (a, b) ~ the residue class in U (~) of 
~ ~ 

S a , (a, b) so -­
v 

f «a, b) ). If a i U (h) we mus t have h = 0 
~ ~ ~ 

and b € U(O). Since both (-'-) and ( ,) are antisymmetric 
v ~ 

we have (a, b) = (b, a)-l = f ecb, a) )-1 = f «a, b) ). 
v v ~ ~ .E. ~ 

This establishes the first assertion of the proposition. 

Moreover, it follows from (6.6), that (~) = f «a, b) ) 
v ~ ~ 

whenever (a, b) € U (L) x U(L) and supp(div (a)) n supp(div 
~ 

(b)) = ¢, because the two sides of the equation are bilinear 
in (a, b). 

{x } 
~ 

Suppose we have (0) for all ~ € X, and we define 
~ 

as above. To show that this a ~-reciprocity we will 

verify conditions (b) (0) and (b) (1) of (6.4). For (b) (0) 
and aiL Then from the definition (7.1) we take a € U (L) 

.9. 

and the formula above we have 1 = (a, vI - a) f «a, 1 - a) ), 
~ 

and hence X «a, 1 - a) ) = 1 for all ~ € X. 
~ Q 

~ E. 

Condition (b) (1) requires that n X X «a, b) ) = 
~ € ~ ~ 

1 for (a, b) € W . By formula (1) in (7.1) plus the formula 
.9. 

above we have 

1 = IT ~ 
V E V V 

IT f «a, b) )) 
QEX Q .E. 

IT (~) 
V E Soo V • 



328 PROJECTIVE MODULES AND THEIR AUTOMORPHISM GROUPS 

This is an equation in C. Passing to C/Coo , the last factor 
evaporates and f becomes X . q.e.d. 

E. E. 

Remark. For this proof it sufficed that formula (1) 
of (7.1) hold only for (a, b) € W . 

.9.. 

NOH assume that L is a number field, i.e. a finite 
extension of ~, and let Soo be the set of all (inequivalent) 

valuations of L not among those of V. Suppose also that L 
contains 

)lm' 

the group of mth roots of unity. Then there is a reciprocity 

law on V with values in)l called the mth power reciprocity 
m 

law. When m = 2 it is the usual quadratic reciprocity law in 

number fields. Its local symbols will be denoted (--'-) , and 
v m 

we shall now describe them in certain (in fact "most") cases. 
(The omnibus reference for all material of this section is 
Bass-Mi1nor-Serre [1], appendix). 

v complex: L S and (~'-) is trivial. 
v v m 

v real L ~, and we must have m < 2. 
v 

(a~ b) 2 

-1 if a, b < 0 

1 otherwise. 

Now let v be non archimedean, and write k(v) for the 
residue class field of A • It is a finite field of charac­

v 
teristic p with q = pf elements. 

v non archimedean and char(k(v» ; m: Then)l C A 
m v 

maps injective1y into k(v), so U(k(v» is a cyclic group of 
order q - 1 = m • e (this defines e). 

where 0: 

(-a~ b) := «-1) O:S as /b 0:) 

m 
mod (rad A ), 

v 

v(a), S v(b). This congruence, and the fact that 
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(a~ b) E ~ defines the symbol. For example if a 
m 

o then 
m 

(a~ b) 
m 

only if 

Se _ a so, if b generates 

th 
a becomes an m power in 

"mth power residue symbol". 

rad A (a, b) = 1 if and 
v' v 

m 
k(v). Thus we recover the 

The case when char(k(v)) I m is much more complicated. 
Nevertheless the symbols exist also in that case, and the 
product formula (1) holds. 

With our 
conditions (0) 

E. 
question has an 

ideal ~ now, we want to see for what m the 
hold, and what the group Coo is. The last 

easy answer: Coo = all of ~m unless every 

V E Soo is complex. 

Moreover Proposition (A.17), (cf. also (3.1)) of 
Bass-Milnor-Serre [1] asserts that (0) holds precisely when 

E. 

v (q) 
E.-

v (p) 
E. 

1 
- --- > v (m), 

p - 1 - P 

where p = char(A/E.)' In this way one discovers, with the aid 
of (7.2) certain q-reciprocities; one of the main theorems 
(see (7.3) below)~tates that there are no others. We shall 
quote this theorem here for future reference and use in 
these notes. 

(7.3) THEOREM (Bass-Milnor-Serre). Let A be a 

Dedekind ring whose field of fractions L is a finite exten­

sion of g. 
(a) Unless L is totally imaginary (i.e. R 3 L ~ Cr 

= g = 
for some r) and A is the ring of algebraic integers in L, 

we have SKI (A, s) = 0 for all ideals ~ in A. Hence there 

are no non trivial ~-reciprocities. 

(b) Assume L is totally imaginary and A is its ring 

of algebraic integers. Let m denote the number of roots of 
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unity in L, and let ~i 0 be an ideal in A. For each (ration­

al) prime p dividing mlet jp be the nearest integer in the 

interval [0, v (m)] to 
p 

( 2) min . ~ _ ___1 __ 
[

V (q) 1 
£.ip ln A v£.(p) p - 1 

where [x] denotes the integral part of x for x s R. Then 

th (r roots of unity), 

jp 
r = r(q) = IT i p - pm 

The universal ~-reciprocity is that induced, as in (7.2), EY 
the rth power reciprocity law in L. If 0 i ~~c ~ and r~ = 

r(~~) then the natural homomorphism SKI (A, .9..~) --> SKI (A, g) 

corresponds to the (r~/r)th power map ~ ~ ---> ~ (c ~ ~). 
r r r 

It follows easily from formula (2) 

if, for some n dividing p, v (q) < v (p). 
L. £. __ £. 

extreme we have, for example, j = v (m) 
p p 

.9... Thus, in case (b), 

above that j = 0 
P 

At the other 
2 v (m) 

if p P divides 

(3) SKI (A, ~) has no p-torsion if, for some E. dividing 

p, we have v (n) < V (p). 
E..:l- - £. 

2 v (m) 
(4) If P P divides ~ (e.g. if m2 divides g) then 

the p-primary part of SKI (A, .9..) is isomorphic to 

that of ~ . 
m 

(7.4) COROLLARY. Let A be as in (7.3). Then SKI (A) 

o and, for all n > 3, SL (A) E (A) and it is a finitely 
n n 

generated sroup. 
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The vanishing of SKI (A) , even in case (b) of (7.3), 
follows from (7.3) and (3) above. The remaining assertions 
follow from (V, 4.5) and (V, 1.3). 

Note that Theorem (7.3) can also be used in conjunc­
tion with Theorem (V, 4.1) to give a determination of the 
normal subgroups of SL (A) for n > 3. In turn this informa-

n -
tion solves the "congruence subgroup problem" for SL (A), 

n 
i.e. it decides when there exist subgroups of finite index 
in SL (A) which contain no congruence subgroup. The latter 

n 
occurs precisely when A is the ring of integers in a totally 
imaginary number field. 

§8. RECIPROCITY LAWS ON ALGEBRAIC CURVES 

We shall presume here the basic facts about function 
fields in one variable. 

Consider a ground field k and a finitely generated 
field extension L of transcendence degree one over k. We 
assume, for all field extensions k~ of k, that Lk~ = k~ €l k L 

remains a field. 

X denotes the 
is the maximal ideal 

that k cAe L, and 
£~ 

following set: £ s X if and only if £ 
of a discrete valuation ring, A , such 

£ 
L is the field of fractions of A . We 

£ 
also write k(£) = A /£; it is a finite extension of 

£ 
k of 

degree 

The valuation corresponding to A is denoted v • For lack of 
£ £ 

a better name, in this ad hoc notation, we will call X the 
set of "closed points" of L/k. Similarly, if k~ is an exten­
sion of k, we have the set ~~of closed points of Lk~/k~, 

and there is a natural projection Xk~ ---> X(= Xk) defined 

by £~ ~> in L. In case k~ is separable over k(£) we have 
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In the general case we obtain the right side by factoring 
out the nil radical on the left. 

The divisor group, D(X), is the free abelian group 
generateJ by X, and there is an exact sequence 

(1) o -> U(k) -> U(L) div 
---> D(X) 

where div(a) 

£.' and v (a) 
£. 

z X v (a) £.. Thus v (a) = 0 for almost all 
£.E £. £. 

o for all £. E X <~ a E U(k). We also have 

(2) 

by 

(3) 

o (a E U(L)). 

For £. E X we define 

( , ) : U(L) x U(L) -> U(k) 
£. 

as c = the residue class in k(£.) of (-1) 

as /b a , and 

a = v (a), S = v (b). 
£. £. 

Because of the norm here this does 
symbol (a, b) introduced in §7. 

£. 

not coincide with the 

(8.1) PROPOSITION. The ( , ) are antisymmetric bi­
£. 

linear pairings with the following properties: 

(a) !f a, 1 - a E U(L) then (a, 1 - a) 1 for all 
.£ 

£. E X. 

(b) If a, b E U(L) then (a, b) 1 for almost all 
.£ 

£. E X. 
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(c) If k~ is an extension of k then 

(a, b) ~ n (a, b) ~ • 
.E.. .E.. E: ~ ~, .E..~ n L = .E.. .E.. 

Proof. ( ).E.. is obviously bilinear and antisymmetric. 

(a) If v (a) > 0 then, in (3) above, a = 0 and 1 - a 
.E.. 

= 1 mod .E.., i.e. c = 1. Similary, c = 1 if v (1 - a) > 0, 
.E.. 

since a = 1 - (1 - a), by antisymmetry. Also c = 1 if a = 0 
= 13, so assume a < O. Then, the "ultrametric inequality" for' 
valuations shows that S = a < 0 also. Therefore c- 1 is the 

2 2 
residue class modulo .E.. of (_l)a (1 - a/a)U = (-l)a (a- 1 -

l)u, so c = (_1)a2 (_l)a = 1. 

(b) It follows from (1) above that a = 0 = S for 
most .E.., and for these we have (a, b) = 1 clearly . 

.E.. 

(c) We have (a, b).E.. Nk(.E..)/k(c) = Nk~9k k(.E..)/k~(c). 

Now k~ 9k k(.E..) = II B.E..~ (.E..~ E: ~" .E..~ n L = .E) where B.E..~ = 

A ~/.E..A ~, so Nk~ 8 k( )/k~(c) = II ~ NB (c). The norm 
.E...E.. k .E.. .E...E..~ /k~ 

here is the determinant of multiplication by 

a Jordan-Holder series of length v ~(.E..) with 
.E.. 

c, and B ~ has 
.E.. 

quotients 

k ( ~) h ( ) - v ~ (El .E.. • Thus we can deduce t at NBp~/k~ c - Nk(.E..~)/k~(C).E.. . 

Now c is the residue class of (_l)ai3 a i3 /ba so 
v ~(E) 

c.E.. 

av ~ (.E) 
.E.. 

a~S~ S~ a~ 
is the residue class of (-1) a /b where a~ 

v (a) v ~(.E) = v ~(a), and similarly S~ = v ~(b) • 
.E...E...E.. .E.. 

Therefore NB (c) 
.E..~ /k~ 

(a, b) ~. q. e . d • 
.E.. 

(8.2) THEOREM (Weil). !f a, b E: U(L) then 

(4) .E.. ~ X (a, b).E.. 1. 
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The key point in the proof is the following lemma, 
which reduces the theorem to the case of a rational function 
field. We first note that (8.1) (c) makes it sufficient to 
prove the theorem when k is algebraically closed, so we 
shall assume this is the case for the rest of the proof. 

(8.3) LEMMA. Suppose K is a subfie1d of L of trans­

cendence degree one over k, and let Y be the set of "closed 

points" of K/k. If (a, b) £ U(K) x U(L) and if ~ e: Y then 

v • 
~ 

IT 
.E. e: X 

.E. n K=s.. 

(a, b) • 
.E. 

Proof. Let K be the completion of K with respect to 
~ 

Then K~ ~K L = P ~ X L.E.' where L.E. is the v.E. completion 

.E. n K=~ 
of L, and NL/K(b) = II NL /K (b). Since the symbols ( , ) 

.E. ~ ~ 
and ( ,) clearly extend to the completions we see that it 

.E. 
suffices to prove each of the local formulas, 

(*) (a, NL /K (b)) = (a, b) . 
.E..9...9.. .E. 

It is known that these completions are power series 
field in one variable over the residue class fields of A 

and A , respectively. Since we are now 
.E. 

~ 
assuming k is a1ge-

braica11y closed they are power series fields over k. 

Any unit of A is a quotient of two local parameters, 
.9.. 

so U(K ) is generated by local parameters. The same is true 
.9.. 

of L • Since ~) is bilinear in (a, b) it suffices to estab­
.E. 

lish (*) for (a, b) = (t, s) where K k«t)) and L 
.9.. E. 

k«s)). Put e = [L : K] and let 
E. ~' 

<:<*) e e-1 
s + a 1 s + e-

be the minimal equation of s over K • Then 
~ 

o 
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Therefore the v (ai si) are distinct except, possibly, that 
E. 

v (se) (= e) is the same as v (a ) = e v (a ). But then (**) 
E. E.o .sl.0 

implies the latter must be equal, so v (a ) = 1, and further 
.sl. 0 

vE.(a i si) > e (0 < i < e). Now ao = (_l)e NL IK (s) so (t, 
E. .sl. 

NL IK (s» is the residue class mod t (or s) of (_1)1'1 t 1 

l?..sl. .sl. 

I«-l)e a )1 = 
o 

(_l)l-e (t/a ). On the other hand (t, s) is 
o E. 

the residue class mod s of (_l)e'l t 1 /s e. Therefore we must 
show that 

(_l)l-e (tla ) (-1) e tis e 
mod - s, 

0 
i.e. that 

Is e -1 mod a - s. 
0 

If we divide (** ) by 
e obtain s we 

1 + x + Is e 
0, a 0 

where x = s-e (L a. si), and we saw above that v (x) > 
O<i<e l E. 

O. q.e.d. 

Proof of (8.2). As remarked above, 
algebraically closed. Let a, b € U(L). If 

notation of (3), a = 0 for all E. and (a, 

this case, therefore, (4) reduces to the 

we can assume k is 
a € k then, in the 

v (b) 
b) = a E. . In 

E. 
formula (2): LV (b) 

E. 
= O. (Deg(E.) = I for all E. because k is algebraically 
closed). 

If a f k we can apply (8.3) to K = k(a) and then we 
are reduced to the case L = k(t), t an indeterminate, and 

n. 
a = t. Moreover b = b IT. (t - x.) l with b € U(k) all Xl' 

o l l 0 
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E k, and n i E ~. By linearity, therefore, and the case of 

constants treated above, we can assume b = t - x (x E k). 

Case x = O. X now corresponds to the points of k U 00 
(the projective line over k). The only non trivial symbols 
are 

and 

(t, t) 

° 
-1 

-1. 

Therefore (4) is valid because (-1)(-1) = 1. 

Case x ~ O. The only non trivial symbols now are 

(t, t - x) 
° 

«_1)1.0 to/(t - x)l mod t) 

_x- 1 

(t, t - x) 
x 

«_1)°·1 t 1/(t _ x)o mod t - x) 

= x 

(t, t - x)oo 

-1. 

Since (-x- 1)'(x)'(-1) = 1 we have established (4) also in 
this case, thus completing the proof of (8.2). 

By virtue of (8.1) and (8.2) the symbols ( , )~ 

define a reciprocity law on X in the sense of (7.1). More­
over the symbol ( ,) evidently satisfies the condition 

~ 
(0) of §7 for all h > O. We can therefore apply this recip­

~ 
rocity law, as in (7.2), to Dedekind rings of the following 
type: 

Let Soo be a finite, non-empty, subset of X, and set 

A {a ELI v (a) > 0 for all ~ E S001 
~ 
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We shall write A 
more precise. It 
localizations at 

= k[X - Soo] when we want the notation to be 
is known that A is a Dedekind ring whose 
maximal ideals are precisely the A (£ i 

£ 
Soo). Thus we can identify max(A) with X - Soo. 

It follows now from (7.2) that we obtain an A-recip­
rocity (i.e. ~ = A in (7.2) with values in 

U(k)/Noo , 

where Noo is the group generated by {Im(Nk(£)/k) I £ E Soo}. 

(8.4) COROLLARY. Let A k{X - Soo] as above, and let 

Noo be the group just defined. Then there is a homomorphism 

SKI (A) ---:> U (k) /Noo 

whose image is generated by the images of Nk(£)/k(U(k(£») 

for all £ ~ Soo. 

Note that Nk(£)/k(U(k» ~U(k)deg(£) so that U(k)/Noo 

is a torsion group of exponent g.c.d. {deg(£) I £ E Soo}. 

Corollary (8.4) represents the only classical source 
of reciprocity laws on curves of the type which occur here 
in connection with SKI(A). Of course it gives nothing non 
trivial if the norms Nk(£)/k are always surjective. This is 

the case when k is finite, and, indeed, in that case we 
have: 

(8.5) THEOREM (Bass-Milnor-Serre [1]). Suppose k is a 

finite field, and let A be as in (8.4). Then, for all ideals 

.9.. in A, SK 1 (A, ~) = O. 

Just as in (7.4) this implies: 

(8.6) COROLLARY. With A as in (8.5) we have SL (A) = 
n 

En(A) for all n > 3, and these are finitely generated groups. 

One is now further tempted to conjecture that SKI (A) 
= 0 also if k is algebraically closed, for again Noo = U(k) 
in this case. This question was posed by Mumford. We shall 
see in Chapter XIII that this is not the case. In fact 
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SKI (A) can be quite large even when k is algebraically 
closed, and we can use the theory of this chapter to go back­
ward, then, and deduce the existence of non classical recip­
rocity laws on curves. 

We will close this section now by showing how (8.4) 
can be used to help compute SKI (A) in some simple examples. 

Let k = ~ and let Ll = ~(x, y) where x and yare 
subject to the single relation-

Thus Al = ~[x, y] is the real coordinate ring of the unit 
circle SIC R2. In fact SI is precisely the "real locus" of 
X, i.e. the set of .E. £ X such that k(E.) = ~. All th.e other 
points are complex. It follows that the group Noo in (8.4) is 
NC/R(U(S)) the positive reals, and we have an exact 

= = sequence 
N 

U(S) _S_/_~_> uqp sign> g/2~ -> 0 

For technical reasons we want to write signs additively, so 
that sign (x) = 0 if x > 0 and 1 if x < O. 

If a, b £ U(L) write 

[a, b] = sign (a, b) 
.E. .E. 

£ ~/2~. 

Then [a, b] = 0 if .E. is complex, so the product formula (4) 
.E. 

yields a reciprocity law on the real locus, 

(5) L.: [a b] = 0 t £ SI , t 

Moreover we have the homomorphism 

SKI (R[x, y]) --> ~/2~ 

as in (8.4), and it is clearly surjective (because max(Al) 
contains real points). We shall see in Chapter XIII that 
this is even an isomorphism. 

Formula (5) can be made more explicit in a special 
case. Let f and g be non vanishing real rational functions 
on SI with no common zeros or poles on SI. Then 
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v (g) 
II f(t) t 

v (g) :f 0 
t 

and v (f) 
II get) t 
vt(f) :f 0 

are non zero real numbers with the same sign! 

We shall now give a direct proof of (5) which has the 
advantage of giving certain ~-reciprocities, when ~ is not 
the unit ideal, as well. 

If f and g are real valued functions which are mero­
morphic (and not identically zero) in a neighborhood of t E 

~ then we can write, just as above, 

where n = v (g) and m = v (f). Suppose a < b and that f and 
t t -

g are meromorphic in an open interval containing a and b. 
Then they have only a finite number of zeros and poles in 
(a ~ t ~ b), so we can define 

These symbols are antisymmetric and bimultiplicative in 
(f, g) and satisfy the analogue of the property in (8.1) 
(a). Moreover, if a ~ b ~ c then evidently 

(8.7) PROPOSITION. Let f and g be non vanishing real 

meromorphic functions on an open interval containing a and 

b (a ~ b). Then 

(7) a[f, g]b = afag + bfb g · 

Here f denotes the sign of f(x - E) for all suffic-
x 

iently small E > 0, and the expression on the right is com­
puted in the ring ~/2~. (It is for this reason that we have 
written signs additively). 
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Proof. Moving a and b a small amount to the left will 
change neither side of (7), clearly, so we can assume f and 
g each have neither a zero or pole at a or at b. Then, we 
can cut the interval into small subintervals with the same 
property, and such that, in the interior of each one, at 
most one point is a singularity of either function. It 
follows from (6) that the left side of (7) is additive over 
intervals, and the right side is also because we are adding 
in Z/2Z. Therefore it suffices to prove the proposition when 
the~e is at most one point in (a ~ t ~ b) which is a sing­
ularity of f or of g, and it is not an end point. Further, 
since the two sides of (7) are bimultiplicative in (f, g) 
we can assume that the singularities are at most a zero of 
order one. Therefore we have only the following three cases 
to consider: 

(i) Neither f nor g has a singularity. Then a f = bf 

and a g bg so afag + bfbg = 2 afag = 0, and clearly also 

a[f, g]b = O. 

(ii) There is a c, a < c < b, such that f (or g) has 
a zero of order one at c, and the other has no singularitie& 
By the symmetry in f and g of both side of (7) we can assume 
f(c) = O. Then bf = 1 - af (in ~/2~; i.e. af and bf have 

opposite signs) and a g = b g • Therefore the right side of (7) 

is f g + (1 - f) g = g. The left side of (7) is sign 
a a a a a 

(g(c)) = g also. a 

(iii) f and g both have a zero of order one at c. 
Then bf = 1 - af and bg = 1 - ag so the right side of (7) is 

f g + (1 - f) (1 - ~= 1 - f - g. The left side of (7) aa a a a a 
is sign «-1) (fig) (c)) = 1 + sign «fig) (c)). Clearly the 
latter term equals f - g since each function has the a a 
singularities of a linear function in the interval. Thus 
(7) is established in case (iii), and this concludes the 
proof of (8.7). 

The reciprocity formula (5) is a corollary of (8.7) 
since we can cut the circle into intervals, each of which is 
analytically equivalent to a real interval. Then we can 
apply (8.2) and add up over the intervals. The sum of the 
terms on the right side of (7) will cancel, and those on 
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the left add up to the left side of (5). 

Of more interest" however, is the fact that (8.7) 
yields !l-reciprocities on the affine line for certain !l. 
Specifically, let L = R(T), where T is an indeterminate, 

o = 
let A R[Tl, and let n = (T2 - T)A . If f, g E D(L) and o - .::1. 0 

if .£ E X (the "closed points" of Lo/!P we define (f~ g) to 

be trivial unless .£ corresponds to a point t, 0 ~ t < 1, and 

in that case we define (f~ g) = [f, glt as above. Then we 

have L.£ E X (f~ g) = LO<t<l [f, glt = o[f, gll = ofog + 1f 1g, 

by (8.7). If (f, g) E W then f = 1 mod (T2 - T)A so f(O) = 
!l 0 

1 = f(l) > O. Therefore of = 0 = If and we have the recipro-

city formula (1) of (7.1) for (f, g) E W . It follows there­
!l 

fore from (7.2) that there is an induced homomorphism 

(8) ---> g12g 

whose image is generated by the symbols [f, glt (0 ~ t < 1; 

(f, g) E W ). If we take f(T) = 1 + 8(T2 - T) and geT)· (T2 
!l 

- T) (T - (1/2)) then (f, g) E W!l and [f, gll/2 = sign 

(f(1/2)). Since f(1/2) = 1 + 8(1/2)(1/2 - 1) = -1 we see th& 
(8) is an epimorphism. In contrast, note that SK 1 (A ) = 0 

o 
since Ao = ~[Tl is a euclidean ring. 

Finally, we shall give a topological method for con­
structing the homomorphisms 

SKI (R[x, y]) --> g12g 

and 

above. If a E SL (AI) then, for each t E Sl, aCt) E SL (R), 
n n = 

and a induces a continuous function 

8 1 --> 8L (R). 
n = 
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Let [a] denote the homotopy class of this function, in 
TIl(SLn(~»' Then a I~ [a] defines a homomorphism 

SL (A 1) -> TI 1 (SL (R». 
n n = 

The latter is isomorphic to Z for n = 2 and ~/2~ for n > 3. 

When n > 3 the resulting homomorphism SKI (AI) = 

:::::::~:::A::ove.>I:l::::(:)) (::":)': :::(:::-.::.t::t:n: 

a generator on the right. 

If a £ SLn(Ao ' s) then, if 0 ~ t ~ 1, a(t) £ SLn(~) 

and a(O) = I = a(l). Again, therefore, if we identify Sl 
n 

with the unit interval modulo identification of its two end 
points, then we obtain, for n ~ 3, an epimorphism SL l (Ao ' s) 

---> TIl(SLn(~» ~ ~/2~ which coincides with (8) above. This 

example was first pointed out by Stallings, using this topo­
logical construction. 

HISTORICAL REMARKS 

The material of §§1-5 is taken from Bass-Mi1nor-Serre 
[1], with some technical improvements due to T.Y. Lam. 
Similarly the review of the situation in number fields, in 
§7, is based on the same source. The reciprocity law of Wei1 
in §8 is taken from Serre [3], and the last example in §8 is 
due to Stallings. The axiomatization of reciprocity laws in 
§6, and the proof of their equivalence with Mennicke symbols, 
is published here for the first time. 
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Chapter VII 

K-THEORY EXACT SEQUENCES 

In this and the following chapter we develop an 
axiomatic theory of Grothendieck groups (Ko) and Whitehead 
groups (Kl)' What is needed, to start with, is simply a cate­
gory ~ in which objects can be multiplied by an operation 
enjoying all of properties of, say ~ for modules. Then ~ is 
called a "category with product". If F: ~ --> ~' is a -
product preserving functor, the basic obJective-is to 
associate with it an exact sequence of the form 

for a suitable "relative group" Ko(F). Such a sequence, in 
a more general setting, has been constructed by Heller [1]. 

The approach here is based upon an idea of Milnor. 
This is to associate to a "fibre product diagram" (see §3), 

A G2 
~2 ---> 

(2) Gl r l F2 

~l ---> A' 
Fl 

of product preserving functors, a Mayer-Vietoris sequence 

(3) Kl~ --> Kl~l ~ Kl~2 --> Kl~' --> Ko~ --> 

Ko~l ~ KO~2 --> Ko~'. 

343 
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This is done in §4. The exact sequence (1) is then deduced 
from (3) in the special case Fl = F = F2 . The fibre product, 
~, in this case is denoted co(F), since it plays a role here 
analogous to that of the mapping cone in topology. 

Finally, in §6, we establish eXC1Slon isomorphism 
theorem. Under suitable hypotheses on the square (2) it 
asserts that Ko (G2) ~ Ko(Fl)' 

§l. GROTHENDIECK AND WHITEHEAD GROUPS OF CATEGORIES WITH 
A PRODUCT 

A product on a category A is a functor 

l.:AxA >A 
= = 

which is "coherently associative and commutative" in the 
sense of MacLane [2]. This means that is supplied with 
natural isomorphisms 

and 

.1.0 t ~ : ~.x ~-->~, 

where t is the transposition of A x A. The "coherence" of 
these isomorphisms requires that=iso~orphisms of products 
of several factors, obtained from the above by a succession 
of threefold reassociations and twofold permutations, are 
all the same. This permits us to write, unambiguously up to 
canonical isomorphism, expressions like Al..l... ..• ..l... A = 

n 
.1. i~l Ai' We shall also write An = A.1. .•. ..L A (n terms) for 

A £ ~, n > O. 

A product preserving func tor (~,.1.) --> (~~,..L ~) is 
a functor F: ~ --> ~~ supplied with a natural isomorphism 

(1) F 0 .1. ~...L~ 0 (F x F): ~ x ~ - ~~. 

The latter is required to be compatible, in an obvious sense, 
with the associativity and commutativity isomorphisms in ~ 
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and ~~. Moreover natural transformations of product preser­
ving-functors will be understood to respect the isomorphisms 
(1) for the two functors. 

In practice we shall denote all products by the same 
symbol, ..L, except in examples where a standard notation is 
available. Moreover we will allow expressions like: "F: t:= 
---> t:=~ is a product preserving functor between categories 
with product". Under these circumstances we shall usually 
use the (implicit) natural isomorphism to identify F(A ~ B) 
(A, B E A) with FA ~ FB in A~. We shall say that F is 
cofinal if, given A~ E A~, these exist A E A and B~ E A~ 
such that A~ ~ B~ '" FA.= = 

(1.1) EXAMPLES. Let R be a commutative ring and let 
A be an R-algebra. Then we have: 

1. peA), the category of finitely generated projec­
tive right=A-modules, and A-homomorphisms, with ~ = ~. One 
can use other categories of modules just as well. 

2. FP(R), the category of faithfully projective R­
modules, and R-homomorphisms, with ~ = SR' (See (II, §l)). 

3. PicR(A) , the category of invertible left A SR AO­

modules, with ~ = SA (cf (II, §5)). Note that PicR(R) is a 

subcategory of FP(R). 

4. Quad(R), the category of pairs (p, q) with P E ~ 
(R) and q a non-singular quadratic form on P. The morphisms 
are isometries, and~ is orthogonal direct sum. One obtains 
similar categories by using other types of forms (alterna­
ting, hermitian, •.. ). 

5. A is an Azumaya R-algebra if there is another R­
algebra, B, such that A OR B is a full matrix algebra over 

R. These, and their algebra homomorphisms, constitute a 
category Az (R) with product 1.. = 0 R' 

6. In ~(A) the free modules are the objects of a 
cofinal subcategory. This is also true, but less obvious, in 
FP(R) (see (IX, 4.6)). If we restrict the morphisms in FP(R) 
to be isomorphisms, then P 1--> EndR (p) defines a product 

preserving functor FP(R) --> Az(R) , and the last remark 
implies that it is cofinal. == 
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7. Let 6(R) be any of examples 2-5, and let R ---> S 
be a homomorphIsm of commutative rings. Then ~R S: ~(R) ---> 

6(S) is a cofinal product preserving functor. In example 1 
It induces ~(A) ---> ~(A ~R S). 

(1.2) DEFINITION OF Ko. Let 6 be a category with 
product. Its Grothendieck ~ is an abelian group Ko~ 
supplied with a map, 

which is universal for maps into an abelian group satisfyin~ 

Ka If A ~ B then [A]~ = [B]~ 

Kb [A-LB]~ [A]~ + [B]~ 
(A, B E: ~) 

This means that any map f: ob 6 ---> G (G on abelian group) 
satisfying the analogues of Ka - and Kb is of the form fA = 

fo[A]A for a unique homomorphism fo: Ko6 ---> G. 

To construct Ko6 we form the free abelian group with 
the isomorphism classes of ob 6 as a basis, and then factor 
out the subgroup generated by the relations corresponding 
to Kb. 

It follows immediately from the definition that Ko~ 
is a functor of b with respect to product preserving 
functors F: 6 ~> 6~. Thus KoA ---> Ko6~. is defined by 
[A] A 1-> [FA] A~. We will not denote this map by Ko (F) , 

since the symbol Ko(F) will be used to denote a "relative 
group" to be introduced in §5. 

When the category 6 is clear from the context we 
shall often drop the subscript from [A] A. 

(1. 3) PROPOSITION. Let A be a categor~ with Eroduct 

and let ~ be a cofinal subcategor~. 

(a) Every element of Ko~ is of the form [A]A - [B]~ 

with A E: A and B E: B. 
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(b) .!i AI, A2 E: ~ then [ArJ A 

B for some B E: B. 

347 

Proof. Let F be the free abelian group generated by 
the isomorphism classes, (A), of A E: ~, and let R be the 
subgroup generated by all elements (A~ A~) = (A L A~) - (A) 
- (A~). Then (A) /---> [A] induces an isomorphism FIR ~ Ko~. 

Since the [A]'s generate Ko~ any element is of the 
form L:. [A.] - L:. [A.~] = [A] - [A~]~ where A = LA. and A~ 

1 1 J J 1 1 

.L;A. ~. Since B is co final we can solve A~ .L A" ~ B for A" E: 
J J = 

~ and B E: ~. Therefore [A] - [A~] = [A.l A"] - [A~ 1- A"] = 
TA L A"] --[B], and this proves (a). 

As for (b), the implication <= is trivial. Conversely, 
assume [AI] = [A2]' Then, in F we have an equation of the 
form (AI) - (Az) = L:.(C., C.~) - L:.(D., D.~) so (AI) + L. 

111 JJ J 1 

(C.) + (C.~) + L:.(D. D.~) = (Az) + L:.(C. C.~) + L:.(D.) + 
1 1 JJ J 111 JJ 

(D.~). Since F is free on the isomorphism classes, this 
J 

equation implies that 

A l.l E ~ A2.l E, 

where E = L (C . .L C.~) .l1-. (D . .L D. ~). Solving E.l E~ ~ B 
1 1 1 J J J 

for E~ E: ~ and B E: ~ we obtain Al ..L B ~ A2.l B, as claimed. 

EXAMPLES. (cf. (1.1). For an R-algebra A the group 
KoA = Ko~(A) will be studied in detail in Chapter IX. The 
Picard grouP, PicR(A) = KOPicR(A) , has already been intro-

duced in (II, §5). The group KoOuad(R) has, via OR' a 

commutative ring structure, and it has a natural quotient 
which is classically called the Witt ring of quadratic forms. 
The functor EndR: FP(R) ---> Az(R) induces a homomorphism 

KoFP(R) ---> KoAz(R) whose cokernel is called the Brauer 
~ofR. 

(1.4) DEFINITION OF KI(~' F). Let F: A ---> A~ be a 
product preserving functor. There is an indu~ed fun~tor 
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where IA = A~ is the category of automorphisms of objects of 

A (cf. (I, §l)). It inherits a product from~, 

(A, a) 1. (B, 13) = (A 1.. B, a 1.. 13), 

and similarly for IA~. Moreover IF preserves this product. 
We shall write 

Ker IF C IA 
= 

for the full subcategory of objects (A, a) such that Fa = 
lFA. Now the Whitehead ~ of A relative to F is a group 

Kl(~' F), supplied with a map 

[ ] (~, F): ob Ker IF ---> Kl (~, F) 

which is universal for maps into an abelian group which 
satisfy: 

Ka. If (A, a) ~ (B, 13) then [A, a](~, F) 

[B, 13] (~, F)' 

Kb. [A 1. B, a 1.13] (~, F) [A, a] (~, F) 

+ [B, 13](~, F); and 

Kc. [A, aa~] (~, F) = [A, a] (~, F) + [A, a~] (~, F), 

for A, B E ~, a, a~ E Aut~(A, F), and 13 E Aut~(B, F). Here 

we write 

AutA(A, F) = Ker(AutA(A) --> AutA~(FA)). 
= = = 

In case F is a constant functor we have IF = I~, and in that 
case we shall write 

in place of Kl(~' constant functor). The functors Ker IF 

IA IF IA~ induce homomorphisms 
= ---> 
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(1. 5) 

whose composite is evidently zero. Proposition (2.5) below 
will give a criterion for the sequence to be exact. 

In §5 we shall construct a sequence of the form 

-> K ~(F) 
o 

Ko (~) -> Ko (~~) 

for a cofina1 product preserving functor F: 6 ---> 6~. We 
shall see then that the homomorphism j factors through a 
homomorphism h: Kl (6, F) ---> Kl(F), which is sometimes an 
isomorphism. -

(1.6) PROPOSITION. Let F: ~ ---> ~~ be a product 

preserving functor. If (A, a) E Ker ZF write [a] for 

[A, a] (~, F) E Kl (~, F). 

(a) Every element of Kl(~' F) is of the form [a] for 

some (A, a) E Ker ZF. 

(b) We have [a] = [B] in Kl(~' F) if and only if 

there exist y, 00' 01, EO' El, such that 0001 and EOEI ~ 

defined and such that 

as objects of Ker ZF. 

Proof. Since Kl(~' F) is a quotient, say Ko(Ker ZF)/ 
M, of Ko(Ker ZF), it follows from (1.3) that every element 
has the form [a] - [B]. Axiom Kc implies that 0 = [1] = 
[B B- 1] = [B] + [B- 1], so that [a] - [B] = [a] + [B- 1 ] = 
[a..L S-l]. This proves (a). 

To prove (b) note first that M above is generated by 
the elements <a, S> = [as]~ - [a]~ - [S]~, where [ ]~ 

denotes the class of an element in Ko(Ker ZF). If <a~, 6~> 

is another such element then, since (a...L a~) (6..L S~) = 

(as ..L a~S~) U is a functor of two variables) it follows 
that <a, S> + <a~, 6~> = <a..L a~, B..L 6~>. This implies that 
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any element of M is a difference, <00, 01> - <£0, £1>' 

Now if [a] = [8] in Kl(~' F) then [a]~ - [8]~ is an 
element of M, therefore of the-form <00' 01> - <£0' £1> as 
above. Thus 

in Ko(KerI F). If we apply (1.3) (b) to this equation we 
obtain a y satisfying the conclusion of the proposition. 
q.e.d. 

The commutativity of ~ gives us, for any permutation 
s of {1, •.. ,n}, and any AI, .•. ,A E ~, an isomorphism 

n 

If a i : Ai ---> Bi are morphisms in ~ then the diagram 

A1L~r .LAn 

As (l)L •• lls(n) 

al.i •• • 1a 
____ ..c;n"---_:> B1LfBn 

B s (1)1. •• .iB s (n) ------~-----:> 
as (1)J...· •• .1. as(n) 

commutes, i.e. 

Suppose now that we have isomorphisms a.: A ---> 
~ i 

A i < i < n and a : A ---> AI' Let i+1' 'n n 

(2) s(i) = i - 1 (mod n), 

and set 

(3) 

~ Al .i AI.1. ..• .1. AI' 

Then 8: (AIL .• lA , sa) ---> (A1.i. ... 1AI , 8(sa)8- 1) is an 
n 
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isomorphism in L~. We have a S-l = al ~ a2 a l ~ ... ~(an .•. al)' 

and, by the formula above, Ss = s(al-li(a 2a l)-1 ..L ... ..L(a 1'" n-
al)-l ..L lA{' Hence 

(4) SsaS-1 = s(lA1..L···..L lAll (an" .al»· 

This proves: 

(1. 7) LEMMA ("Abstract Whitehead Lemma"). Let ~ be 

a category with product and let a i : Ai ---> Ai +l , 1 2 i < n 

and an: An ---> Al be isomorphisms in ~. Let s be the cyclic 

permutation sCi) = i-I (mod n). Then we have a LA - iso­

morphism 

s(lA L .. ~ lA ~(a " .al»' 
1 1 n 

In particular, if a: A ---> Band S: B ---> C are isomor­

phisms then 

(A ..L A, t) 

and 

(A~ B..L C, s(a~ S..L (Sa)-l» '" (Al. A..L A, s) 

in L~ where t and s are a transposition and three cycle, 

respectively. 

Suppose that all the A. above are the same object A, 
1 

and assume also that a .•. al 
n 

that a = s-l 8- 1s8. Thus: 

lAO Then equation (4) implies 

(1.8) LEMMA. Suppose al, .•. ,an E Aut~(A) are such 

that an· •• al = lAo Then 

I ..L - -1 8-1so, ar- . •• a - S ~ n 
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a commutator, where s and S are as in (2) and (3) above. 

(1.9) PROPOSITION. Suppose [A, a] = 0 in Kl~' Then 

there is an (F, ¢) E L:~ such that a 1.. ¢.L ¢-1 is a commuta­

tor in AutA (A 1.. F.l. F). Moreover a 1. IFl.F is a product of 

two commutators. 

Proof. Since [a] = 0 = [lA] we have 

a.l. y 1.. 00 1.. 011.. EoEl '" lA 1.. y 1. ° 0 °1 l.. Eo.L El 

as in (1.5) (b). Denoting the domain of each automorphism by 
the corresponding Latin letter, this implies, in particular, 
that A 1. C.l. D 1- D...L E '" A 1. C 1. D.l. E.l. E. Let X = A.l. C 1. 
D.l. E. Then D~ = D X '" E~ = E X. Moreover the isomor­
phism (5) above is preserved if we replace 0. by 0 . .1. lx 

1 1 

and E. by E. l.. lx (i = 0, 1), for this amounts to adding 
1 1 

three lx's to each side. After changing notation, therefore, 

we can assume that D = E. If we further add lD to both sides 

we obtain an isomorphism of 

a 1 = a...L Y...L ° 0 1. ° 1 1. lD 1. EO E 1 

with 

Here aI, a2 E AutA(A...L C...L D4). The existence of the above 

isomorphism just means that al and a2 are conjugate, so 

ala2-1 is a commutator. We have 

a 1.. 1 1. ° .L ° -1.1. E -1 1.. E . 
Coo 0 0 

Set F c1. D 1.. D and ¢ = lc.l. ° .1. E Then 
0 0 

al a2- 1 1. 1 '" C 
a 1.. <P1.. ¢-1, 

and this is also ~ commutator, clearly. Finally, Lemma (1. 8) 

implies that lA ...L ¢-1...L ¢ is a commutator, so 



K-THEORY EXACT SEQUENCES 353 

is a product of two commutators. q.e.d. 

(1.10) COROLLARY. Suppose a is in the commutator 

subgroup of AutA(A). Then there is a ¢ £ AutA(An ) for some 

n ..:. 0, such that a.L ¢ .L ¢-l is a commutator ~ and a.L lA2n 

is a product of two commutators. 

Proof. Let B be the full subcategory of ~ whose 
objects-ar;-the An== AL ... .LA (n terms). Then since AutB(A) 

---> Kl~ is a homomorphism into an abelian group we have 

[a]~ 0 in Kl~' The corollary now follows from Proposition 

(1. 9) • 

§2. COFINAL FUNCTORS, AND Kl AS A DIRECT LIMIT 

Let ~ be a category with product. Then the set M(~) 
of isomorphism classes, (A), of A £ ~ is a commutative 
monoid, with (A) + (B) = (A~ B). We-shall write 

G(A) = AutA(A) 

and 

G«A» = G(A)![G(A), G(A)], 

the commutator factor group of G(A) , for A E ~. The notation 
is justified because two ~-isomorphisms A ---> B induce iso­
morphisms G(A) ---> G(B) which differ by an inner automor­
phism. Hence they induce the same isomorphism G«A» ---> 

G«B». This shows that G«A» depends, indeed, only on (A). 

More generally, let F: A ---y A~ be a product preser­
ving functor. Write 

G(A, F) = AutA(A, F) Ker(AutA(A) 
F 

---> 

and write 

G«A), F) G(A, F)![G(A), G(A, F)]. 
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If F is a constant functor we just recover the definitions 
above. Moreover, G«A), F) depends, just as above, only on 
(A) • 

An object B E A induces a group homomorphism 

G(A, F) 
J..B 

---==-:> G (A 1. B, F), a 1---> a J.. lB' 

and this induces a homomorphism 

G«A), F) 
J..B ---===--> G «A 1. B), F). 

Moreover, it is clear that the homomorphismJ..(B L C) from 
G(A, F) to G(A J.. B J.. C, F) is the composite of ..L.B and J..C. It 
follows that (A) 1---> G( (A), F) is a functor 

G: Tran(M(~)) ---:> (abelian groups), 

where Tran(M(~)) is the translation category of the monoid 
M(~), in the sense of (I, §8). 

(2.1) PROPOSITION. The natural homomorphisms 

G(A, F) ---:> KI (~, F) 

(see (1.6) and the definitions above) induce an isomorphism 

¢: g = colimit G«A), F) ---> KI(~' F). 

Proof. If a E G(A, F) and S E G(A) then, in the 
category Ker ~F from which KI(~' F) is constructed, a and 
S-laS are isomorphic. Therefore [a-IS-laS] = [S-laS] - [a] 
= 0 in KI(~' F), so G(A, F) ---> KI(~' F) factors through 
the quotient G«A), F) = G(A, F)/[G(A), G(A, F)]. 

If B E ~ then [a1. lB] = [a] so the maps G«A), F) 

---> KI(~' F) above are compatible with the direct system 
homomorphisms G«A), F) ---> G«A~ B), F). We thus obtain 
¢ as above, and ¢ is clearly surjective. To show that ¢ is 
an isomorphism it suffices to show that a 1---> <a>, where 
<a> is the class of a in ~, satisfies axioms Ka, Kb, and Kc 
for KI' For then the universality of KI gives us the required 
inverse. Axiom Ka is already built into the fact that G«A), 
F) depends only on the isomorphism class (A) of A. Thus, if 
(A, a) ~ (B, S) in Ker ~F then a and S are already identi­
fied in G«A), F), via any isomorphism A --> B. Axiom Kc 
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is clear since G(A, F) ---> ~ is a homomorphism. Finally, 
given (A, a) and (B, S), we must establish that <a ~ S> = 
<a> + <S>. By definition of the dLrect system, <a> = <a ~ 
IB> and <S> = <8 ~ lA> = <lA ~ S>, the last because B ~ lA ~ 

lA ~ 8. Hence <a ~ 8> = «a ~ 1B) (lAl. 8» = <a ~ 1B> + 

<lA ~ 8> = <a> + <8>. q.e.d. 

(2.2) COROLLARY. Let ~o be a full cofina1 subcategory 

of ~, and let Fo = FI~o' Then the inclusion functor induces 

an isomorphism 

Kl(~O' Fo) ---> KI(~' F). 

Proof. If A, B £ ~o then AutA (A) = AutA(A) and A ~ 
=0 = 

B in ~o <~ A ~ B in ~. This is because ~o is full in ~. 

Therefore M(~o) is a cofinal submonoid of M(~). Moreover KI 

(~o' Fo) = ~o where Go is the restriction of G above to 

Tran M(~o) C Tran M(~). By (I, 8.5) the induced map ~o --> ~ 

is an isomorphism. 

(2.3) COROLLARY. Let AI, A2 , ••• ,A , ... be a sequence 
--- n 

of objects of ~. Write A = A +1.L .• ..L A for 0 < n < m, n,m n m ---
and S = A Assume: n o,n 

(1) Given A £ ~ and n ~ 0, there is a B £ A and an m > n 

such that A ~ B ~ A • n,m 

Let G(~, F) be the direct limit of the groups G(Sn' F) = 
AutA(Sn' F), with respect to the homomorphisms ~ 1A 

= n,m 
G(S , F) ---> G(S , F) for n < m. Let G(~_) be the correspon-n m---
ding direct limit of the groups G(S ) = AutA(S ). Then the 

n n 
natural homomorphisms G(S , F) ---> KI(A, FY induce an iso­

n 
morphism 

Proof. The left end of the arrow is just the direct 



356 ALGEBRAIC K-THEORY 

limit of the groups G«S ), F) = G(S , F)/[G(S ), G(S , F)], 
n n n n 

with respect to the homomorphisms" .l.(A )", in the nota-n,m 
tion introduced above. Now the corollary follows immediately 
from (2.1) together with (I, 8.6). (The hypothesis (2) of 
(I, 8.6) corresponds exactly to the hypothesis (1) above). 
q.e.d. 

(2.4) DEFINITION. A product preserving functor F: A 
---> ~~ will be called E-surjective if, given A E ~ and a~ 
in the commutator subgroup of AutA~(FA), there exists aBE 

A and an a in the commutator subgroup of AutA(A.l. B) such 

that Fa = a~ ~ 1FB 

(2.5) PROPOSITION. Let F: ~ ---> ~~ be a cofina1 

product preserving functor. Then Kl~~ is the direct limit 

over Tran (M~» of the groups G«FA», the commutator 

factor group of G(FA) AutA~(FA), (A E ~) with respect to 

the morphisms G«FA» ---> G«F(A~ B») induced by a 1---> 

a ~ 1FB for a E G(FA). !f F is E-surjective the sequence 

is exact. If, moreover, there is a product preserving 

functor F~: ~~ ---> ~ such that FoF~ ~ IdA~ then it is a 

split short exact sequence. 

Proof. According to Proposition (2.1), Kl~~) = g 
where G: Tran (M(~~» ---> (abelian groups) is defined by A~ 

j---> G«A~». The functor F, being cofina1, induces a 
cofina1 homomorphism M(~): M(~) ---> M(~~), and hence a 

cofina1 functor Tran (M(F»: Tran (M(~» ---> Tran (M(~~». 

Under these circumstances (I, 4.5) says that G 0 Tran (M(F» ----------------> 
---> g is an isomorphism, The first part of the proposition 
at hand just makes this assertion explicit. 

Suppose now that F is E-surjective and that [A, a]A 

E Ker K1F. We must show that [A, a]~ = [B, S]A for some S 
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such that FS = lFB' i.e. such that (B, S) f Ker ~F. (It was 

already noted, and is clear, that the composite of the two 
maps in question is zero). According to (1.9) we can choose 
B~ E ~~ so that Fa ~ 1B~ is in the commutator subgroup of 

Aut A ~ (FA . .L B~). The cofinali ty of F allows us further to 

take B~ of the form FB. By augmenting B still further, if 
necessary, the E surjectivity of F provides us with an s in 
the commutator subgroup of AutA(A~ B) such that Fs Fa ~ 

lFB' Then, in Kl(~)' we have [~l = [a~ 1Bl + [s-ll = [S]' 

where S = (a ~ 1B)s-1 is such that FS = 1F (A L B)' This 

shows that the sequence is exact. 

Proposition (2.1) and the first part of this proposi­
tion show that the sequence Kl (~, F) --> Kl (~) --> KL(~~) 
is a direct limit of sequences -

G«A), F) -> G«A)) -> G( (FA)) (A E f;) 

which are quotients of the sequences 

G(A, F) -> G(A) -> G(FA). 

The existence of a functor F~ such that FoF~ ~ IdA~ implies 

that the latter are split group extensions. Hence the final 
assertion of the proposition follows from: 

(2.6) LEMMA. Let 1 --> N --> G ~> G~ --> 1 be a 

split group extension. Then 

o -> N/ [G, Nl -> G/ [G, Gl -> G~ / [G~, G~l 

--> 0 

is a split short exact sequence of abelian groups. 

Proof. If h: G~ --> G splits P (ph = 1G~) then we 

need only check that x 1--> x (hp 0c)) -1 induces a homomor­
phism G/[G, Gl --~ N/[G, Nl. For this will split the left 
half of the sequence, while h splits the right half. Set e 
hp: G --> G and let x, y E G. Then xy e(xy)-l = x(e(x)-ly 
e(y)-l) (e(y) y-1 e(x))y e(y)-l e(x)-l = (x e(x)-l) (y e(y)-~ 
«e (y)y_1) e(x) (e (y)y-1)-1 e(x)-l) =: (x e(x)-l) (y e(y)_l) 
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mod [G, N]. This proves the lemma. 

§3. FIBRE PRODUCT CATEGORIES 

(3.1) DEFINITION. Given a diagram of functors 

(1) 

~l 

we define the fibre product category, 

~ = ~l xA~ ~2 = co(FI' F2) 
= 

as follows: Its objects are triples (AI' a, A2) with A. £ A. 
~ ~ 

and a: FIAI ---> 

a, A2 ) ---> (B I , 

---> B. in Ai (i 
~ = 

F2A2 an isomorphism in ~~. A morphism (AI, 

S, B2) in ~_ is a pair of morphisms f.: A. 
~ ~ 

1, 2), such that 

commutes. There are canonical functors 

(AI, a, A2) f---> A. 
G. : A > ~i; 

~ (i 1, 2). 
~ 

(flo f 2) 1--> f. 
~ 

Moreover the square 
G2 

A > ~2 = 
(2) GIl lF2 

~l > A~ 
FI = 
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is commutative up to the natural isomorphism 

which maps FIGl(Al • a, A2) = FIAI to F2G2(AI, a, A2) 

by a. 

This construction solves the following universal 
problem: Given a square 

H2 
B > ~2 
"" 

(3) HII IF2 , and S: FIHI -> F2H2, 

~I Fl 
> A' 

359 

there is a unique (not just up to isomorphism) functor T: ~ 
---> A such that G.T H. (equality, not isomorphism) (i =-= l l 

1. 2) and such that 

Namely, we must have 

T(B) (HlB, BB' H2B) 

T(f) (HIf, H2f), 

and this T clearly works. 

We shall refer to the above data, 

G2 

A > ~2 

GIl IF2 , a: FIGI ---> F2G2. 

~I 

as a cartesian square. If A £ A then, as a triple, we have 
A = (GIA, aA, G2A). 

Suppose that (1) above is a diagram of product pre­
serving functors between categories with product. Then we 
can introduce a product on ~ ~I x~' ~2 by: 
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(AI' Ct., A2) .1. (B I , S, B2) (AI.l. BI , Q.LS, A2.L B2) 

(f l , f 2) .1. (gl' g2) = (fl.L gl, f2 ~ g2)· 

Implicit in this definition are the identifications F.(A. ~ 
1 1 

B.) = F.A. ~ F.B. (i = 1, 2). Evidently the functors G. in 
1 11 11 1 

(2) preserve this product. Finally, if (3) is a diagram of 
product preserving functors then the functor T: B ---> A 
constructed above is likewise product preserving~ We shall 
now investigate conditions which will guarantee that the 
functors G. and Tare cofinal. The results below prepare for 

1 

certain arguments in §4 to follow. 

(3.2) DEFINITION. Let (1) be a diagram of product 
preserving functors. We say that FI is cofinal relative to 
F2 if, given A2 E ~2' we can find A2~ E ~2 and Al E ~l such 

that F2 (A2 1.. A2~) '" FIA I • We say that (F I , F2) is a co final 

pair if each F. is a cofinal functor and if each is cofinal 
1 

reI the other. 

(3.3) DEFINITION. A diagram (3) of product preserving 
functors will be called E-surjective if the following condi­
tion is satisfied: Given B E Band £ in the commutator 
subgroup of AutA~(FIHIB), there is a B~ E ~ and £i in the 

commutator subgroup of AutA (H.(B ~ B~» (i = 1, 2) such 
. 1 

that 
=1 

(TB)£ .L TB~ -> TB L TB~ 

is an isomorphism in A. 

(3.4) PROPOSITION. Let (3) be a diagram of product 

preserving functors. 

(a) If HI and H2 are cofinal then the objects (TB)Ct. 

(B E ~), Ct. E AutA~(FIGIB» are cofinal in A. 
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(b) If, further, (3) is E-surjective (see (3.3» then 

T B ---> A is cofinal. 

(c) !i F2 is cofinal relative to Fl (see (3.2» and 

if Fl is E-surjective (see (2.4» then the cartesian square 

(2) is E-surjective in the sense of (3.3) above. 

(d) Suppose (F l , F2) is a cofinal pair (see (3.2». 

Then given A. E A. (i = 1, 2) there exists aBE A and - l =l 
A. ~ E A. (i =1, 2) such that G.B " A. 1.. A. ~ (i 1, 2). In 

l =l l l l 
particular, the functors G., and therefore also F.G., are - l ll---
cofinal. 

Note that, by symmetry, we can interchange Fl and F2 
in part (c). 

Proof. (a) Given A = (AI' a, A2) f ~ it suffices to 

find B E B and A~ (AI 
~ a ~ A2 ~) A such that A . .l. A. ~ " , , 

l l 
H.B 

l 
(i 1, 2) • For then we will have A 1.. A ~ (HI B, y, H2B) 

for some y, and (HIB, y, H2B) = (TB) S , where S = S -1 B y. 

Since H. is co final we can find C. EA. and B. E __ B. 
l l =l l 

such that A . .l. C." H.B. (i = 1,2). Now set Al~ = CIL HIB2 l l l l 
and A2~ = C2.l. H2Bl ; Then FIAl~ = FICI .i FIHIB2 " FICl.i 

F2H2B2 " FICI .l. F2A2 .l. F2C2 " FIC 1 .l. FIAI .l. F2C2 (using a) " 

FIHIBI .l. F2C2 F2H2Bl.l. F2C2 " F2A2~' Thus there is an 

isomorphism a~: FIAl~ ---> F2A2~' Moreover A . .l. A.~ " H.B 
l l l 

(i = 1, 2), where B = Bl.l. B2 • This completes the construc­
tion. 

(b) Thanks to part (a) it suffices, given (TB)a as in 
the statement of (a), to find A E A and B~ E B such that 
(TB)a.l. A " TB~. First form (TB)a.l. (TB)a- l ==T(B 1.. B)E, 
where E = al a-I. Since, by (1.8), E is a commutator, it 
follows from the definition of E-surjectivity (3.3) that 
T(B.l. B)cl..TB~ " T(B 1.. B) 1.. TB~ for some B~ E ~. q.e.d. 

(c) Given A = (AI, a, A2) E ~ and E in the commutator 
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subgroup of Aut~~(F1Al) we must find B = (B l , [3, B2) E ~ 

and E. in the commutator subgroup of AutA~(F.(A. ~ B.)) 
1 1 1 1 

(i = 1, 2) such that (El' (2) : (Al , aE,=A2) l B ---> Al B 

is an isomorphism in ~. 

Since Fl is E-surjective there is a Bl E ~l and a 0 

in the commutator subgroup of AutA (Al l Bl ) such that Flo 
_1 

= E ~ lF1B l ' Since F2 is co final relative to Fl we can, 

after augmenting Bl and 0 if necessary, assume that there is 

a B2 E ~2 and an isomorphism [3: F1Bl --> F2B2' This con­

structs B = (B l , [3, B2)· Moreover, (0, lA2 1. B2) : (A l , aE, 

A2) 1. B--> (Al~ Bl , (aEl B) (F10)-1, A2l... B2). Since aE 

1.[3= (a 1. [3) (E ~ lF1B l ) = (a ~ [3) (Flo) the right side of 

the above isomorphism is A~ B, as required. q.e.d. 

(d) We are given A. E A. (i 
1 =1 

1, 2). Since each F. is 
1 

cofinal relative to the other we can find A.~, A." E A. 
1 1 =1 

(i = 1, 2) such that Fl(A l ~ Al~) '" F2A2" and F2(A2 1. A2~) 

'" F1Al". Set B. 
1 

so there is a B 

A. 1. A. ~ 1. A. ". Then clearly F1Bl '" F2B2, 
111 

(B l , [3, B2)E ~. This proves the first part 

of (d), and the cofinality of the G. is an immediate conse-
1 

quence. Since the F. are, by hypothesis, cofinal, the F.G. 
1 1 1 

are also. 

§4. THE MAYER-VIETORIS SEQUENCE OF A FIBRE PRODUCT 

In this section we propose to associate with a 
cartesian square (see §3) 

A > ~2 

(1) Gli IF, , a: F1Gl ---> F2G2, 

~l Fl 
> A~ 
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an exact sequence. This is done in Theorem (4.3) below. 

If A = (AI, a, A2) E ~, S E AutA (FIA l ), and y E 

AutA~(F2A2) we shall write (as in (3.3)) 

yA6 (AI' yaS, A2)· 

Moreover, if aI, a2 E AutA~(FIAl) we shall write 

<A, aI' a2> = [Aala2] + [A] - [Aal] - [Aa2J 

E K A. 

(4.1) DEFINITION OF Ko~~' We define 

Ko~~ = KoyM 

0= 

363 

where M is the group generated by all <A, aI' a2>' (A = (A2 , 

a, A2) E ~; aI, a2 E AutA~(FIAl))' We denote the class of A 

in K ~ A by [A] ~ . 
o 

then 
Note that, if <B, 61, 62> is a second such element, 

<A.l. B, a 1 1.. S 1 , 

a21.. 62>' 

From this it follows that any element of M is of the form 
<A, aI' a2> - <B, 61, 62>' 

(4.2) LEMMA. Every element of Ko~~ is of the form 

[A]~ - [B]~. If [A]~ = [B]~ then there exist elements 

<C, Yl' Y2> and <D, 01, 02> as above, and an E E A such that 

and 

are isomorphic in A. In case the cartesian square (1) is 

E-surjective (see (3.3)) then the natural projection Ko~ 

---> Ko~~ is an isomorphism. 
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Proof. The first assertion is clear since K ~A is a 
o = 

quotient of K A. If [A]~ = [B]~ then [A] - [B) E M so, as 
0= 

remarked above, we can write [A] - [B) = <C, Yl' Y2> - <D, 

01' 02>' Transpose this equation so that all terms on each 

side have coefficient + 1, and then apply (1.3) (b) to 
obtain an E yielding the above isomorphism. 

For the last assertion we must show that all elements 
<A, aI' a2> are zero. According to (1.8), E = a2- 1 ~ a2 is a 

commutator in AutA~(Fl(Al ~ AI))' Moreover (Aala2 ~ A)E 

Aal ~ Aa2' The definition of E-surjectivity now implies that, 

for some B € ~, Aal a2 ~ A ~ B " Aal ..L Aa2..L B. Hence [Aal a2] 

+ [A] - [Aal] - [Aa2] = 0, as required. 

Let (1) be a cartesian square. We propose to construtt 
a Mayer-Vietoris sequence. 

(2) 

under suitable hypotheses. If we write (T). for the homomor­
~ 

phism on K. induced by a functor T, then we define 
~ 

g (x) 
o 

«Gl) 1 (x), - (G2) 1 (x)), and 

«GI)~ (x), - (G2)~ (x)). 

(i 0, 1), 

In the latter (G.)~ is the homomorphism on Ko~(~) = Ko(~)/M 
J 0 

induced by (G.) . This exists because (G.) evidently kills 
J 0 J 0 

the generators <A, aI' a2> of M (see (4.1)). It is clear 

from these definitions and the commutativity of (1) (up to 
isomorphism) that 

(3) f.g. = 0 
~ ~ 

(i = 0, 1). 

(4.3) THEOREM. ("Mayer-Vietoris Sequence"). Let (1) 
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be a cartesian square in which (FI' F2) is a cofinal pair of 

functors (see (3.2)). Then there is a unique homomorphism 

a: K A' --> K 'A such that 1= 0 = ~~~~~ 

(A E ~, a E AutA, 
= 

The resulting sequence (2) above is exact except perhaps at 

Kl~l ~ Kl~2' !f (1) is E-surjective (see (3.3)) then (2) is 

exact and the natural projection Ko(~) ---> Ko'(~) is an 

isomorphism. This is the case, in particular, if one of the 

functors F. is E-surjective (see (2.4)). Finally, the 
1-

sequence is natural with respect to functors between cartes-

ian squares. 

Proof. The last assertion, which we leave the reader 
to make precise, will be clear from the definition of a and 
of the f. and g. above. The fact that (1) is E-surjective if 

1 1 

one of the F. is, is just (3.4) (c). The fact that K (A) 
10= 

---> Ko'(~) is an isomorphism when (1) is E-surjective is 

contained in (4.2) above. 

There remains for us now only the construction of a 
and the proof of the alleged exactness properties of (2). We 
have already shown in (3) above that f.g. = 0 (i = 0, 1). 

1 1 

Note that the assumption that (Fl' F2) is a co final pair 

implies, thanks to (3.4) (d), that the functors G. and F.G. 
1 1 1 

(i = 1, 2) are cofinal. 

(a). Existence and uniqueness of a: Suppose A = (AI' 

aA, A2) £ ~ and a £ G(FIA l ) = AutA,(FIAl)' Set dCA, a) 

[Aa]' - [A]' E Ko'~. If aI, a2 E G(FIA l ) then dCA, ala2) 

[Aala2]' - [A]' = dCA, al) + dCA, a2), as we see directly 

from definition (4.1). Thus dCA, ): G(FIA l ) ---> Ko'~ is a 

homomorphism into an abelian group, so it factors through 
the commutator quotient group, G«FIAl)), of G(FIAl)' If h = 
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(hI' h 2): A ---> B is an isomorphism in ~ it induces an iso­

morphism (FIAI, a) ~ (FIBI, (FIhl)a (FIhl)-I) in L~~, and we 

have aB = (F2h2)aA (FIhl)-I. It follows that h induces an 

isomorphism Aa ---> B(FIh l ) a(FIhl)-1 in ~. Consequently 

d(B, (FIhl) a(Flhl)-I) = [B(Flh l ) a(Flhl)-IJ~ - [BJ~ = [AaJ~ 

- [AJ~ = dCA, a). This shows that d is insensitive to iso­

morphisms A ---> B in ~, so d depends only on the isomorph­
ism class (A) of A in A. Finally, if A, B E ~ and a E G(FIAI) 

then d (A .L B, a.l. IF I B I = [(A.L B) (a.L IF I B I ) 1 ~ - [A.l. B] ~ 

= [Aa.l. BJ~ - [AJ~ - [BJ~ = [Aar - [A]~ = dCA, a). Thus d 

defines a morphism into K ~A from the direct system of 
o = 

groups G«FIGIA», indexed by the isomorphism classes (A) of 

A E ~, and with maps G«FIGIA» -> G«FIGI(A.L B») 

induced by a 1---> a .l. IFIGIB. Since we know that FIG I is a 

cofinal functor, it follows from (2.5) that KI~~ is the 
direct limit of the above system, so the existence and 
uniqueness of a, as the homomorphism induced by d, is estab­
lished. 

(b) g a = 0 and afi = 0: If A = 
o ---

a E G(FIAI ) as above then g a[FIA l , a] 
o 

(AI' aA, A2) E ~ and 

= g ([AaJ~ - [AJ~) 
o 

([AIl - [AI], [A2] - [A2]) = O. If a = FIS, S E AutA (AI), 
_1 

then (S, IA2): AS ---> A is an isomorphism in ~ so 0 ~ 

a[FIA l , FIS]= afl([Al , S], 0). Since Gl: ~ ---> ~l is cofinal 

it follows from (2.2) that every element of Kl~l is of the 

form [AI' S1 = [CIA, S] for some A E ~. Arguing similarly 

with respect to the second coordinate in KI~l ~ KI~2 we 

conclude that af l = 0 as required. 

(c) Ker f c 1m g : Suppose (xl' x2) € Ker f . Since 
o 0 0 

the G. are cofinal we can write xl = [B I ] - [G1A]A and 
1 ~l _I 

-x2 = [B2] - [G2A~] for some A, A~ E A. If we replace A 
~2 ~2 = 

and A~ each by A.L A~~ and augment B1 and B2 correspondingly, 
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we can further achieve the condition A = A~. Having done 
this we apply fo and find that [FIBI]~~ = [F2B2]~~' Since FI 

is cofinal it follows that there is an isomorphism y: FIBI ~ 

FIBI ~ --> F2B2 ~. FIBI ~ for some BI ~ E ~l' Since F2 is 

cofinal relative to FI there is also an isomorphism S: FIBI~ 

~FIBI" --> F2B2~ for some BI " E ~l and B2~ E ~2' Now we 

see that (xl' X2) is the result of applying g to 
o 

Cd) Ker g C 1m a: Suppose [B] ~ - [A] ~ E Ker g . This 
o 0 

means that [B']A = [A']A (i = 1, 2) and hence that B. ~ 
~ =i ~ =i ~ 

A ~ A. 1 A. ~ for suitable A. ~ E A. (i = 1, 2). Since (FI' 
i ~ ~ ~ =~ 

F2) is a cofinal pair it follows from (3.4) (d) that there 

is a C (C I , aC' C2) E A and A." E A. such that A.~ ~ A" 
~ =~ ~ i 

C~ (i = 1,2). Set D = Al C. Then D~ = A . ..L A.~ ~ A"" B. 
.... .... ~ ~ i ~ 

..L A. ~ ..L A." (i = 1, 2). Using such isomorphisms we find that 
~ ~ 

B ~ C " Do for some 0 E AutA,.(FID I ). Finally then we have 

[B] ~ - [A] ~ = [B ~ C] ~ - [A=~ C] ~ = [Do] ~ - [D] ~ = a [FIDI' 

0] • 

(e) Ker a elm f l : Let X E Ker a. Since FIGI is 

cofinal we can write x = [FIGIA, a] for some A E A and a E 

AutA~(F G A). Since [Aa]~ - [A]~ ax = 0 it follows from 

Lemma (4.2) above that there is an isomorphism (hI, h 2): U 

--> V in~, where U = Aa..L CYI..L CYZ..L DoloZ..L D..L E and 

V = A 1 CYI ..L CY2 1. DOl ..L Doz..L E, as in (4.2). Writing U = 

(UI, aU' Uz ) and V = (VI' aVo V2) we have UI = Al ~ WI = VI 
and U2 = A2 1 W2 = V z , where W. = C . ..L C . ..L D. ~ D. ~ E. 

~ ~ ~ ~ ~ ~ 

(i = 1 2). Moreover a = a (a..L 1 ), and the isomorphism 
• U V FIW 1 
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(hI' h2) gives us aV = (F2h2) au(Flhl)-I. It follows that a 

~ IF W = (F2h2)-1 aV(Flhl)aV-1 in AutA~(FI(AI ~ WI»· Con-
I I _ 

sequently, in Kl~~' we have [a] = [a ~-lF W ] = [(F2h2)-I] + 
- I I 

[aV(Flhl)aV- I ] = [Flh l ] - [F2h2] = fl([h l ], - [h2])· 

(f) .!i (1) is E-surjective then Ker fIe 1m gl: Suppo~ 

x = ([AI' all, - [A2 , a2]) E Ker fl. Proposition (3.4) (d) 

gives us a B = (BI' aB, 

that B. ~ A. ~ A.~ (i = 
~ ~ ~ 

B2) E ~ and Ai~ E ~i (i = 1, 2) such 

1, 2). Then (A. ~ A. ~, a. ~ IF A ) ~ 
~ ~ ~ i i 

(B., S.) for some S. (i = 1,2), 
~ ~ ~ 

and we have x = ([Bl, Sl]' 

- [B2, S2]) clearly. Applying fl we find that 0 = fleX) = 
[FISl] - [F2S2] = [aB-l(F2s2)-1 aB(FISI)]. It follows now 

from (2.5) and the cofinality of FIG I that there is a B~ = 
(Bl~' aB~' B2~) E ~ such that E = aB- l (F2S2)-1 aB(FlSl) ~ 

IF B ~ is in the commutator subgroup of AutA~(FI(Bl ~ BI~»' 
I I _ 

Now we have (F2S2)-1 B(FlSl) .L B~ = (B.L B~h, and it 

follows from the hypothesis of 

a B" = (B II a B ") E A and 1 , B"' 2 = 

of AutA (B.1 B.~ -L B.") (i = 
=i ~ ~ ~ 

B~)£ -L B" --> B 1. B~ ~ B" is 
that 

E-surjectivity that there is 

E. in the commutator subgroup 
~ 

1, 2) such that (El, E2): (B ~ 

an isomorphism. This means 

(F2S2)-1 aB(FlS l ) ~ aB~ ~ aB" 

(F2Y2)-1 (aB 1. aB~ 1. aB") (FlYl) , 

where Yi = Q .1 1 (. = 
1-'. . F (B ~ B ") ~ 
~ i i 1. i 

I, 2). Set C = B~ B~ 1.. 

B" and set 0i = Yi Ei - l (i = I, 2). Then the above equations 
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imply that (F2 02)-1 aC(Flo l ) 

02) is an automorphism of C. 

369 

aC' in other words that (01' 

We conclude the proof now by showing that x = go([C, 

(01' 02)]) = ([C l , 01], - [C2 , 02]). For example, in K161' 

[01] = [YIEl] = [Yl] + [El] = [Yl] (because El is in the 

commutator subgroup) [Sl..L lFl(Bl~..L BI")] = [Sd· 

Similarly [02] = [S2] in K162. Since x = ([Sl], - [S2]) the 

proof of part (f), and hence of Theorem (4.3), is complete. 

§5. THE EXACT SEQUENCE OF A COFINAL FUNCTOR 

In this section we shall show that a cofinal product 
preserving functor F: A ---> A~ induces an exact sequence of 
the form 

In order to define K ~(F) we first introduce the 
fibre product diagram 0 

co(F) > A 

(1) GIl IF , a: FGl ---> FG2. 

A 
F 

> A~ 

Since F is cofinal it is obvious that (F, F) is a cofinal 
pair (see (3.2)). Moreover, if F is E-surjective (see (2.4)) 
then it follows from (3.4) (c) that the diagram (1) is E­
surjective (see (3.3)). 

The identity functor from A to its two copies in (1) 
induces a diagonal functor 

(2) 6: A ------> co(F), Gi 6 = lA (i = 1,2). 

We now define the groups K.(F) as cokernels in the short 
1. 

exact sequences 
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to. ° -> K.A ---> K. (co(F)) 
1= 1 

> K.(F) -> ° 
1 

(i = 0, 1) • 

Since to. is split by both GI and G2 it follows that 
Gj 

K. (F) 
1 

Ker (K. (co (F)) 
1 

> K.A) (i 0, l' 
1= 

, 
j 1, 2) 

K.(co(F)) ~ K.A ~ K.(F). 
1 1= 1 

(i 0, 1) • 

Since co(F) is a fibre product we have the quotient, 
K ~(co(F)) = K (co(F))/M, of K (co(F)) which occurs in the 
000 

Mayer-Vietoris sequence of (1) (see (4.1)). We now define 

K ~(F) = K (co(F))/(M + Im(to.)) 
o 0 

to be the corresponding quotient of K (F). Thus we have an 
exact sequence o 

K A _d_> K ~(co(F)) --> K ~(F) -> 0, 
0= 0 0 

where d (nat. proj.) 0 to.. Recall from (4.1) that M is gen­
erated by elements 

where A (AI' aA, A2) E co(F) , a i E AutA~(FAI) (i = 1,2), 

and where we write AS = (A l , aAS, A2) for S E AutA~(FAI)' 

Since G.A = A. (i = 1, 2) it follows that <A, aI' a2> above 
1 1 

is in the kernel of the map K (co(F)) ---> K A induced by 
o 0= 

the G. 'so Thus each G. induces a map K ~(co(F)) ---> K A, 
1 1 0 0= 

and these will both provide splittings for the homomorphism 
d above. This proves the first assertion of the next pro­
position. 

If (A, a, B) E co(F) we shall denote its class in 

K ~(F) by [A, a, B]~, and use [A, a, B]" for its class in 
o 

K ~(co(F)). 
o 

(5.1) PROPOSITION. The diagonal functor to.: A ---> 
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co(F) induces a split short exact sequence 

o -> K A -> K ~(co(F» -> K ~(F) -> O. 
0= 0 0 

Moreover, Ko~(F) = Ko(co(F»/N, where N is the group gener­

ated by all elements of the form 

[A, So'., Cl - [A, a, Bl - [B, 13, Cl 

in K (co(F». Every element of K ~(F) is of the form [A, a, 
-- 0 0 
B] ~ • 

Proof. The first assertion was proved above. To prove 
the second let us write [[A, a, B]l for the class of [A, a, 
B] modulo N. To show MeN we must show that [[Aala2l] + 
[[A]] = [[Aal]l + [[Aa2ll for each element <A, aI' 0'.2> as 
above. This will follow immediately if we show that [[AS]] 
[[Al] + [[AI'S, All] for any 13 £ AutA~(FAl). But the latter 

follows directly from the definition of N. 

To show that N C M we must show that 

[A, [30'., C] ~ [A, a, Br + [B, 13, C]~ 

in Ko~(F). Suppose A £ A and a, 13 £ AutA~(FA). Then ~A 

(A, lFA' A) and [~Al~ = 0 by the definition of Ko~(F). It 

follows now from the definition of M that [~Aa13]~ [~Aa13]~ 

+ [Ml~ [Mal~ + [MS]~. Thus 0'. 1-> [~Aa]~ is a homomor­

phism, so [~Aa]~ 0 if 0'. is in the commutator subgroup. 

Now let A, a, B, 13, C be as above. Then (AJ... B1.. c, 
0'.1.. 13 1.. (130'.)-1, B 1.. C 1.. A) is isomorphic in co(F) to (A 1.. B 

1.. C, s(aJ... 131.. (130'.)-1, A 1.. Bl.. C) for a suitable 3-cycle s. 

It follows from the Whitehead lemma (1.7) that there is an 

isomorphism of A 1.. B 1.. C with A 1.. A 1.. A carrying s (0'.1.. 13 1.. 

(So'.) -1) to t, the corresponding three cycle on A 1.. A 1.. A. 
Since a three cycle lies in the commutator subgroup of the 
symmetric group on three elements it follows that s(a 1.. 13 1.. 

(130'.)-1) is in the commutator subgroup of AutA~(F(AJ... BJ... C». 

The conclusion of the paragraph above now implies that 0 
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[A 1. B 1 c, s(a.L S.L (Sa)-I), A.l B 1. C]' = [A.L B.L C, a 

.L S.L (Sa)-I, B.L C.L A]' = [A, a, B]' + [B, S, C]' + [C, 

(Sa) -1, A]'. 

Now an entirely analogous argument shows that [A, a, 

B]' + [B, a-I, A]' = 0 as well. This and the previous con­
clusion imply that 

[A, Sa, C]' [A, a, B]' + [B, S, C]', 

as claimed. 

Any element of K '(F) is of the form [AI, aI' B1]' -
o 

[A2 , a2, B2]', and we can express this as [AI 1. B2' a 1 

-1 a2 ,A2 ~ B1 ]. This concludes the proof of Proposition 

(5.1) • 

We shall now investigate the group Kl(F), and, in 
particular, compare it with the group Kl(~' F) = K1 (Ker EF) 

defined in (1.4). Recall that Ker EF is the full subcategory 
of E~ whose objects are the (A, a) such that Fa = 1FA • An 

object of E co(F) is of the form «A, y, B), (a, S)) where 
(a, S) is an automorphism in co(F) of (A, y, B). This means 
that a £ Aut~(A), S £ Aut~(B), and 

FA _,..f...y __ :> FB 

F. J JFa 
FA > FB 

y 

commutes. The diagonal functor E~: EA --> E co(F) is 

defined by E~(A, a) = (~A, ~a) 
induces the split exact sequence 

«A, 1FA , A), (a, a)). It 

o -> Kl~ ---;> Kl (co (F) ) -> Kl (F) -> 0 

which defines Kl (F). It follows from (3.4) (b) and (c) that 
~ is cofina1 provided F is E-surjective. 
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There is also a natural functor 

(3) H: Ker IF ------> I co(F) 

defined by H(A, a) (~A, (a, lA»' The fact that Fa = lA 

shows that (a, lA) is indeed an automorphism of ~A = (A, 

lFA' A). Moreover this functor is clearly product preserving. 

If (S, y) is any automorphism of ~A then we can write (S, y) 

= (a, lA) (y, y) where a = Sy-l is such that Fa = lFA' This 

canonical factorization shows that Autco(F)(~A) is the semi­

direct product of ~(AutA(A» with the normal subgroup H(AutA 

(A, F». If we abeliani~e Autco(F) (~A), we obtain G«~A» == 

G«A), F) ~ G«A», in the notation of §2 (see Lemma (2.6». 
Here with first summand comes from H, the second from ~. Now 
if we take the direct limit of these groups over objects ~A 
(A E ~), as in §2, then we obtain Kl(~' F) ~ Kl(~)' In case 

the functor F is E-surjective then, as remarked above, ~ is 
cofinal. It follows therefore from (2.2) that the direct 
limit we have just taken is canonically isomorphic to Kl(CO 
(F». We record this now: 

(5.2) PROPOSITION. The functors 

I~ H IA ------> I co(F) <------ Ker IF (see (2) and 
(3» 

induce a homomorphism Kl(~' F) ~ Kl(~) ---> Kl(co(F» which 

is an isomorphism if F is E-surjective. Hence H induces an 

isomorphism Kl(~' F) ---> K1(F) in this case. 

The exact sequence associated with F will now be 
constructed as the bottom row of the following diagram: 



(4):r Kr1 _. > I > :r Kr:o > 1 
g 1 f 1 a go f 0 

K1(co(F)) -> Kl(A)e- K1(A) -> Kl(A~) -> K ~(co(F) -> K (A)~ K (A) -> K (A~) 
w /H ' = I = 0 0 = I 0 = 0 = -...J 
+=-

Kl (~, F) lSI II SOli 

~h , , a ~ 
Kl(F) > Kl(~) --> Kl(~~) --> Ko~(F) > Ko(~) --> Ko(~~) 
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The middle row is the Mayer-Vietoris sequence (4.3) of (1) 
above. The maps d. and s. are: d.(x) = (x, -x); s.(x, y) = 

1 1 1 1 

X + y, (i = 0, 1). The vertical involving ~ is the split 
o 

exact sequence of (5.1) above. The vertical involving ~I is 
the short exact sequence defining Kl(F). Since the terms of 
the bottom row are each the cokernel of the corresponding 
vertical exact sequence, and since the top half of the 
diagram commutes, it follows that the horizontal arrows on 
the bottom are defined uniquely by commutativity of the 
diagram. 

On the left we have H: KI(~' F) ---> K1(co(F» from 

(5.2) above, and we define h: Kl(~' F) ---> KI(F) to make 

the triangle commute. The composite Kl(~' F) ---> Kl(F) 

---> KI(~) sends the class of (A, a) E Ker l:F to sl(gl([H(A, 

a)]) = slgdM, (a, lA)]co(F) = SI([A, a]~, [A, lA]A) = 
[A, a]A' since [A, lA] = O. Thus this composite is just the 

_ A 
map KIT~, F) ---> Kl(~j induced by the inclusion Ker LF C LA 

(see (1.5». 

Since the top row is acyclic and the middle row is a 
complex, it follows that the bottom row is a complex whose 
homology agrees with that of the middle - thanks to the long 
homology sequence (I, 5.1). Therefore the bottom row is 
exact everywhere that the Mayer-Vietoris sequence is. If we 
now invoke Theorem (4.3) we obtain from the discussion above 
the following conclusions: 

(5.3) THEOREM. Let F: A ---> ~~ be a cofinal product 

preserving functor, and let 

(5) 
-> K ~(F) 

o 

-> K (A) -> K (A~) 
o = 0 = 

be the sequence constructed above in (4). Then (5) is exact 

except perhaps at Kl(~)' and the homomorphism h: Kl(~' F) 

---> KI(F) of (4) composes with f to give the map KI(~' F) 

Kl (~) induces by the inclusion Ker LF C LA • .!! F is E-surjec-
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tive then the natural projection K (F) ---> K ~(F) is an 
00---

isomorphism, h is an isomorphism, and the sequence (5) is 

exact. 

We now indicate the naturality of the sequence (5). 
For this suppose we are given a square 

B _.::::G __ > B~ 

-
(6) a: FJ ---> J~G. 

of product preserving functors. Suppose, moreover, that F 
and G are cofinal. Then the diagram (6) induces a morphism 
of sequences. 



"...... ,...... 
\ \ \ 

~II ...., <II 
'-' '-' 

0 0 
:><: :><: 

I I 
,...... "...... 

~II ...., <II 
'-' . '-' 

0 0 
:><: :><: 

I I 
....... 0 ,...... 
t!) 'r-, r... 
'-' . '-' 
\ \ 

0 0 
:><: :><: 

~f ~I 
,...... ,...... 
\ \ \ 

~II ...., <II 
'-' . '-' 
rl rl 

:><: :><: 

f f 
,...... ....... 
~II ...., <II 
'-' . '-' 
rl rl 

:><: :><: 

I f 
,...... ,...... 
t!) or-, r... 
'-' . '-' 
rl ...... 

:><: :><: 
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The map jo is defined by 

jo[Bl, S, B2]~ = [JB l , aB2-l(J~B)aBl' JB2]~' 

Here, of course, S: GB I ---> GB 2 and aB : FJB. ---> J~GB 
i l i 

(i = 1, 2). The definition of jl makes analogous use of the 
natural transformation a. 

If (GB, S) £ l:B~ then j d~[GB, S] = j [B, S, B]~ = 
o 0 

[JB, aB-l(J~s)aB' JB]~ = d~[FJB, aB-l(J~S)aB] = d~[J~GB, J~ 
S] = d~J~[GB, S]; i.e. j d~ = d~J~. This calculation i11us­

o 
trates the mechanism in (7). We shall study a special type 
of j in the "excision theorem" in the next section. 

o 

We shall conclude this section now with a description 
of the "exact sequence of a triple". For this we suppose we 
are given a commutative triangle 

B 

/=~ 
A > C = H = GF = 

of cofina1 product preserving functors. Then we have product 
and composition preserving functors. 

d: co(F) --> co(H) ; d(Al, S, A2) 

and 

6: co(H) --> co(G) (FA l , y, FA~. 

These induce homomorphisms 

K ~(F) _d_> K ~(H) IS K ~(G) ---> 
0 0 0 

and 

Kl (F) d Kl (H) IS Kl (G) ---> ---> 

with 6d o in each case. Now consider the commutative 
diagram 



d R) 'G 

K) (F) .-----!-- K) (~)~) (,)~"(G) 
~/~/ ~y ~ 

w (S) K)(R) K)(~) K,'(R) K,(~) 
~ ~Kt~K,,(0,(~/ ~,(Sl 
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The map n is defined to make the diagram commute, and the 
remaining commutativity follows directly from the defini­
tions. 

(5.4) THEOREM. In the sequence 

(9) 
a 

KI (F) -> KI (H) ° n -> KI (G) -> K ~(F) 
o 

a 
--> K ~(H) __ 0 __ > K ~(G) 

o 0 

all composites are zero, and it is exact at K ~(H). If G is 
o --

E-surjective it is exact at K ~(F). If also F is E-surjective 
o 

then it is exact at KI(G). 

Proof. The K-sequences (5) of the functors F, G, and 
H are embedded in the diagram (8), and in each of these 
sequences all composities are zero. It follows then from 
commutativity that no 0 and an = 0 in (9), and we have 
already noted that oc) = 0 in each case. 

Exactness at K ~(H). This is a diagram chose, using 
o 

the exactness of the K-sequences of F, G, and H. We leave it 
as an excercise. 

Exactness at Ko~(F) when G is E-surjective. If x £ 

Ko~(F) and dx = 0 we must show that x £ Im(n). Since dFx 0 

we have x = 0FY for Y £ KI(~)' Since 0HGI(Y) = doFy = dx 0 

we have GI(Y) = HI(Z) for some z £ KI(~) because G is E­

surjective. Now GIFI(z) = GI(Y) so Y - FI(Z) = dG(u) for 

some u £ KI(C). Now nu = 0FdC(u) = 0F(Y - FI(Z)) = 0F(Y) - 0 

= x. 

Exactness at KI(C) when C and F ~ E-surjective. 

Suppose x £ KI(C) and nx = O. We must show that x £ Im(o). 

Since 0 n(x) = 0FdC(x) we have dc(x) = FI(Y) for some Y £ 

KI(~)' Since HI(y) = 0 and H is E-surjective (because F and 

C are) we have Y = dH (Z) for some Z £ KI (H). Then dCo (z) = 

FIdH(Z) = FI(Y) = DC(x) so dC(u) = 0 where u = x = x - oz. 
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Since G is E-surjective we have K1(G) Kl(~' G), so we can 

write u = [B, S] for some B E Band S E AutB(B) such that 

GS = 1GB , Since F is cofinal we can even assume B = FA for 

some A E A. The fact that dG(u) = 0 implies, according to 

(1.9), that S ~ lB~ is in the commutator subgroup of AutB(FA 

~ B~) for some B~. We can further assume B~ = FA~ since F is 

cofinal. Since F is E-surjective we can, after augmenting A~ 

if necessary, write S 1 lFA~ = Fa for some a in the commuta­

tor subgroup of AutA(A ~ A~). We have Ha = GFa = G(S ~ lFA~) 

= GS ~ lHA~ = lH(A ~ A~)' Now v = [A ~ A~, a] E Kl (£;, H) '" 

Kl (H) is such that <5 (v) = [F(A -L A~), Fa] = u = x - <5 (z) • 

Hence x = <5 (v + z). q.e.d. 

This proves Theorem (5.4) as formulated. We conclude 
with a criterion for exactness at K1(H). 

(5.5) PROPOSITION. Assume, in Theorem (5.4), that F 

and G ~ E-surjective, and that the following condition is 

satisfied: 

Given A E £; and a E AutA (A) such that Fa E [AutB 
(FA), AutB(FA, G)], the~e exists a B = A~ A~ a~d 

an E E [Aut£;(B), AutA(B, H)] such that FE = Fa. 

Then (9) is exact at K1(H). 

Proof. Given x E K1(H) such that <5(x) = 0 we must 
show that x E Im(a). Since H is E-surjective we can write x 
= [A, a] with A E £; and a E AutA(A, H). Since 0 = <5(x) = 

[FA, Fa] we can, according to (2.1), find C~ = FA..l. B~ such 

that a ~ lB ~ E [AutB (e~), AutB (e ~, G)]. Since F is co final 

we can even take B~=of the form FA~, so that e~ = Fe where 

e = A 1. A~. According to the hypothesis we can now augment 

C further, if necessary, to find E E [AutA(C) , AutA(C, H)] 

such that FE = F(a ~ lA~)' Now Y 
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KI(~' F) = KI(F), and a(y) = [C, E-I]H + [C, a L 1A~]H 

[A, a] = x, because [C, E]H = O. q.e.d. 

§6. EXCISION ISOMORPHISMS 

(6.1) THEOREM ("Excision"). Let 

G2 
A 

(1) GIl > t:, , a: FIGI ---> F2G2 , 

~l FI 
> ~~ 

be a cartesian square of product preserving functors for 

which (F I , F2) is a cofina1 pair (see (3.2)). Let 

KI (~) KI(~2) 
a~ KoF) Kr Ko(~2) ---> ---> ---> ---> 

(2) r r ) (A-) 
a~ 

KI (~l) ---> KI (~~) ---> K ~(FI) ---> K (AI) ---> 
0 o = o = 

be the morphism of exact sequences induced by (1). Then ¢ is 

surjective. If (1) is E-surjective (see (3.3)), e.g. if FI 

or F2 is E-surjective (see (2.4)), then ¢ is an isomorphism. 

Remark. Since E-surjectivity of (1) is a symmetric 
hypothesis it also implies an isomorphism K ~(GI) ---> K ~ o . 0 

(F2). In the applications we shall make of this theorem 
either FI or F2 will be E-surjective and hence, by (3.4) (c), 
(1) will be E-surjective. However, E-surjectivity of one of 
the F. is no longer a symmetric hypothesis. 

~ 

Proof. The map ¢ is induced by a product preserving 
functor: 

F(A, y, B) 
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Here, of course, A = (GIA, uA' GzA) and B 

~ = ~l xA' ~z' and y: G2A ---> GzB. 
= 
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~ is surjective: Suppose U (AI' y, BI ) € co(F r ), 

so y: FrAI ---> FrBI. Since F2 is cofinal relative to FI we 

can find AI' € ~1' A2 € ~2' and an isomorphism u: Fr(AI ~ 

AI') ---> F2A2. Now define S to make 

commute. Then U J... I:::.A I ' = (AI ~ AI', Y J... lFIAI" BI ~ AI') 

= FV, where V = «AI J... AI', u, A2), lA2' (B I J... Ar ', S, A2»· 
Therefore, in K '(F1), [U]' = [U ~ I:::.A I ']' = ~[V}'. 

o 

~ is injective: Suppose ~(x) = O. According to (5.1) 

we can write x = [U]' for some U = (A, y, B) € cO(Gz), and 

so [AI' y, BI ]' = 0 in K '(F I ) where we are abbreviating A. 
o 1 

= GiA, Bi = GiS (i = 1, 2) and y = uB-I(FZY)UA• In partic-

ular [AI J = [BI I in Ko (~l) so Al .1. AI' '" BI ~ AI" for some 

AI' € ~I. Since the functor GI is cofina1 (see (3.4) (d» we 

can write AI' = G1A' for some A' € ~. Since x = [U}' = [U .1.. 

I:::.A'}', where I:::.A' = (A'. lG2A" A'). we can replace U by U ..i. 

AA' and henceforth assume that Al '" HI. If we use such an 

isomorphism together with y: A2 ---> BZ we can replace B by 

an isomorphic object in A to further achieve: Al BI , A2 

Bz , and y = lA2 • Thus we now have x = [ul' where U = (A, 

1A2 , B), A = (AI' uA' A2), and B = (AI' uB' A2). If we set 

y = uB-IuA then we can write B = Ay, so U = (A, lA2 ' Ay), 

FU = (AI' Y. AI). 
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We have 0 = ¢(x) = [AI' y, Al]~ = d~[FIAl' y]. The 

exact sequence of Fl therefore implies that the element 

[FIAl' Y] E Kl (~~) belongs to Image(Kl (~l) --> Kl (~~». 

Since the functor FIG I is cofina1 (see (3.4) (d» it follows 

from (2.1) that there is an A" EO ~ and an al E AutA (Al") 
_1 

such that y .1. 1FIAl" = (Flal)E, where E is in the commutator 

subgroup of AutA~(Fl(Al.l. Al"»' Since x = [U]~ = [U lllA"]~ 

we can replace U by U..L llA". This does not affect any of 

the normalizations (i.e. Al = Bl , A2 = B2 , Y = 1A2 ) made 

above, and it replaces y by Y.l. 1FIAl"' Thus, after this 

replacement, we can assume further that y = (Flal)E, and we 

still have U = (A, 1A2 , AY). 

Since the diagram (1) is, by hypothesis, E-surjectiv~ 
it follows that there is aCE ~, and elements Ei in the 

commutator subgroup of AutA (A . .l. C.), such that (El' E2): 
=i 1 1 

A(Flal)E 1 C --> A(Flal) .L C is an isomorphism in~. (See 

definition (3.3». Moreover (aI' 1A2 ): A(Flal) --> A is an 

isomorphism in A. From these we obtain an isomorphism in 

U .L llC 

v = (A..L C, E2' A.L C). 

Since E2 lies in the commutator subgroup of AutA (A2 ..L C2) 
_2 

we have [A2 ~ C2 , E2] = 0 in Kl(~2)' Therefore 5 = d~[G2 

(A -1. C), E2] = [V] ~ = [U..L lie] ~ = [u] ~ = x. q.e.d. 

Using the excision isomorphisms and the Mayer­
Vietoris sequence of (1), there is a natural procedure, 
familiar to topologists, for constructing a commutative 
diagram of the following type: 
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The middle line is Mayer-Vietoris, and the "sine curves" are 
the exact sequences of the four functors in (1). The equali­
ties are the excision isomorphisms. 

HISTORICAL REMARKS 

A number of people have constructed exact sequences 
more or less related to those considered here. Examples 
include Heller [1], Gersten [3], and Chase [1]. There have 
also been several, so far unpublished, definitions of higher 
K-functors. In particular Milnor has defined a functor K2 
(for the category ~(A), where A is a ring) and this K2 seems 
to be susceptible to many of the techniques developed in 
these notes (see Gersten [2]). Moreover Nobile and Villamayor 
[1] have recently obtained a long exact sequence for functors 
K which are related to ours for n = 0, 1. 

n 

The exposition in this chapter is derived mainly from 
that of Chapter I of my Tata notes [4] plus some unpublished 
notes of Milnor. The proof of the excision isomorphisms is 
adapted from that of Theorem (7.2) in Bass-Murthy [1]. The 
latter, in turn, generalizes a theorem of Rim and Serre on 
"reduction modulo the conductor" (see (IX, 5.6». 



Chapter VIII 

K-THEORY IN ABELIAN CATEGORIES 

If g is an additive subcategory of an abelian cate­
gory A we can view C as a category with product, $, in the 
sense=of Chapter VII. In practice, however, it is natural to 
define the Grothendieck and Whitehead groups of g by intro­
ducing relations for all short exact sequences in g, not ju~ 
those which split. In case all short exact sequences in g 
split, i.e. if C is "semi-simple", then the definitions -
coincide. In §2=we show that an "exact" functor F: g --> g~ 
induces an exact sequence like that in Chapter VII provided 
we impose conditions of semi-simplicity on the given data. 
This result is deduced directly from its analogue in 
Chapter VII. 

In order to relax the semi-simplicity hypotheses we 
then show that the groups K.(C) can sometimes be computed on 

1 = 
a subcategory ~o C g, the point being that go may be semi­
simple even when g is not. The first such result, called 
"devissage", is based on the Jordan-Holder Theorem (§3). 
The other, a fundamental theorem of Grothendieck (in the 
case of Ko), is based upon taking resolutions and the use 
of "Euler characteristics" (see §4). 

In §5 we prove an important theorem of Heller des­
cribing the exact sequence of a localizing functor. The 
philosophy is, roughly, that if one views a localizing 
functor as defining a short exact sequence of categories, 
then K-theory should behave like a cohomological functor 
with respect to such exact sequences. 

387 
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There is a closely related theorem (Theorem (5.8)), 
applying specifically to categories of projective objects, 
which seems to require additional techniques for its proof. 
Both of these theorems are used heavily in later chapters. 

The final section (§6) contains a remarkable new 
theorem of Leslie Roberts: Let A be a k-category, where k is 
an algebraically closed field, and assume that 6(A, B) is 
always finite dimensional. Then -

This applies, notably, when 6 is the category of coherent. 
sheaves on a complete algebraic variety over k. 

§1. GROTHENDIECK GROUPS AND WHITEHEAD GROUPS IN 
ABELIAN CATEGORIES 

All categories in this chapter will be of the follow­
ing type, though condition (d) below will play no role until 
§ 3. 

(1.1) DEFINITION. A subcategory g of an abelian 
category 6 will be said to be admissible if it satisfies the 
following-conditions: 

(a) g is a full subcategory of A and it contains a 
zero object: 

(b) C has only a set of isomorphism classes of 
obj ects. 

(c) Finite direct sums of objects in C are again in 
C. 

(d) If 0 --> A~ --> A --> A" --> 0 is an exact 
sequence in ~, then A, A" E: ~ =:> A~ E: C. 

Clearly l:g (= g~, c.L (VII, 1.4)) is then an admiss­
ible subcategory-of the abelian category l:A. We shall say P 
is projective in g if P E: g and P is projective in ~. Simi­
larly we call a sequence in C exact if it is exact in A. The 

=--- = " category of short exact sequences, 0 --> A~ --> A --> A 
--> 0, in g will be denoted by 
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( Ex(~)). 

We call g semi-simple if all short exact sequences in g 
split. Note that this does not imply that the objects of ~ 
are semi-simple. Neither does it imply that the category L~ 
is semi-simple. 

Let g C ~ and C ~ C A~ be admissible subcategories of 
abelian categorIes. A=functor F: ~ ---> ~~ will be called 
admissible if it is induced by an additive functor F: ~ ---> 
A~. We shall say that F is exact if it carries short exact 
~equences in g into short exact sequences in g~. In this 
case F induces an additive functor -

Ex(F): Ex(~) -> Ex(£~). 

Moreover the functor LF: L~ ---> Lg~ will be exact if F is. 
The category co(F) is an additive category. If V is exact 
then co (F) is an abelian category of which co (F) is an 
admissible subcategory. 

The direct sum, ~, gives ~ the structure of a cate­
gory with product, in the sense of Chapter VII. Moreover any 
additive functor is product preserving. In order to avoid 
confusion in what follows, we shall use the notation 

(~, ~) 

when referring to C as a category with product. Thus we have 
the groups 

K.(C,~) 
~ = (i = 0, 1) 

constructed in the last chapter. Similarly, if F: C ---> C~ 
is an admissible functor then we have 

Ko ~ (F, ~) and K 1 (F, ~) 

constructed as quotients of K. (co (F), ~). We shall now 
~ 

introduce groups Ki(~) (i = 0, 1) and Ko~(F) which are 

quotients of the corresponding groups above. They are 
obtained by requiring the class of an object in K to be 
additive not only over direct sums, but over all short exact 
sequences. Specifically: 
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[ l~: ob C -> Ko(S) 

is universal for maps into an abelian group satisfying 

KO. If (0 --> A' --> A --> A" ---> 0) E: Ex(~) then 

Similarly, 

I ]~: ob IS -> Kl (~) 

is universal for maps into an abelian group satisfying KO 
and 

Kl. If (A, a), (A, 6) E: I~ then 

If F: e ---> C' is an exact functor then 

is universal for maps into an abelian group satisfying: 

then 

and 

---> (AI", a", A2") ---> 0) E: Ex(co(F» 

[A ' 'A' 1 + [A " l,a, 2 F 1, 

K1 If (A, a, B), (B, 6, e) E: co(F) then 

[A, 6a, e]F = [A, a, B]F + [B, 6, elF· 

a", A "] • 2 F' 

(cf. (VII, 5.1». From these definitions it is clear that 
there are canonical epimorphisms K. (C, ~) ---> K. (C) (i = 0, 

1 = 1 = 
1) and K '(F, $) --> K '(F). Moreover F induces homomor-

o 0 

phisms Ki(~) ---> Ki(S') (i = 0, 1) via [A]~ 1---> IFA]~, 

and [A, a]e ~> [FA, Fa]S" respectively.-There is also a 
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commutative square 

d 
Ko ~lF' ~) --> K(C,-$) 

d 
o~ 

K ~ (F) --> K (C) 
0 0 

where dCA, 0'., B] F [A]c [B]C' and d is analogously 
= defined. 

§2'. THE K-SEQUENCE OF A COFINAL EXACT FUNCTOR 

Let F: C --> C~ be an admissible functor between 
admissible sub~ategories of abelian categories. We say F is 
co final if it is cofinal with respect to ~ in the sense of 
Chapter VII. Recall that this means, given A~ E g~, we can 
find A E C and B~ E C~ such that A~ ~ B~ ~ FA. Similarly, if 
F is exact, then it ~akes sense to say that Ex(F): Ex(C) --~ 
Ex(g~) is cofinal. The latter condition clearly implies that 
F itself is cofinal, and the converse is true if C~ is semi­
simple. 

Assume now that F is cofinal and exact. Then, except 
for a, we have a commutative diagram, 



,..... 
\ \ 

u _____ .. -8 
~o ~o 

,..... 
u u 
'-' ------'-" 
~o ·~o 

4-< ,..... 
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I 
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in which the top row comes from the sequence of (VII, 5.3). 
The maps Ki(~) ---> Ki(~~) are those induced by F, and d was 

constructed at the end of §l. The existence of a is clearly 
equivalent to the following condition: If (0 ---> (A~, a~) 
--> (A, a) ---> (A", a") ---> 0) E: Ex(L:g~) then fa [At 

a](~~, $) = fa ([A~, a~](~~, $) + [A", all](~~, $))' 

(2.1) PROPOSITION. Let F: ~ ---> ~~ be an exact 

cofinal functor as above. If Ex(F) is co final then a: KI(~~) 

--> K ~(F), making diagram (1) commute, exists. If Ex(F) is 
o 

surjective on stable isomorphism classes of objects then 

K ~(F) -> K (C) -> K (C~) -> 0 
o 0 = 0 = 

is exact. 

The surjectivity hypothesis means that, given A E: 

Ex(~~) there exist B, C E: Ex(~) such that FC '" A $ FB. 

Proof. To show that a exists we must show, given an 
exact sequence 

(A, a) 

(A , a ) -> 0) 
o 0 

in L:~~, that fa [AI, all(C~,$) = fa ([Ao' ao1(C,$) + 
[A2 , a21 (g~, $))' By the hypothesis that Ex(F) is cofinal, 

there are-exact sequences B E: Ex(~~) and C E: Ex(~) such that 

A $ B '" FC. Using such an isomorphism we obtain an isomor-

phism in L:C~ of the form (A $ B, a$ lB) '" (FC, y) for some 

y. Since [A. , ai](~~, $) [A. $ B. , a. $ lB 1 
1 1 1 1 

1 (~~, $ ) 
(0 < i < 2) it suffices to establish the equation above with 

(FC, y) in place of (A, a). But (C, y, C) is an exact 

sequence in co(F). Using axiom KO for K ~(F), therefore, we 
o 

have 
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[C • y • C JF + [C2. Y2. C2]F 
000 

Now that a exists we can expand diagram (1) to: 



W 
\0 
VI 

(2) 
r '1',' r d'r 'I' 

KIT·) -, KI<r' .) -, Ko'T .) -, KoT·) -, Ko<r·) 
Kl (c) -> Kl (C~) -L> K ~(F) -> K (C) -> K (C~) 

= 0= 0 0= o. 
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where the top row is the kernel of the epimorphism from the 
middle to bottom. We shall view this as a short exact 
sequence of complexes (the rows) whose undenoted terms we 
take to be zero. 

Evidently NS is generated by all elements <A>C~ = 

[All (~~,~) - [Ao] (~~,~) - [A2] (~~, ~) with A = (0 =--> A2 

---> Al ---> Ao ---> 0) E Ex(~~). If Ex(F) is surjective on 

stable isomorphism classes then we can write A~ FB ~ FC for 

some B, C E Ex(~), so <A>~~ = F«C>~ - <B>~), and so N4 ---> 

Ns is surjective. Moreover F itself-is surjective on stable 

isomorphism classes of objects if Ex(F) is, and hence K (C, 
o = 

~) ---> K (C~, ~) is likewise surjective. The middle row of 
o = 

(2) is acyclic at the three middle positions according to 

(VII, 5.3). Therefore the long homology sequence of (2) 

shows that K ~(F) ~> K (C) ---> K (C~) ---> 0 is exact, as 
00= 0 = 

claimed. This completes the proof of (2.1). 

(2.2) THEOREM. Let F: ~ ---> ~~ be an exact admissible 

functor between admissible subcategories of abelian categor­

ies, and assume that Ex(F): Ex(~) ---> Ex(~~) is cofinal. 

(a) If ~ is semi-simple then C~ is also semi-simple, 

and all the vertical arrows in (1) above are isomorphisms. 

In particular 

d -> K ~(F) -> K (C) 
o 0 = 

-> K (C~) 
o = 

is exact 

(b) If ~~ is semi-simple then the sequence 

is exact. 

_d_> K ~(F) 
o 

---> K (C) 
o = 

-> K (C~) 
o = 
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Proof. (a). If A E Ex(S~) there exist B E Ex(~~) and 

C E Ex(S) such that A~ B ~ FC. Since, by hypothesis, C is 

split, so also is FC, and hence likewise for A. Thus C~ is 
also semi-simple. 

The fact that K. (C, l&) --> K. (C) is an isomorphism 
1 = 1 = 

is obvious for i = O. For i = 1 we must show that if (A, a) 

= (0 --> (A2 , a2) --> (AI' al) --> (A , a ) -> 0) 
o 0 

Ex(IS) then [ad = [a2] + [aD] in K (~,~), Since ~ is semi-

simple the sequence A splits so we can identify Al = A2~ 
A . We can then write al in matrix form, with respect to 

o 
this decomposition, as 

so al = (a2 l& a )s, where s corresponds to the right hand 
o 

factor. In KI(S,~) we have [all = [a2 ~ ao] + [s] = [a2] + 
[a ] + [s], so we conclude by showing that [s] = O. Set s~ 

o 
= s~ 1A E AutC(AIl& AI) ~ GL 2 (R), R = EndC(A I ). If we I _ _ 

exchange the two direct summands A2 of Al = - A2 ~ A in Al ~ 
o 

Al we see that s~ corresponds to an element of GL2(R) which 

is conjugate to one of the form (1 e). Passing to s ~ lA \0 1 1 
~ 1AI , and GL3(R), respectively, the elementary matrix above 

lands in E3(R) C [GL3(R), GL3(R)], the commutator subgroup 

(see (V, 1.5). Thus [s] = [s ~ lAl ~ 1A1 ] = 0, as claimed. 

To see that K ~(F, ~) --> K ~(F) is an isomorphism 
o 0 

we must show that if 

--> B ) -> 0) E Ex(co(F» 
o 

then [al] [a2] + [a ] in K ~(F, ~). As above, since A and 
o 0 
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B split we can identify Al = A2 ~ A and BI 
o 

obtain a matrix representation 

Then again we have eX} = (0:2 @- 0: ) E: and we seek to show that 
o 

[s} = 0 in Ko~(F, ~). But [sI = d [F(A2 f) Ao)' E:](C~, @-)' 

and since ~~ is semi-simple - we proved this above-- it 

follows as in the last paragraph that [F(AI~ Ao)' E:](~~,~) 

= ° in KI (~~ , ~) . 

Similarly, the semi-simplicity of g' implies that 

K. (C~,~) --> K. (C~) is an isomorphism (i = 0, 1) so we 
~ = ~ = 

have proved that all verticals in diagram (1) are isomor­
phisms. Since the top row is exact by (VII, 5.3), so also is 
the bottom. This completes the proof of part (a). 

(b) We assume now only that C~ is semi-simple. Then, 
by virtue of part (a), the diagram ~2) takes the form 



,...... , 
UII , '--' 

O-UII- 0 
'--' ::.:: 

o 
::.:: 

,...... 
UII 

oS '--' 
Z-UII-o 

f 

'--' ::.:: 
o 

::.:: 

o 
::.:: 

,...... , 

r r 
,...... 
UII 

.-. ~ '--' 
Z-UII-.-. 

'--' ::.:: 
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We view the rows as complexes and write H(X) for the homo­
logy at X of the row in which X occurs. Then the long homo­
logy sequence, and the exactness of the middle row in its 
three middle positions shows that H(K (C)) = 0 and that 

o = 
there is an exact sequence 

N3 -> N4 -> H(K '(F)) 
o 

--> o. 

Therefore (b) will be proved if we show that N3 ---> N4 is 

surjective. Suppose <A>C = [Ad(~,~) - [Ao](S'~)-

[A2](C ~) is one of the generators of N4, where A (0 ---> 
-' 

A2 ---> Al ---> Ao --> 0) e: Ex(~). Let B = (0 --> A2 -> 

A2 ~ Al --> A --> 0) be the split sequence. Since F is 
o 

exact and C' is semi-simple, FA splits, so there is an iso-
= 

morphism of the form 

a = (lFA ' aI' lFA ): FA ---> FB. 
2 0 

Then (A, a, B) e: Ex(co(F)), so it determines an element <A, 

a, B> e: N3 such that d <A, a, B> = <A> - <B> • Since B is 
C C 

split <B> = 0, so this concludes the proof. = 
C 
= 

The assumptions of semi-simplicity in the above 
theorem are quite restrictive. In the following sections we 
shall give "reduction criteria" for computing Ki(S) from a 

subcategory C C C. In practice we can often find such a C 
=0 = =0 

which is semi-simple. 

§3. REDUCTION BY "DEVISSAGE" 

Let C C C be admissible subcategories of an abelian 
=0 = 

category. The inclusion is exact so it induces homomorphisms 

K. (C ) -> K. (C) 
1 =0 1 = 

(i = 0, 1). 

In this and the following sections we shall give criteria 
for these to be isomorphisms. The criterion here is, 
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roughly, that every object of g have a "nice composition 
series" with factors in C • More precisely: 

=0 

401 

(3.1) DEFINITIONS. A C -filtration of an object A in 
=0 

~_ is a finite filtration of the form 0 = A C Ale. •• C A = A 
o n 

such that each A./A. 1 E C , (1 _< i _< n). We say that it is 
~ ~- =0 

stable under a E AutC(A) if aAi = Ai (0 2 i 2 n), and we 

call the filtration characteristic if it is stable under all 
such a. We call a E Autg(A) ~o-unipotent if there is a ~o-

filtration as above such that (lA - a)Ai C Ai _1 (1 2 i 2 n) . 

This means that the filtration is stable under a and that a 
induces the identity on each A./A. l' This clearly implies 

~ ~-

that a is unipotent, i.e. that 1A - a is nilpotent. 

(3.2) PROPOSITION. Let A be an object of ~ and let 

a E Autc(A). 

(0) .!i 0 = A C Ale. .. C A = A is a finite g_-filtra-
o n 

tion then each Ai E ~ and [A] = Z[Ai /Ai _1 ] (1 2 i 2 n) in 

K (C). 
o = 

(1) If a is ~-unipotent then a is unipotent. The 

converse is true if C is abelian. If a is ~-unipotent then 

[A, a] 

Proof. (0) We argue by induction on n, the case n = 1 
being trivial. If n > 1 the sequence 0 ---> A 1 ---> A ---> 

n-
An /An_1 ---> 0 shows that An_1 E ~ (condition (d) of (1.1)). 

Therefore, using the induction hypothesis, we have [A] = 

[An_1 ] + [An /An_1 ] = Z[Ai /Ai _1 ] (1 2 i 2 n). 

(1) The first implication was noted above. Converse­
n 

1y, suppose f = 1A - a is nilpotent, say f = O. Let A. 
n-i ~ 

Im(f ), O 2 i 2 n. This is a C-fi1tration if C is 

abelian, and it then exhibits a as a ~-unipotent automor­

phism. 
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If a is ~-unipotent choose a ~-filtration as above so 

that (a - 1A)Ai C An_1 (1 ~ i ~ n). Then a induces lB. on 
1 

B. = A./A. I' and it follows from part (0) (applied to Lf_) 
1 1 1-

that [A, a) = L{Bi , lB.] (1 ~ i ~ n). so [A, aJ = O. 
1 

(3.3) THEOREM .• Let ~o C ~ be admissible subcategories 

of an abelian category and assume that £0 is abelian. 

jo 
----> Ko(~) is an isomorphism. 

(1) If every A E £ has a characteristic ~o-filtration 

then Kl£o -21> Kl£ is an isomorphism. 

Proof. (0) Since C is abelian it follows that a 
=0 

refinement of a C -filtration is again one. According to the 
=0 

Zassenhaus lemma (I, 4.2) any two finite filtrations have 
refinements such that the successive factors of the first 
refinement are, up to a permutation of the order of their 
occurrence, isomorphic to those of the second. This shows 
that if 0 = A C A1C ••• C A = A is any C -filtration of A E 

o n =0 

£, then J(A) = L[Ai/Ai_l]C (1 ~ i ~ n) is well defined. For, 
o 

by virtue of the above remarks, we need only see that J(A) 
is unaltered if we replace the given filtration by a refine­
ment. This amounts to introducing a filtration of each A.I 

1 

A. l' so what we desire follows from part (0) of (3.2) above 
1-

(applied in C ). 
=0 

If (0 ---> A~ --> A --> A" ---'> 0) £ Ex(~) we can 

make a C -filtration for A by starting at the bottom with 
=0 

one for A~, and then continuing with the inverse image of 

one for A". With such a choice we see clearly that J(A) = 
J(A~) + J(A"). It follows now that J induces a homomorphism 

J : K (C) ---> K (C ), and (3.2) (0) implies that j 0 J is 
o 0 = 0 =0 0 0 

the identity. If A £ £0 then the trivial £o-filtration shows 
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that J o 0 jo[A]C = tAlc • 
=0 =0 

(1) The hypothesis of (1) implies, evidently, that 
every (A, a) E EC has a EC -filtration. In the diagram = =0 

it follows from part (0) that there is an inverse I to i, 
defined as above, using IC -filtrations. If we show that 

=0 

4D3 

p '0 I is multiplicative, Le. that poI [A, as] = p 0 
o 0 Eg 0 

I([A, a l C + [A., S]EC) for a. ,BE AutC(A) , then it wIll 

follow that there i~ an induced J 1: Kl (£) --> Kl (~o) which 

will clearly be the re'quired inverse to j 1 • 

Let 0 = A CAlC •.• CA = A be a characteristic C -
o n =0 

filtration of A above. Then it is stable under at and S. Say 
they induce a. and 8., respectively, on B. = A./A. 1 (1 < i 

1. 1. 1. 1 1- -

< n). Then from (3.2) (0) applied in K (EC), and axiom Kl in 
- 0 = 
Kl (~o), we have 

P (I [A, as]) 
o P (E{B., a.S.]"C) o 1 1. 1 Lo 

=0 

LIB., at.S.lC 
111 

= E([B .• c:t.]C 
1 1. 

=0 =0 

This completes the proof of Theorem (3.3). 

(3.4) THEOREM. Let ~ be an abelian category in which 

every object has finite length, and let A be the full sub-
- - =0 

category of semi-simple objects of ~. Then 
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(a) The inclusion A C A induces isomorphisms K.A 
~o - 1=0 

---> K.A (i = 0, 1). 
1= 

(b) If {So I j € J} is a set of representatives of 
- J -

the isomorphism classes of simple objects in ~o then Ko~o is 

a free abelian group with basis {[S.] I j € J}. 
J 

(c) Let D. = EndA(S.). Then D. is a division ring, 
-J _J --J -

and KIA is the direct sum, 
--- =0 

. Il J (D . * /[ D . *, D. * ]) , 
J € J J J 

of the commutator factor groups of the multiplicative groups 

D.* . 
J 

Remark. If we write K.(R) = K.(P(R» for a ring R, a 
11= 

notation to be introduced in Chapter IX, then parts (b) and 
(c) above can be written, more suggestively, as 

K. (A ) " 
1 =0 

(i = 0, 1). 

(See (IV, §l) or (V, §2». 

Proof. If A € A write seA) for the· largest semi-simp~ 
subobject of A. The chain condition on A plus the fact (cf. 
(III, 1.1» that a finite sum of simple objects is semi­
simple, shows the existence of seA). Moreover it is evident­
ly a fully invariant subobject, and ~O if A ~ 0 (look at the 
bottom of a Jordan-Holder series). By induction on n, now, 
we define A C A by A = 0 and A +l/A = s(A/A ). The non n n 
remarks above make it clear that A 

n 
A for some n (depend-

ing on A) and that f(A ) c B for any f: A ---> B in A. In 
n n = 

particular, every object of ~ has a characteristic ~o-

filtration, so part (a) of the theorem follows from Theorem 
(3.3). 

Since A is semi-simple and each object A has finite 
=0 n. 

length, it follows (cf • (III , § 1» that A " llSj J with , 
almost all n. = 0, and EndA (A) =II~ (D.) • Hence AutA (A) 

J =0 j J =0 
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= ITGLn (D.). If we abelianize these groups and pass to the 
• J 

limit,J as in (VII, §2), by enlarging A, then we find that 

K1(A) = ~ GL(D.)/[GL(D.), GL(D.)] 
=0 J J J J 

I! K 1 (D .) • 
J J 

According to Dieudonne's Theorem (V, 9.5) the natural map 

D.* /[D.*, D.*] --> Kl (D.) is an isomorphism. (If d ED. 
J J J J J 

the image of d corresponds to [S., d] E Kl(A ». q.e.d. 
J =0 

(3.5) COROLLARY. Let A be a commutative ring and let 

A be the category of A-modules of finite length. Then 

K. (A) 
1 = U K. (A/m) 

~ E max (A) 1 -
(i = 0, 1). 

The notational convention here is that K.(B) 
1 

K.(P(B» for a ring B. 
1 = 

§4. REDUCTION BY RESOLUTION 

Let So C C be admissible subcategories of an abelian 

category ~. The aim of this section is to show that if 

objects in S have "nice" resolutions by objects in So then 

K.(C ) --> K.(C) (i = 0, 1) are isomorphisms. 
1 =0 1 = 

Let 0 --> A --> 
n 

--> 

exact sequence in A such that A. £ 
1 

d Al --> A --> 0 be an 
o 

C for 0 < i < n. Then A 
n 

£ S also. For n = 1 this is trivial and for n = 2 it is 

condition (d) in the definition (1.1) of admissible subcate­
gory. The general case follows by applying induction to 

0--> A --> ... --> A2 --> ker d --> O. n 

If C = (C ) is a finite graded object (i. e. C n n £ Z n 
0 for almost all n) in C we shall write 
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C n 
x(C) = x=(C) = E(-l) [C] E K (C). 

n 0 = 

(4.1) PROPOSITION ("Euler Characteristics"). 

(a) If 0 --> C~ --> C --> C" --> 0 is an exact 

sequence of finite graded objects in ~ then x(C) = x(C~) + 
x(C"). 

(b) If C is a finite complex in ~ such that H(C) is 

also in ~ then x(C) = X(H(C)). 

(c) .!!. 0 --> C~ --> C --> C" --> 0 is an exact 

sequence of complexes each of whose homologies is finite and 

in ~ then X(H(C)) = X(H(C~)) + X(H(C")). 

(d) Let f: C~ --> C be a morphism of finite complex­

es in ~, with mapping cone MC(f). Then MC(f) is a finite 

complex in ~ and X(MC(f)) = X(C) - X(C~). If H(f) is an 

isomorphism then X(C~) = X(C). 

Proof.(a) is trivial. 

(b) Consider the exact sequences 

o --> Zn --> Cn --> Bn_l --> 0 

and 

o --> B --> Z ---> H ---> O. 
n n n 

Suppose Bn_l E ~. Then Zn E ~ also, thanks to the first 

sequence. We have assumed H E C so the second sequence 
n 

implies further that B E C. Now we can continue the same 
n 

reasoning. Since B 1 = 0 for all sufficiently small n we 
n-

can start with such an n and the argument above shows that 
B • C • Z ,H E C for all n. Applying (a) to the exact 

n n n n = 
sequences above we find that X(C) = X(Z) - X(B) and X(Z) = 

X(H) + X(B). Hence X(C) = X(H), thus proving (b). 
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(c) Let L denote the long homology sequence of 0 --> 

C~ --> C ---> Cit --> 0, graded, say, so that L = H (Cit). 
o 0 

Then L is a finite acyclic complex in S so part (b) implies 

X(L) X(H(L» = O. Since, clearly, X(L) = X(H(C It » - X(H(C» 

+ X(H(C~», this proves (c). 

(d) Since MC(f)n+l = Cn+l ~ Cn~ we see that MC(f) is 

a finite complex in sand X(MC(f» = X(C) - X(C~). If H(f) 

'is an isomorphism then, according to (I, 5.4), MC(f) is 
acyclic. Hence part (b) implies X(MC(f» = 0, and we con­
clude from that X(C) = X(C~). 

(4.2) THEOREM (Grothendieck). Let C C C be admiss-
-- =0 = 

ible subcategories of an abelian category such that every 

object of ~ has a finite So-resolution. Then the inclusion 

induces an isomorphism Ko(~o) --> Ko(S)' 

We begin the proof with a lemma. 

(4.3) LEMMA. Given a morphism f: 

a finite C -resolution C ~> A, we can 

A~ --> A in ~, and 

find a finite C -
=0 

resolution C~ ~> A~ and a morphism F: C~ --> C 
=0 

covering 

f. 

(E, -f) 
Proof. Let B = Ker(C ~ A~ > A) be the fibre 

o 
product of C __ E_> A <_f_ A', and choose an epimorphism 

o 
c ~ ---:> B 

o 
diagram 

with C ~ € C • Define E~ and F to make the 
o =0 0 

commutative. Since E is surjective it follows that E' is 
also. Suppose now that we have constructed a commutative 
diagram 
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d 
n c ---> 

n 

C~ 

n-l 

d~ 

n-l 
> .. --> C ~ 

o 

F 
o 

Cn_ l -d----'> .. --> Co 
n-l 

E 
--> A~ --> 0 

f 

--> A --> ° 
with exact rows and with each C. ~ €. C . Then, as we observed 

1. =0 

at the beginning of this section, Z 1 and Z~ 1 (= Ker(d~ 1)) 
n- n- n-

are in g. Therefore we can apply the construction above to 
find a commutative diagram 

C ~ 

n 

lid ~" 

n --=--;> Z ~ 1 --> 0 
n-

F "F " 
n n-l 

C "d" > Z --> 0 n n-l 
n 

with exact rows. Eventually we reach a point where C = 0, 
n 

at which time we complete C~ with a finite C -resoltuion of 
=0 

Z~ l' q.e.d. 
n-

Proof of Theorem (4.2). Suppose C --> A and C~ --> 

A are two finite ~o-resolutions of A € ~. Apply the lemma 

to the resolution C ~ C~ --> A ~ A and the diagonal map A 

--> A ~ A. The result is a finite C -resolution CIt --> A 
=0 

and morphisms CIt --> C and CIt --> C~ both covering lAo In 

other words we have lA as induced homology map A = H(C") 

--> H(C) = A, and similarly for CIt --> C~. Therefore (4.1) 

(d) implies that X~o(C) = x~o(C") = X~o(C~). This shows that 

A ~> x~o(C), where C --> A is a finite C -resolution, is 
=0 

a well defined map, r: obC --> K (C ). 
= 0 =0 

Let 0 --> A~ -L> A -L> A" --> 0 be an exact 
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sequence in C. Let C ---> A be a finite C -resolution, and = =0 
use the lemma to fill in a commutative diagram 

where C' ---> A' is a finite C -resolution. Consider the 
=0 

homology sequence (I, 5.4), 

H (C') -> H (C) 
o 0 

---> H (MC(I» -> •• 
o 

Since C and C' are resolutions we have H (C) = ° = H (C') 
n n 

for n ~ 0, and (H (C') ---> H (C» = (A' -1-> A), a monomor-
o 0 

phism with cokernel A". Since MC(I) is a finite positive 
complex in C the homology sequence shows that MC(I) is a =0 
finite C -resolution of Coker (i) = A". Therefore 

=0 

rAil «4.1) (d» 

rA-rA'. 

It follows that r induces a homomorphism r: K (C) ---> 
o = 

K (C ). If A £ C then the complex with only A in degree 
o =0 =0 

zero is a finite C -resolution, so 
=0 

other hand, if A £ S and if C is a 

then the finite acyclic complex 

r[Al C = [AlC • On the 

finite C -r~~olution, 
=0 

C --> •.. --> C --> 
nCo 

A -> ° ... shows, using (4.1) (b), that x=(C) = [AlC' 

Since r[Al C = x~o(C), the map Ko(So) ---> Ko(~) sends=r[Al~ 
C = 

to X=(C) = [A]g' This shows that r is an inverse for K (C ) 
o =0 

--> K (C) and-hence proves the theorem. 
o = 

(4.4) THEOREM. Let P C C C C be admissible subcate---- = =0 
gories of an abelian category, let F be an exact admissible 

functor on _C_, and let F be its restriction to C • Assume, 
o =0 
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for each A E S, that~ 

there 

and S 

(1) If a, S E AutC(A, F) (so Fa = lFA = FS) then 

is an epimorphism C ---> A with C E P such that a 
CJ -- D 

lift to automorphisms in AutC (C • F ); and 
- . 0 0 

=0 

(2) If C ---> A is a P-resolution then Z (C) E C 
-- = n =0 

for some n > 0. 

Then the inclusion C C C induces an isomorphism Kl(C , F ) 
=0 =0 0 

Proof. Suppose (A, a) E Ker LF. Recall that Ker LF is 
the full subcategory of LS consisting of objects (A, a) such 

that Fa = lFA. According to (1) ahove we .can find an exact 

sequence in L6, 

0--> (Z, S) ---> (C, y) ---> (A, a) ---> 0, 
000 

with C E P and Fy = 
o 0 

lFC ' i.e. with 
o 

Since C is admissible Z 
o 

E C. Since F is exa.ct and Fy 
o 

lFC ' we have FS = Fyo I FZo 
o 

= lFZ . Ther~fore (Zo' S) E 

o 
Ker LF. Hence we can iterate this construction and produce 

a Ker(LF )-r.esolution, (C, y) --> (A, a), withC ---> Aa 
o 

~-resoluti{)n. It need not be finite, but condition (2) above 
Implies that we can truncate it at some stage, if necessary, 
to replace it by a finite one. The full strength of (1) 
implies that if we are given a, a~ E Aut~(A, F) then we can, 

by the above procedure, find iini te Ker (fF ) -resolutions 
o 

(C, y) ---> (A, a) and (C. y~) --> (A, a~) using the same 
complex C in each case. 

If (C, y) ---> (A, a) is a resolution as above set 

rCA, a) = X(C, y) = L(-l)n [C , y ] E K1(C , F ). It follows 
n n =0 0 

from the proof of theorem (4.2) that r is additive over 

exact sequences. If (C. y~) --'> (A, Gt') is a resolution of 

(A, a~) as above then (C, yy~) ---> (A, aa~) is a finite 
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Ker ~F -resolution. clearly, so rCA, a~~) = X(C, yy~) = 
o 

411 

l:(_l)n [c , y y '] = l:(_l)n ([C. y 1 + [C , y ~]) = rCA, a) 
n nn n n n n 

+ rCA, a'). Hence r induces a homomorphism KI(£, F) --> KI 

(£0' Fo)' Just as in the proof of Theorem 4.2 we see that 

this gives the required inverse for KI(£o' Fo) ---> Kl(£. F). 

q.e.d. 

We shall now indicate certain circumstances in which 
the hypothesis (1) of Theorem (4.4) can be achieved. 

(4.5) PROPOSITION. Let ~ be an abelian category. 

(a) Let F be an additive functor on A and let f: P 

---> A be an epimorphism in ~ such that every h E End~(A) 

for which Fh = 0 lifts to an h~ E EndA(p) such that Fh~ = O. 

(This is automatic. for example, if P-is projective and F 

0). Let (f, 0): Q = P ~ P --> A. Then every a E AutA(A) 

such that Fa = lFA lifts to an a~ E AutA(Q) such that Fa~ 

lFQ' 

(b) Let f 1 : PI --> Al and f 2 : P2 ---'> A2 be epimor­

phisms in ~ with Q = PI ~ P2 projective. Let (fl, 0): Q ---> 

Al and (0, f 2): Q --> A2• Then any isomorphism a: Al ~ 

A2 lifts to an isomorphism a~: Q --> Q. 

Proof. (a) In Aut A (A $ A) = GL2 (End A (A» we have the 

following formulas: = = 

(1) (a 0 )=(10)( 1 0\(1 I-a) 
o a-Ill a-I-l LI 0 1 

(
1 0)(1 1-a- I

); 

-1 1 0 1 

and 
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Since Fa = 1FA we can, by hypothesis, lift 1 - a and 1 - a-I 

to endomorphisms of P killed by F. Therefore, under f $ f: 

Q --> A $ A we can lift a {I) a-I to an automorphism a 

represented in GL, (End~ (£)) in the form C :) c, :) 
, h2) (1 0) (1 -hI 1) , where Fhl = 0 Fh2 . Evidently then 
o 1 -1 1 0 

Fa~ = lFQ' Under the composite, Q 
f {I) f 

> A $ A 
(1, 0) 

> 

A, a lifts first to a $ a-I, clearly, and from there to a~, 
as required. 

(b) Using the same device as above it suffices to 
find an isomorphism a~ making the diagram 

PI $ P 2 
a 

> PI $ P2 

fl $ f2 

(: -) fl $ f2 
-a 

0 
Al $ A2 > Al $ A2 

(1, 0) (0, 1) 

Al 
a 

A2 > 

commute, since the bottom rectangle certainly commutes. 
Using the isomorphism a $ lA2 Al $ A2 --> A2 $ A2 the top 

half of the diagram is seen to be isomorphic to 
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Since the p. are projective we can lift lA2 to homomorphisms 
1 

hl and h2 each making 

hl 
P l < 

> P2 
h2 

af l f2 

Al 
1 

> A2 

commute. Then, using formula (2), above we can lift 

that we can lift C 
completes the proof 

:J Gpl -::)(::1 :) Thi' ,h=, 

-oa- l
) also to an isomorphism and hence 

of (b). 

(4.6) THEOREM. Let C C C be admissible subcategories 
-- =0 = 

of an abelian category. Assume, for each A € ~, that: 

(1) There is an epimorphism f: P --> A with P a 
- - 0 -- 0 

projective object in ~o; and 

(2) If P --> A is a resolution of A by projective 

objects in ~o then Zn(P) € So for some n > O. 

Then the inclusion ~o C ~ induces isomorphisms, Ki (So) 

->K.(C) (i=O, 1). 
1 = 

More generally, let F be an admissible functor on C 

with restriction Fo to ~o' Suppose in (1) above that f can 

be chosen so that any h € Endg(A) such that Fh = 0 lifts to 

an h~ € End~(~) such that Fh~-= O. Then 

Kl(~o' Fo) ---> Kl(~' F) 

is likewise an isomorphism. 

Proof. Conditions (1) and (2) clearly imply that 
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every A E C has a finite C -resolution, so Theorem (4.2) 
= =0 

implies Ko(So) ---> Ko(S) is an isomorphism. To prove that 

KI(So' Fo) ---> KI(S, F) is an isomorphism we need only 

verify the hypotheses of Theorem (4.4), taking ~ there to be 

the full subcategory of projective objects in C . Then con-
=0 

ditions (2) of Theorem (4.4) and of the present theorem are 
identical. Condition (1) of Theorem (4.4) is an immediate 
consequence of our hypotheses above together with part (a) 
of Proposition (4.5). The isomorphism KI(So) ---> KI(S) 

corresponds to the case when F is the zero functor, in which 
case the extra hypothesis on lifting endomorphisms killed by 
F is automatic. q.e.d. 

We close with a similar result on the relative groups. 

(4.7) PROPOSITION. Let 

C 
F 

C~ > 

U U 

C Fo 
'> C ~ 

=0 =0 

be a commutative diagram of exact admissible functors be­

tween admissible subcategories of abelian categories. Assume 

that we have conditions (1) and (2) of Theorem (4.6) for C 
--- -- =0 

CS, and that F carries projective objects of So to projec-

tive objects of C ~. Then the inclusion co(F ) C co(F) 
- =0 0 

induces an isomorphism 

K ~ (F ) 
o 0 

--~> K ~(F). 
o 

Proof. Suppose (AI' al. A2 ) E co(F). Choose epimor­

phisms f.: p. --> A. with P projective and in C (i = 1, 
1 1 1 i =0 

2). Set Q = PJ {& P2 and (fl. 0): Q ---> AI> (0, f 2 ): Q --> 

A2' Since F is exact and preserves projectives it follows 
that FP i is projective and Ffi is surjective (i = 1, 2). Now 

it follows from part (b) of Proposition (4.5) that there is 
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an isomorphism al~ making 

al 
FQ --=--> FQ 

F('I. 0) I jF(O. ',) 

FA I---> FA2 
al 

commute. Therefore we have constructed an epimorphism (Q, 

al~' Q) ---> (AI' aI, A2) with Q projective and in ~o. Do 

this again for the kernel, etc., and we obtain a resolution 

(C, YI, C) ---> (AI, aI, A2) where C is a complex of projec­

tive objects in C • Condition (2) of Theorem (4.6) permits 
=0 

us to truncate this, if necessary, to obtain a finite co(F ) 
o 

-resolution of (AI, aI, A2). Suppose we are also given (A2, 

a2, A3) £ co(F), and let f3: P3 ---> A3 be an epimorphism. 

Then in the construction above replace Q by Q~ = Q ~ P 3 and 

define Q~ ---> A. (i = 1, 2, 3) by (fl' 0, 0), (0, f2' 0), 
1 

and (0, 0, f 2). We can lift al to al" = al ~ ~ 1 . Simi1ar­
~P3 

1y we can lift a2 to an automorphism a2 ~ of F (P 2 ~ P3), and 

we lift it to a2" = ~ ~ a2 ~ on Q ~. Then we have epimor-
I 

phisms (Q~, al", Q~) ---> (AI' aI, A2) and (Q~, a2", Q~) 

---> (A2 , a2, A3)' If we similarly modify the procedure 

above we can finally produce resolutions (C, YI, C) ---> 

(AI' aI' A2) and (C, Y2, C) ---> (A2 , a2, A3). By truncating 

each one at the same point we can assume further that they 
are finite co(F )-reso1utions. Then (C, Y2YI, C) will be a 

o 
finite co(F )-resolution of (AI' a2al, A2). 

o 

To prove that K ~(F ) ---> K ~(F) is an isomorphism 
o 0 0 co(F ) 

we construct an inverse by setting r(A I , aI, A2) ~ X 0 

(C, YI, C) £ K ~(F ), where (C, YI, C) is a finite co(F )-
o 0 0 

resolution. The proof of Theorem (4.2) shows that r is 
additive over exact sequences. Given (A2 , a2, A3) we 
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construct the resolutions compatibly, as above, and then we 

have reAl, a2al' A3) = X(C, Y2Yl, C) = X(C, Yl, C) + X(C, Y2, 

C) = reAl, al, A2) + r(A2 , a2, A3)' Therefore r does indeed 

induce a homomorphism on K ~(F) (see (VII, 5.1)) and it is 
easily seen to be the requ~red inverse (cf. proof of Theorem 
(4.2)). 

§5. THE EXACT SEQUENCE OF A LOCALIZING FUNCTOR 

Let S: A ---> B be an exact functor between abelian 

categories, and let 

S = "Ker SIt 

be the full subcategory of objects A E A such that SA O. 
Since S is exact it is evident that: 

(* ) If 0 --> A~ --> A --> A" ---> 0 is exact in A 

then A E: ~ <=> A~, A" E:~. 

In general we shall call a full subcategory ~ C ~ a 
Serre subcategory if it satisfies (*). The above method-for 
producing them (as "kernels" of exact functors) is in fact 
only one: 

(5.1) THEOREM. Let ~ be a Serre subcategory of an 

abelain category ~. Then there is an abelian category ~/~ 

and an exact "quotient" functor "5"": ~ ---> ~/g such that g 
"Ker "5""", and solving the following universal problem: Given 

an exact functor T: ~ ---> ~ such that TA = 0 for all A E: ~, 

there is a unique functor U: ~/~ ---> B such that T = U 0 

S. Moreover U is exact. 

We shall not prove this theorem here, referring the 
reader instead to Gabriel [1, Chapter III]. Our intention is 
to quote a number of properties of the quotient functor S of 
the theorem - in fact enough to indicate how A/S is con­
structed - and then to use these properties t~ prove a 
theorem of Heller [1] asserting that 
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K ~ (5) '" K (S). 
o 0 = 

This is a very useful fact. and it permits us easily to com­
pute K ~(S) in many cases of interest. 

o 

Since the reader is to be burdened with several 
unproved propositions we shall mention two basic examples of 
the situation in Theorem (5.1) which he can bear in mind. 
The propositions below can be checked directly in these 
examples. The examples also explain how the quotient con­
struction is related to localization. 

(5.2) EXAMPLE. Let S be a multiplicative set in the 
commutative ring R, let A be an R-algebra, and let ~ Cmod-A 
be the Serre subcategory of modules M such that, given x £ 

M, xs = 0 for some s £ S. Let K: mod-A --> (mod-A)/~ be the 

quotient functor. Since the localizing functor, 8-1 : mod-A 

--> mod-(S-lA), kills ~, there is a functor U: (mod-A)/~ 

--> mod-(S-lA) such that S-l = U 0 S. Now the point is that 
U is an equivalence, so that, up to equivalence, the locali-

zation functor S-l is a quotient functor. 

(5.3) EXAMPLE. Let A be a sheaf of rings on a topo­
logical space X, and let mod-A denote the category of 
sheaves of A-modules. Let U be an open set, with complement 
F, and let K: mod-A --> mod-(AIU) be the restriction 
functor. Then, just as in the example above, ~ is equivalent 
to a quotient functor whose "kernel" has as objects the 
sheaves with support in F. 

For the rest of this section now we fix a quotient 

functor 

S: ~ ---> ~' = ~/~. 

We write I for the set of morphisms f in A such that ~f is 

an isomorphism. If A, B £ ~, and if f: SA --> ~ is a mor­

phism in ~~, we shall say that the diagram A <~ A~ __ f_> 

B' <~ B in ~ is a representation of f, or represents f, if 

a, b £ I and if f = (Sb)-l (8f) (8a)-1. The two basic facts 

about S, other than those in Theorem (5.1), are: 
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(1) S is bijective on objects. 

(2) Every morphism in A' has a representation. 

We shall now derive some further properties. 

(3) Let A <~ A~ __ f_> B' <~ B represent f. Then we 

can form the commutative diagram 

where the top rectangle is cocartesian and the bottom is 
cartesian. Since a, b £ I it follows easily that a~, b~ £ I. 

For example, since S is exact it preserves cartesian and co­
cartesian squares, so this follows from the fact that a 
pullback or pushout of an isomorphism is again one. Conse­
quently we have produced new representations, 

A=A fA > B" <' b ~b 

and 

A < 
aa~ fB 

A" ---> B B, 

of f. 

(4) Suppose SA __ ~f ___ > SB __ 2g __ ~> SC are two mor-

ph isms in ~~ with representations A < a A~ f > B~ 

< b Band B < bl Bl g > C~ < ___ c~_C, respective-

ly. Then we construct the diagram 
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A <~ A~ f > B~ 

I a' 1 
A" --::fB--': 1 , f~' 

---~> c~ <_c_ C 
g 

as in (3) and it is seen that A <---",a;::a __ A" 

C represents gf. 
a. fl. b. 

(5) If A < __ 1 __ A ~ > B ~ < ___ 1 __ B (i = 0, 1) 

are two representations 
diagram 

i i 
of f then there is a commutative 

f 
o 

:OBO~ 
_f_> B~ < /B 

Sl/b1 

-------;> B1 ~ 
f1 

whose middle row also represents f. Note that then ai' Si E 

I (i = 0, 1). 

To see this we first make the A's the corners of a 
cartesian square and the B's the corners of a cocartesian 

square. Setting f1~ = S.f.a. (i = 0, 1) we see that Sf ~ = 
1 1 1 0 

Sf1~' so Im(f1~ - f ~) E S. Therefore if we replace B~ by 
o 

Coker (f1~ - f ~) we can correspondingly collapse the diagram 
o 

on the right so that the whole diagram now commutes, with f 

induced by f ~ (and f1~)' 
o 

(6) Let A <_;:c:.a __ A~ _--::cf,---» B ~ < __ b::....-_ B represent f. 



Then we can construct the commutative diagram 

A~ 
f 

B~ > 

~I+ natural projections ~ 
-"" al t fl f'.) 

I-' A < A~/Ker(a) > B~/f(ker(a» < 'B 

~ -+- inclusions ~/. 
C1(Im(bl» 

f2 
> Im(b 1) 
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starting at the top left, and proceeding to the right and 
down. The bottom then exhibits a new representation of f 
for which a2 is a monomorphism and b 2 is an epimorphism. 

(7) Let 

-----;:> "S"B 1 

Sa 
o 

---::> SB 
SS 

o 
o 

be a commutative diagram in A~. Then there is a commutative 
diagram as follows in ~: 

----':> Bl 

a 
o 

:> B
1
:: 

SO 
--=--:> B 

o 

Here the verticals represent Y2, Yl. and Y , respectively, 
o 

the a's are monomorphisms, and the b's are epimorphisms. In 

particular, if aoYl and SoSl are zero then so also are 

a ~al~ and S ~Sl~' 
o 0 

To construct such a diagram we start with vertical 
representations of the y's so that the a's are monomorphisms 
and the b's are epimorphisms, using (6) above. In order to 
complete the construction we shall replace the initial 
choices of the A~' sand B ~'s by "smaller" ones. For an A. ~ 

l 

this means a smaller subobject of A. such that the inclusion 
l 

into A. is still in I. For the B ~ this means a smaller 
l i 
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quotient of Bi such that the projection from Bi is still in 

1. 

Step 1. Make AI~ and BI~ smaller so that ao~ and 81~ 

exist making the upper right and lower left rectangles, res­
pectively, commute. 

Step 2. Make A2~ and B ~ smaller so that a ~ and 8 ~ 
- 0 0 0 

exist, making the upper left and lower right rectangles 
comm4te. 

Step 3. Make B ~ still smaller so that the middle 
right rectangle commuges. 

Step 4. Make BI~ smaller so that the middle left 
rectangle commutes. 

It is easily seen that all of the above reductions 
are possible, and that each step leaves intact the condi­
tions achieved by the previous ones. 

f 
(8) If A = (0 -> A2 -> Al -> A -> 0) E 

o 
Ex(~~), i.e. A is a short exact sequence in ~~, then there 

is an A E Ex(~) and an isomorphism SA ~ A. 

For since S is exact it suffices to lift f to an 

epimorphism f: Al ---> Ao in~. Say A. = SB .• Using (3) we 
l l b 

f b d · B f~ ~ 0 can represent y a lagram BI = I ----~ B <---- B . We 
o 0 

now choose Al = Bl and Ao = Im(f~) ---> Bo~ is the inclusion 

2L> SA ) -> (SB I -> SB) 
o 0 

-1 -
then (l-SB ' (Sb) (S.)): (SAl 

I 0 l 
is the required isomorphism. 

(5.4) THEOREM (Heller). Let S: A ---> A~ = A/S be a 
= = ==---

quotient functor. Let ~ be an admissible subcategory of ~ 

such that A E ~, C E ~, and SA ~ SC implies A E ~. Let ~~ be 

the full subcategory of ~~ with objects SA (A E ~), and let 

S: ~ ---> ~~ be the functor induced by S. Then the functor 

F: ~ ---> co(S), defined by FA = (O~ 0, A), induces an 
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isomorphism 

~: K (S) 
o = 

---:> K ~(S). 
o 

Remark. Condition (d) in the definition (1.1) of 
admissible subcategory is not necessary here, and it will not 
be used in the proof. 

Proof. First note that F is exact so that the homomor-
phism ~ exists. 

Suppose (A, B) co(S). Let A <~A~ 
f 

B~ a, E --> 
b 

The hypothesis on C implies that A~ B~ <-- B represent a. , 
E ~. Therefore the equation a = (Sb)-l(Sf)(Sa)-l shows that 

[A, a, B] = [A~, Sf, B~] - [A~, Sa, A] - [B, Sb, B~] in K ~ 
o 

(S). Moreover, we can filter (A~, Sf, B~) in co(S) as 
follows: 

(Ker f, 0, 0) c (A~, f, Im(f)) C (A~, f, B~), 

where f: SA~ --> S Im(f) = Im(Sf) is induced by Sf. Since 
the successive quotients are in co(S) we find that 

[A~, Sf, B~] = [Ker f, 0, 0] + [Coim f, Sg, 1m f] + 
[0, 0, Coker f]. 

Here g is the isomorphism induced by f, so we have an iso­

morphism (g, 1): (Coim f, Sg, 1m f) ---> (1m f, 1, 1m f). It 

follows that [Coim f, Sg, 1m f] = 0. Next observe that if C 

E S then (C, 0, 0) ~ (0, 0, C) = (C, 0, C) = (C, l SC ' C), 

and hence [C, 0, 0] = - [0, 0, C]. We conclude therefore that 

[A~, Sf, B~] = [0, 0, Coker f] - [0, 0, Ker f] = ~([Coker f] 

- [Ker f]). Similar conclusions apply to (A~, Sa, A) and (B, 

Sb, B~). 

If f is any morphism in I write 

X(f) = [Coker f] - [Ker f] E K (S). 
o = 

The discussion above shows, in summary, that if (A, a, B) E 
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() d fA a ~ f ~ b h co S ,an i <--- A ---~ B <--- B represents a, t en 

[A, a, B] = ¢(X(f) - x(a) - x(b». 

This suggests that we define 

1/1: ob co(S) -> K (S) 
o = 

by 1/I(A, a, B) = X(f) - x(a) - X(b). If we show that 1/1 is well 

defined and that it induces a homomorphism 1/1: K ~(S) ---> 
o 

K (S) then the equation above will imply that ¢o1/l = identity. 
o = 

In the other direction, if A E ~, then we can represent 0 E 
f -

~~(So, SA) by 0 = 0 -> A = A, so 1/I(¢[A]) = 1/1[0, 0, A] = 

[Coker f] - [Ker f] = [A]. Therefore the theorem will be 
proved once we show that: 

(i) 1/1 is well defined. 

(ii) If (A, a, B) , (B, 13, C) E co(S) then 

1/1 (A, Sa, C) = 1jJ(A, a, B) + 1jJ(B, 13, C) • 

(iii) If 0 ---> (A2 , Y2, B2) ---~ (AI, YI, BI) --~ 

(A , Yo' B ) ---~ 0 is an exact sequence in co(S) then 
0 0 

1/1 (A I, Y I, B I ) = 1jJ(A2' Y2' B2) + 1jJ(A , Yo' B ). 
0 0 

We begin by noting that if f, g E I and if gf is 

defined then X(gf) = X(g) + X(f). This follows from the 

exact sequence (1,4.7): 0 ---> Ker f ---> Ker gf ---> Ker g 

---> Coker f ---> Coker gf ---> Coker g ---> O. 
a· f. b i Proof of (i). If A < ___ l._ A ~ ___ l._~ B ~ <--- B (i = 0, 

i i 
1) are two representations of a, where (A, a, B) E co(S), 

then we construct a commutative diagram as in (5) above. 

Then X(f) - X(a) - X(b) = X(Sifiai) - x(aiai ) - x(Sibi) = 

x(fl.') - x(a.) - X(b.), (i 0,1). l. l. 

Proof of (ii). Using (3) above we can choose 
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representations A <~ A~ _f __ > B = B of a and B = B ~> 
C~ < __ c_ C of S, whereupon A < __ a_ A~ ~> C~ < ___ c_ C 

represents Sa. Hence ~(A, Sa, C) = X(gf) - x(a) - X(c) 

(X(f) - x(a)) + (X(g) - X(C)) ~(A, a, B) + ~(B, S, C). 

Proof of (iii). Starting from the given exact 
sequence in co(S) we construct a commutative diagram as in 
(7) above. We shall view its rows as complexes (zero except 
in degrees 0, 1, 2) and the verticals as morphisms of com-

1 A a A~ f B~ b B H f 1 A P exes: <---- ----? <----. ere, or examp e, 

( .•. A2 ---> Al ---> A ... ), a = ( .. , a2' al, a , .. ), etc. 
0 0 

We deduce several exact sequences of complexes: 

0 ----> A~ ___ a_> A --> Coker (a) --> 0 

0 ---> Ker(f) --> A~ --> Im(f) --> 0 

0 ---> Im(f) ---> B~ --> Coker(f) --> 0 

0 ---> Ker(b) ---> B ---> B~ ---> O. 

Since Sf, Sa, and Sb are isomorphisms, the kernels and 
cokerne1s of f, a, and b are complexes in ~. Moreover, since 
A and B are acyclic the complexes SA~ and SB~ are also, so 
HA~ and HB~ are graded objects in ~. 

If C = (C ) is a finite graded object in S we write 
n 

S 
X=(C) Z(_l)n [C 1 E K (S). With this notation the asser-

n 0 = 
tion of (iii) can be formulated: 

(** ) s S 
x=(Coker(f)) - x=(Ker(f)) 

S 
x=(Ker(b)) 

S - x=(Coker(a)). 

To prove this we first recall «4.1) (b)) that if C is a 

finite complex in S then X~(H(C)) = x~(C), and «4.1) (c)) 

that if 0 ---> C~ ---> C ---> C" ---> 0 is an exact sequence 
S 

of complexes whose homology is finite and in S then X=(HC) = 

S (~) S ( ") h f d h x= HC + x= HC . From t ese acts an t e exact sequences 
above we deduce: 
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o = X~(HA~) + x~(Coker(a» 

x~(HA~) x~(Ker(f» + x~(Im(f» 
S S x=(Im(f» + x=(Coker(f» 

o = x~(Ker(b» + X~(HB~). 

427 

Subtracting the second from the first we find that x~(Coker 
(f» - x~(Ker(f» = X~(HB~) - X~(HA~), and subtracting from 

the first and last equations gives ~*). This concludes the 
proof of Theorem (5.4). 

(5.5) COROLLARY. Keep the notation of Theorem (5.4). 

Then the functors ~c ~ __ S __ > ~~ induce an exact sequence 

K (S) _d_> K (C) --> K (C~) --> O. 
0= 0= 0= 

Moreover, there is a "connecting homomorphism" a: Kl(~~) 

---> Ko(~) defined as follows: If (SA, a) E L~~, and if 

A < __ a __ A~ __ f __ > B~ < __ b __ A represents a, then a[SA, a]g~ 

X(f) - x(a) - X(b). Here, for agE mor ~ such that Sg is 

an isomorphism, we write X(g) = [Coker g]S - [Ker g]S' The 

sequence 

(5.6) 
d 

-> K (C) 
o = 

---> K (C~) -> 0 
o = 

is exact, except possibly at Kl(~~)' if C~ is semi-simple, 

and it is exact if C is semi-simple. 

Proof. According to (8) above, given A~ E Ex(C~), i.e. 

a short exact sequence in g', there is an A E Ex(~) such 

that SA ~ A'. Automatically then A E Ex(S) , so Ex(S): Ex(S) 

---> Ex(S') is surjective on isomorphism classes of objects. 

Proposition (2.1) therefore gives us a sequence 
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--> 
d~ 

--> K (C) 
o = 

--> K (C~) --> 0, 
o = 

which is exact if we remove the two left terms. Moreover 
Theorem (2.2) gives the remaining exactness conclusions 
under the appropriate semi-simplicity hypotheses. Theorem 
(5.4) just proved gives us an isomorphism ¢: K (S) --> 

o = 
K ~(S) which permits us to substitute K (S) for K ~(S) in 

o 0 = 0 

the sequence above. If A E ~ then d~¢[AlS = d~[O, 0, AlS = 

- [Al C' so d = -d~¢ is induced by the inclusion g C C. 

Moreover the definition of ~(= ¢-l) in the proof of Theorem 

(5.4) provides the description given above for d = ¢-ld~. 
q.e.d. 

(5.7) COROLLARY. Suppose, in the setting of (5.5), 

that S~ is semi-simple, and assume either (a) or (b) below: 

(a) C is abelian and every object of A has a finite 

C-filtration. 

(b) Every object of ~ has a finite C-resolution. 

Then the functors SeA --> A~ induce an exact sequence 

Kl (~~) ~> Ko (g) ~> Ko (~) --> Ko (~~) --> 0. 

Proof. The commutative square 

~ 
S 

A~ > 

U U 

C 
S 

C~ > 

leads to a commutative diagram 

Kl (~~) _d_> K (S) 
d K (A) K (A~) --> ° --> --> 

o = o = 
o 1 II I h 

() 
Kl (~~) --> K (S) --> K (C) --> K (C ~) --> 0. 

o = o = o = 
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Corollary (5.5) gives the exactness of both rows, except 
possibly at K (S). Exactness there for the bottom row 

o = 

429 

follows from Theorem (2.2) (b) and the semi-simplicity of C~. 

Since da = 0 the exactness of the top row at K (S) will 
o = 

follow if we know that h is a monomorphism. This follows 
from Theorem (3.3) in case (a) and from Theorem (4.2) in 
case (b). q.e.d. 

We close this section now with a result which is 
somewhat similar in spirit to Theorem (5.4), but whose 
proof requires slightly different techniques. 

(5.8) THEOREM. Let 

A S > A~ A/S 
= = 

U U 

P 
S > P~ 

be a commutative square, where S is a quotient functor. 

Assume: 

(1) The objects of P and of P~ are projective, and S 

is co final. 

(2) li f: P ---> Q is a morphism in A such that P £ ~ 

and such that Sf is a monomorphism then f is a monomorphism. 

(3) If P £ ~ and if Q C P is such that p/Q £ S then 

there exists a P~ C Q such that p~ £ ~ and P/P~ £ S. 

Let ~ be the full subcategory of objects A £ ~ having 

finite ~-resolutions, and let ~S 

exact sequence 

---> 

H n s. Then there is an 

d 
--> K (P) 

o = 
K (P~). 

o = 
Here d is the composite of Ko(~S) ---> Ko(~) and the inverse 
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of Ko (~) --> Ko qp, induced by the inclusions ~S C ~ C ~. 

The map d is defined as follows: If (SP, a) € L~~, and if 

P ~ P~ __ f_> P represents a, where P~ € ~_, then ;[SP, a] ~ 
-- p 

[Coker(f)]H - [P/P~]H . 
=S =S 

Proof. Let H~ be the full subcategory of objects A~ € 

A~ having finite P~-resolutions. Then we have a commutative 

square 

H 
T > H~ 

U U 

P > P~ 

S 

where T is induced by S. (T is defined because S is exact). 
Then we have a commutative diagram 



"..... "..... , , 
::t:1I P-<II 
'-' '-' 

0 0 
~ ~ 

r I 
"..... "..... 

::t: P-<II 
'-' '-' 

o • 0 
~ ~ 

;,1 ~I 
"..... "..... 

E-< ..c U) 
'-'. '-' , , 

0 0 
~ ~ 

I ~I 
"..... "..... , , 
::t:1I P-<II 
'-' '-' 

r-i r-i 

~ ~ 

I 
1\ 

I 
"..... "..... 

::t:1I P-<II 
'-' '-' 

r-i r-i 

~ ~ 

431 
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in which, thanks to Theorem (4.6) and Proposition (4.7), all 
the verticals are isomorphisms. Moreover, since P is semi­
simple and S is cofina1 it follows from Theorem ~2.2) that 
the bottom row is exact; hence the top is also. 

We shall prove the theorem now by constructing iso­
morphisms ¢ and ~ such that 

(1I) /K~~S~ 
K '(S) --'"'--:> K '(T) 

o 0 

commutes and such that d = -d' ~-I and d = ~d' admit the 

descriptions given in the statement of the theorem. 

The functor F: ~S ----> co(T) , FA = (0, 0, A), is 

exact, so it induces a homomorphism ¢: K (HS) ----> K '(T). 
o = 0 

Moreover d"<HA]H d"[O, 0, A]T = - [A]H' so -d"¢ is the 
=S 

map induced by ~S C H. 

To construct ~ suppose we are given (P, a, Q) E 

co(S). 

f 
(i) a has a representation P ~ P' ----> Q with P' E ~ 

and f a monomorphism. For let P~ p' ~> Q' <~ Q be 

any representation with b an epimorphism. Condition (1) says 
we can make P' smaller, if necessary, to achieve P' E ~. 

Then condition (2) implies, since Sb and Sf' are isomor­
phisms, that band f' are monomorphisms. Therefore we can 
replace Q' by Q, b by 1Q, and f' by f = b-If'. 

(ii) ~(p, a, Q) = [Q/fP']H - [P/P']H is well 
=S f. =S 

defined. For suppose that P ~ P.' ___ 1_> Q, (i = 0, 1), 
1 

are 

two representations of a as in (i). The sequence ° --> P -o 
nPI' -> P -> (pip ') (& (p/PI') shows that P/(P , n PI') 

o 0 

E g. Condition (1) therefore gives us a P' CPo' n PI' such 

that P' E P and (pip') E S. Let g.: P' --> Q be the = = 1 
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morphism induced by f" (i = 0, 1). Since Sgo = Sgl we have 
1 

a morphism g~: Q ---> Coker(go - gl) such that Sg~ is an 

isomorphism. Hence g~ is a monomorphism, by condition (2), 
so go = gl; call this morphism f. Then we have, in Ko(~S)' 

[Q/FP~l - [P/P~l = [Q/f,p,~l + [f,p,~/f,p~l 
1 1 111 

- (P/P,~l - [p,~/p~l 
1 1 

[Q/f ,P, ~l - [P/P1' ~l 
1 1 

(i 0, 1), 

because f,P, ~/f,P~ ~ P, ~/P~. 
1 1 1 1 

(iii) If (PI, aI, Ql) E coeS), (i = 0,1), then 

l/J (P ~ PI' a ~ a 1, Q ~ Q ) 
o 0 0 1 1jJ(P 0' 0'.0' Qo) 

+ l/J(Pl, 0'.1, Ql)' 

f. 
This is easily seen, because if P, ~ P,~ ___ 1_> Q, represents 

1 1 1 

a, as in (i) (i 0, 1), then P 0 ~ P 1 ~ P 0 ~ ~ P 1 ~ 
1 

Qo ~ Ql is such a representation of 0'.0 ~ 0'.1' 

(iv) .!i (P, a, Q), (Q, 13, R) E co(S) then 

l/J(P, So'., R) = l/J(P, a, Q) + l/J(Q, 13, R). 

First choose a representation Q ~ Q~ ~> R of 13, as in (i). 

Now we seek such a representation, P ~ P~ ___ f_> Q, of a for 

which fP~ ~ Q~. If the latter is not the case already, we 
can make a smaller choice of P~ for which it will be, as 

follows. Since fP~/(fP~ n Q~) c Q/Q~ E S we can use condi­

tion (1) to find P" C P~, p" E ~, such that fP" C fP~ n Q~ 
(recall that f is a monomorphism) and such that p~/p" E ~. 

We can then replace P~ by p" to achieve the condition above. 

This done, we have the representation P ~ P~ ~> R of So'., 

where f~: P~ ---> Q~ is induced by f. Therefore, 
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[R/gf~P~] - [P/p~] 

[R/gQ~] + [gQ~/gf~P~] - [P/p~] 

[R/gQ ~] 

- [P/p~] 

(g is a monomorphism, so gQ~/gf~P~ ~ O~/f~P~ = Q~/fP~) 

1jJ(Q, B, R) + [Q/fP~] - [P/P~] 

1jJ(Q, B, R) + 1jJ(P, a, Q). 

These conclusions imply that 1jJ induces a homomorphism 
1jJ: Ko~(S) ---> Ko(~S)' The fact that, in (iii) above, we 

accounted only for direct sums rather than arbitrary exact 
sequences, is permitted by Theorem (2.2) (a), thanks to the 
semi-simplicity of ~. If we recall that, for (SP, a) £ Z~~, 

d~[SP, a]p~ = [p, a, p]S' then it is evident that d = 1jJ3~ 
admits the description given in the theorem. 

To show that ¢ and 1jJ are isomorphisms, and finish the 
proof of the theorem, we will show that, in the triangle (6) 

above, we have h ¢1jJ and 1jJh- 1¢ = identity on Ko(~S)' This 

suffices because h is an isomorphism. 

Proof that h = ¢1jJ. If (p, a, Q) £ co(S) choose a 
f representation P ~ P~ ---> Q of a as in (i). Then in Ko~(S) 

we have [p, a, Q] = [p~, Sf, Q] - [p~, Sj, P], where j is 

the inclusion of P~ in P. Therefore it suffices to show that 

if f: P ---> Q is a monomorphism in ~ such that Sf is an 

isomorphism then ¢1jJ[P, Sf, Q] = hlP, Sf, Q]. First, ¢1jJ[P, 

Sf, Q]S = ¢([Q/fP]Ms) = [0, 0, Q/fP]T' On the other hand 

the exact sequence 

0---> (P, ISp' P) (l,f) > (P, Sf, Q) 

-> (0,0, Q/fP) -> ° 
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in co(T) shows that h[p, Sf, Ql S 

Q/fP1 T• 

[p, Sf, Ql T 
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[0, 0, 

Proof that ~h-l¢ 

a lemma. 

identity on Ko(~S)' We begin with 

(5.9) LEMMA. Let ~S I C ~S be the full subcategory 

whose objects have ~-reso1ution of length ~ 1. Then every 

object of ~S has a finite ~sl-reso1ution, and hence the 

inclusion induces an isomorphism Ko(~SI) ---~ Ko(~S)' 

Proof. If A E ~ write d(A) for the shortest length of 

a P-reso1ution of A. If A E ~S we will prove by induction on 

d(A) that A has a finite ~sl-reso1ution. The case d(A) ~ 1 

is trivial so assume d(A) > 1, and choose an exact sequence 

° ---> B ---> P ---> A -> ° with P E ~. Condition (1) of 

the theorem says there is a p' C B, P' E ~, such that P /p' 

E S. Hence we have an exact sequence ° ---> B/P' ---> PiP' 

---> A ---~ ° in ~, and clearly d(P/P') ~ 1. Since d(A) > 1 

it follows from (1,6.8) that d(B/P') < d(A). Therefore BjP' 

has a finite ~sl-reso1ution, by inauction, and therefore so 

also does A. The last assertion of the lemma now follows 
from Theorem (4.2). q.e.d. 

Thanks to the lemma it suffices to show that ~h-l¢ 

[A1 H when d(A) ~ 1. Choose a resolution ° ---~ Pl 
S 

f 
---~ P ---> A ---> ° with P. E P. Then we have a co(S)-
01= 

resolution of (0, 0, A) E co(T): 

(1, f) > (P f P) 1, S , 
o 

---~ (0, 0, A) ---> 0. 

Therefore h-I¢[A]H = h-I([O, 0, A]T) = [PI' Sf, Pols' 
=s 

Finally, ~[Pl' Sf, Pols = [Po/fP l ] 
~S 

[A]H • q.e.d. 
=s 
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(5.10) THEOREM. In the setting of Theorem (5.8) 

suppose that every object of S has a finite ~-reso1ution, 

i.e. that S = ~S. Let ~~ be the full subcategory of objects 

A E A~ having finite P~-reso1utions. Then: 

(a) If A E A then A E H <~ SA E H~. 

(b) The sequence 

-> Kl (~~) 
d 

-> K (S) 
o = 

-> K (P) 
o = 

-> K (P~) -> 0 
o = 

is exact. 

Proof.(a) If P ---> A is a finite ~-reso1ution then 

SP ---> SA is a finite ~~-reso1ution so SA E H~. To prove 

the converse, suppose SA E M~ and let d~(SA) denote the 

minimal length of a ~~-reso1ution of SA. We shall prove, by 

induction on d~(SA), that A E M. The following facts will be 

used repeatedly: Let 0 --> B~ ---> B ---> B" ---> 0 be an 

exact sequence in !!~. If two of B~, B, B" are in H~ so also 

is the third. Moreover if d~(B) < d~(B") then d~(B~) < d~(B". 

These, and analogous properties of P and M, follow from 
(I, 6.8). 

Case d~(SA) = O. Then SA is isomorphic to an object 

of ~~. Since S: ~ ---> ~~ is cofina1 it follows that SA ~ 

SB ~ SP, for some B E ~ and P E ~. Replacing A by A ~ B, 

then, we can assume, there is an isomorphism a: SP ---> SA 
with P E ~. Let P ~ P~ __ f_> A~ <~ A be a representation of 

a with a an epimorphism. Using condition (1) of (5.8) we can 

further assume P~ E ~. Since Sf is an isomorphism condition 
f (2) of (5.8) implies 0 ---> P~ ---> A~ ---> Coker(f) --> 0 

is exact. Since Coker(f) ESC M we conclude that A~ E M. 
Since Ker(a) E S the exact sequence 0 ---> Ker(a) ---> A 
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~> A~ --> a shows, finally, that A £ !!. 

Case d~(SA) > O. Any object of P~ can be lifted to 

an object of ~ (but not necessarily in ~). Therefore we can 

find an epimorphism SB f > SA for some B £ 6 such that SB £ 

b f-
~~. Represent f in the form B <--- B~ ---> A = A. Since Sb 

is an isomorphism we can replace B by B~ and then assume we 
have a morphism f: B ---> A such that 5B £ P~ and Sf is an 

epimorphism. Let C Ker f. The exact sequence 0 ---> SC 
- Sf 

--> SB ---> SA --> a shows that d~(SC) < d~(SA). Therefore, 

by our induction assumption and the case d~ = a we have C, B 

£ ~. The exact sequence 0 --> C ---> B ---> Im(f) ---> a 
shows therefore that Im(f) £ H. Finally, the sequence a ---> 

Im(f) ---> A ---> Coker(f) ---> a shows that A £ H since 

Coker(f) £ S C H. 

(b) The exact sequence is just the exact sequence of 
Theorem (5.8), except for the assertion that K (P) ---> 

a = 
K (P~) is surjective. But this map is isomorphic to the cor­

a = 
responding one, K (H) --> K (H~), and part (a) says that 

a = a = 
!! ---> !!~ is surjective on objects. q.e.d. 

§6. ROBERTS' THEOREM 

In this section we fix an algebraically closed field 

k, and a k-category A. Recall (cL Chapter II) that this is 

an abelian category such that 6(A, B) is a k-modules for all 

A, B £ ~, and such that composition is k-bilinear. We assume 

further that ~(A, B) is always finite dimensional over k. 

An example of such an 6 is the category of coherent 
sheaves of modules over the structure sheaf on a complete 
algebraic variety over k. It was for this example that 
Leslie Roberts (Harvard thesis) proved the following theorem. 

(6.1) THEOREM (Roberts). Let k be an algebraically 
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closed field and let ~ be a k-category such that ~(A, B) is 

finite dimensional over k for all A, B E A. Then there is an 

isomorphism 

f: Ko (~) Sz k* --> Kl (~) 

defined by f([A]A a) = [A, a . lA]~ for A E ~ and a E k*. 

Proof. The map (A, a) 1---> [A, a . lA]A from ob A x 

k* to Kl(~) is clearly additive over exact sequences in the 

first variable (axiom KO for Kl(~)) and additive over pro­

ducts in the second variable (axiom Kl for Kl(~))' Hence f 

is a well defined homomorphism. We propose to construct an 
inverse to f. 

Suppose (A, a) E E~. The the subalgebra k[a] C EndA 
(A) is finite dimensional. Therefore k[a] ~ k[X]/(P (X)) = 

a 
where Pa is the monic polynomial of least degree such that 

p (a) = O. Since k is algebraically closed it has a factor-
a n 

ization, P (X) = IT(X - a.) i, where the a. are distinct, and 
all 

in ~, because a is invertible. By the Chinese Remainder 
n. 

Theorem (III, 2.14) we have k[a] ~ IT k[X]/«X - a.) 1). Let 
1 

1 = Ee. be the decomposition of 1 as a sum of indecomposable 
1 

idempotents e. E k[a] which corresponds to the above factor-
1 

ization. This induces a decomposition, A = II e.A. We can 
1 

describe e.A more intrinsically as 
1 

n· 
eiA Ker(a - ailA) 1 

n 
U 0 Ker(a - a.lA) . For any a E k 

n> 1 
, a -

unless a is one of the a. above. Thus 
1 

A (a) = U 0 Ker(a - a . lA)n 
a n> 

alA is invertible 

exists, and it is zero for almost all a. Moreover, we have 
a direct sum decomposition in E~, 
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where a 
a 

is the automorphism of A (a) induced by a. Since 
a 

439 

(aa - alA (a))n 
a 

= 0 for some n > 0 it follows that S = a-la 
a 

is unipotent. According to (3.2) (1) 

o in Kl(A). Since a = as it follows = a 
[Aa(a), alA (a)] in Kl(~)' Referring 

a 
conclude from this that, for any (A, 

[A, a] 

therefore, [A (a), S] 
a 

that [A (a), a ] 
a a 

now to (1) above we 

This suggests that we construct the inverse to f by intro­
ducing 

(2) g: ob l:~ -> Ko (~) 13 k 

g(A, a) = l: k* [A (a)]13a. a E: a 

Suppose that this g does, indeed, induce a homomorphism g: 

Kl(~) ---> Ko(~) 13 k*. Then the formula above shows that 

fog = the identity on Kl(~)' In the other direction we 

have, trivially, g(f([A] e a)) = g([A, alA)) = [A] e a. Thus 

the theorem will be proved once we show that (2) induces a 
homomorphism on Kl(~)' We must verify: 

KO. If 0 -> (A, a) -> (B, S) -> (C, y) -> 0 

is an exact sequence in EA then g(B, S) = g(A, a) + g(C, y); 

and 

Kl. If A E: A and if a, S E: Aut~(A) then g(A, as) 

g(A, a) + g(A, S). 

Proof of KO. Let h: (A, a) ---> (B, S) be a morphism 

in l:~; thus ha = Sh. Then if a E: k we have h(a - a • IA)n 

(S - a • IB)n h for all n > 0, so h(Aa(a)) C BS(a). This 

implies that h is the direct sum of morphisms h : (A (a), a) 
a a a 

---> (BS(a), Sa) (a E: k*). In particular, the exact sequence 
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in KO above splits, in this way, into a direct sum of exact 
sequences 

o -> (A (a), Cl'. ) -> (B (a) 0) 
Cl'. as' ~a 

(a £ k*). It follows that 

K (A) (axiom KO for K (A) 
o = 0 = 

-> (C (a), y ) -> 0 
y a 

[Bo(a)] = [A (a)] + [C (a)] in 
~ Cl'. Y 

so condition KO above results 

immediately from the definition (2) of g. 

Proof of Kl. This will be carried out in several 
steps. 

(i) (cf. (III, §§1-2)). Let E be a finite dimensional 
k-algebra. Then rad E is nilpotent, and E = E/rad E is a 
finite product of full matrix rings over division algebras. 
Since k is algebraically closed all division algebras are 
trivial so that E is a finite product of algebras of the 
form M (k). 

n 

Any (finite) set of orthogonal idempotents in E can 
be lifted to a set of orthogonal idempotents in E (see (III, 
2.10)). In particular, if e ~ 0 is an idempotent in E then 
e is indecomposable .<~ its image e £ E is indecomposable. 
(e is indecomposable if e ~ 0 and e is not the sum of two 
non zero orthogonal idempotents). In view of the structure 
of K it follows, in particular, that E has no non trivial 
idempotents (i.e. 1 is indecomposable) <~ E = k. This 
implies that E is a (not necessarily commutative) local 
ring. 

(ii) Let B ~ 0 be an indecomposable obj ect of ~ and 

A = Bn for some n > O. If R EndA(B) then E = EndA(A) ~ 
M (R). The remarks above show that R is a local ring with 

n 
residue class field R = k, so it follows that E ~ M (k). 

n 
This isomorphism 
phism. Therefore 

is determined by A up to an inner automor­
the determinant, 

det: E > k, 

is well defined. 
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Let C be an indecomposable object not isomorphic to 
h h' B, and let B ---> C ----> B be morphisms in A. If h~h were 

not in rad R it would be an automorphism of B, and this 
would imply that B is a direct summand of C, contradicting 
indecomposability. Thus h'h E rad R. It follows, more 

generally, that if Bn ~> Cm ~> Bn are morphisms in ~ 
then h~h E rad EndA(Bn). This is because rad M (R) = M _ n n 
(rad R), a fact we-have used already above. (see (III, 2.6». 

(iii) Let A be any object of ~. By the Krull-Schmidt· 

theorem in A (see (I, 3.6» we can write A = IlA. where each 
J 

A. ~ B.nj and the B. are pairwise non isomorphic indecom-
J J J 

posable objects. Moreover any other representation of A as a 
direct sum of indecomposable subobjects is obtained by 
applying an automorphism of A to the decomposition above. 

Let E = EndA(A) and let E. = EndA(A.) ~ Mn (R.), 
_ J = J j J 

where R. = EndA(B.). The decomposition of A above induces a 
J _ J 

monomorphism of k-algebras, 

h: IT Ej > E, 

and it depends on the choice of decomposition only up to an 
inner automorphism of E. We claim now that h induces an 
isomorphism 

h:ITE. >E. 
J 

This amounts to saying that rad E is the sum of all 
rad ~(Ai' Ai) and of all ~(Ai' Aj) (i ~ j). The second para-

graph of (ii) above shows that this is, indeed, an ideal; 
call it I. It is evident that h induces an isomorphism from 
IT E. to Ell. It remains to be seen that I C rad E. For this 

J 
it suffices to show that if a E E and if a = 1 mod I then a 
is invertible. Write a in matrix form, a = (a . . ), a .. E A (Ai' 

1J 1J = 
A.). Since each a .. = 1 mod rad E., the a .. are invertible. 

J JJ J JJ 
Now by elementary column operations we can transform the 
first row to the form (all' 0, •.• ,0). This will alter the 

a jj (j > 1) by sums of morphisms Aj ---> Aj which factor 
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through some ~, k ~ j. Therefore, by part (ii) above, the 

a .. are unaltered modulo rad E., for each j. We can there-
JJ J 

fore pass to the smaller matrix obtained by deleting the 
first row and column, and continue the process. In the end 
we will have, by elementary operations, put the matrix in 
triangular form, 

Since the a .. ~ are invertible so also is a~. Since element­
JJ 

ary operations are multiplications by invertible matrices, 
the original a is invertible. 

Suppose now that a £ AutA(A). Then its image a £ E 

can be written in the IT E. coordinates as a = (a.), (a. £ 
J _ J J 

E.). Recall that E. ~ M (k) so we have det(a.) £ k • Set 
J J ""11j J 

- * g~(A, a) = nB.] ~ det(a.) £ K (A) ~ k • 
J J 0 

A priori this definition depends on the decomposition of A 
chosen. However any two decompositions differ by an inner 
automorphism of E. This will not affect the isomorphism 
classes of the B. 's, and it will only change the a. 's by a 

J _ J 
conjugation. Hence [B.] ~ det(a.) is unaltered, for each j, 

J J 
by the new choice, so g~ is well defined. 

If also 8 £ Aut~(A) then we have 

g~(A, as) E [B. ] 3 det(as.) 
J J 

E [B. ] S det(~. 8) 
J J 

E([B.] 
J 

S det~.) 
J 

+ ([B j ] S detS. ) 
J 

g~ (A, a) + g~ (A, 8) • 

(iv) In view of the last observation we can now 
finish the proof of Kl for g, and hence of the theorem, by 
showing that 
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g(A, a) = g~(A, a) for (A, a) £ 'F..A. 

First suppose (B, 13) £ 'F..A also. We can decompose C = 
A & B into a direct sum of indecomposab1es by first decom­
posing A and B separately, and then combining these decom­
positions. The result will be a decomposition C = liC. as in 

J 
part (iii), where C. ~ D.nj & D.mj, with D. indecomposable, 

J J J J 
and with the first summand in A, the second in B. In com-
puting g~ (A & B, a & 13) from this decomposition we will then 

have (a-iS). 
J 

in matrix form in EndA(C.)/(rad 
= J 

EndA(C.», and so det(~). det(~.) 
= J J J 

g~(A& B, a& 13) = 'F..[D.l B det(a& 13). = 
J J 

+ L.[Djl S det(Sj) = g~(A, a) + g~(B, S). 

det(S.). 
J 

'F.. [D. 1 B 
J 

Consequently 

det(;:.) 
J 

Now to prove g = g~ we first write (A, a) = II 
a £ k 

(A (a), a ) as in (1) above. The last paragraph shows that 
a a 

it suffices to prove g(A (a), a ) = g~(A (a), a ) for each a. 
a a a a 

In other words we can reduce to the case when (a - a1A)n 

= 0 for some a £ k , and hence g(A, a) = [A] B a. 

Write A =liA., A. ~ B.nj as in (iii) • Since we now 
J J J 

have (a - a . l)n = 0 in E (n > 0) it follows that (a- - a 
l)n = 0 in E, and hence likewise for each a .. It follows 

- J n. 
that a. £ Mo. (k) has only a as eigenvalue so det(a. ) = a J 

J J J 
Therefore 

n· 
'F.. [B. 1 Q a J 

J 

'F..n.[B.] B a 
J J 

[ lIB.nj] B a 
J 

[A] B a 

g(A, a). q.e.d. 
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HISTORICAL REMARKS 

For the material of the chapter my main sources have 
been Bass-Heller-Swan [1], Heller [1], and Bass-Murthy [1]. 
The last two are used principally for the results in §5. 

Robert's Theorem was communicated to me directly by 
Roberts, and I have followed his proof rather closely. 
Roberts has further shown that, on a projective variety over 
k, the coherent sheaves and the locally free sheaves have 
the same K1 • 
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Chapter IX 

K-THEORY OF PROJECTIVE MODULES 

In this chapter we apply the general theorems of 
Part 3 to the categories rCA), of finitely generated pro­
jective modules over rings A. We can bring to bear all of 
the special features of these categories, in particular the 
structure theory developed in Part 2, in order to obtain 
information about the groups 

K.A = K.P(A) 
1. 1.= 

(i=O,l). 

Related categories are also treated. For example, when A is 
right noetherian we introduce 

G.A = K.M(A) 
1. 1.= 

(i = 0, 1) , 

and when A is commutative we have the groups 

riC(A) if i 0 
K.Pic(A) = 
1.= 

U(A) if i 1. 

The first two sections establish the basic properties of K. 
1. 

and G. and record some exact sequences. In §3 we discuss, 
1. 

for commutative rings A, an exact sequence 

o ---> Rk (A) ---> K (A) rank > H (A) ---> 0 
o 0 0 

and a functor 

445 
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det: ~(A) ---> Pic(A). 

The stability theorems of Chapter IV are interpreted 
in terms of K , in §4. These considerations also allow us to 

o 
introduce a filtration on K from which one can deduce that 

o 
Rk (A) is a nil ideal (when A is commutative). This is a 

o 
very useful fact. 

In §5 we discuss the Mayer-Vietoris sequence of a 
fibre product, as in Chapter VII, This, together with the 
exact sequence of a localization (in §6), constitute the two 
basic tools of the theory, The theorem which makes the 
Mayer-Vietoris sequence available to us is the following 
result of Milnor: If 

is a cartesian square of rings, then the corresponding 
square 

T > ~(r 

~ (A l ) --~> ~(A~) 

is cartesian, in the sense of Chapter VII, §3, provided fl 
or f2 is surjective. 

In §6 we apply the results of Chapter VIII, §5, to 

a localization A ----> S-lA, The theorem of Heller then 
gives us a (Cl' C)-exact sequence here, A related exact 

o 
sequence is also established for (Kl, K ), 

o 

There are two appendices, In §7 we compute the groups 
KiFP(A) (i = 0, 1) where FP(A) is the category of faithfully 

projective modules over a commutative ring A, with product 
eA, In §8 we give a formula in Ko which relates the 
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operations defined by exterior and symmetric powers of a 
module. These last two sections are used nowhere else in 
these notes. 

§l. DEFINITIONS AND FUNCTORIALITY OF K.A (i = 0,1). 
l 

447 

The objects of study in this section are the functors 

K.A = K.P(A) 
l l= 

(i = 0, 1). 

Here A is a ring and ~(A), we recall, is the category of 
finitely generated projective right A-modules. We can view 
~(A) as a category with the product, ~, as in Chapter VII, 
or as an admissible subcategory of the abelian category mod­
A, as in Chapter VIII. The two possible definitions of 
K.P(A) arising from these two points of view in fact 

l= 

COincide, because ~(A) is "semi-simple" in the sense of 
(VIII, §2), i.e. all short exact sequences split. (See 
Theorem (VII, 2.2)). 

A ring homomorphism f: A ---> B induces an additive 
functor ~ (f) = (. e A B): ~ (A) ---> ~ (B). Since the free 

modules are cofinal in each f, and since this functor 
carries free modules to free-modules, we obtain an exact 
sequence as in (VII, 5.3). The relative term, K ~(P(f», 

o = 
appearing in that sequence, will be denoted here simply by 
K ~(f). We now record the exact sequence. 

o 

(1.1) THEOREM. The K. (i = 0, 1) are functors from 
l 

rings to abelian groups. A ring homomorphism f: A ---> B 

induces an exact sequence 

Kl (A) -> Kl (B) -> K ~ (f) -> K (A) -> K (B). 
000 

Of course this sequence is natural, in an obvious 
sense, with respect to commutative squares of ring homomor­
phisms. 

When f is the projection onto B = A/~ for an ideal 
~ in A we shall sometimes write K (A, ~) in place of K ~(f). 

o 0 

We also write K1(A, ~) for the group denoted Kl(~(A), ~(f» 

in Chapter VII (§2). Recall that it is a Whitehead group 
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constructed from pairs (p, a) in ~P(A) (i.e. P E ~(A) and a 
E AutA(P)) such that a ~A (A/~ = i p / pq . In this setting we 

can strengthen Theorem (1.1) as follows: 

(1.2) THEOREM. Let ~ be a two sided ideal in A. Then 

there is an exact sequence 

(1) -> Kl (A/~ -> K (A, ~ 
o 

-> K (A) -> K (A/S) 
o 0 

extending the sequence in (1.1). The three term sequence of 

Kl 's here is naturally isomorphic to 

GL(A, ~/E(A, ~ -> GL(A)/E(A) 

---> GL(A/~)/E(A/~. 

1!~~ is an ideal containing ~ then there is an exact 

sequence 

(2) Kl (A, ~) --> Kl (A, ~~) --> Kl (A/~, ~~ /~) 

--> K (A, ~ --> K (A, ~~) 
0 0 

--> K (A/~, ~~ /~) . 
0 

Proof. Consider the commutative triangle of functors 

The exact sequence (1) will follow from (VII, 5.3), and (2) 
will follow from (VII, 5.4) and (VII, 5.5), provided we 
verify the "E-surjectivity" conditions in the hypotheses of 
those theorems. We begin by verifying the condition (10) in 
Proposition (VII, 5.5). This requires that, given p E ~(A) 

and a E AutA(P) such that 

a S (A/S) E [AutA/q(P/PS), AutA/q(P/PS, S~/S)], 

there exists a Q = P & P~ E-~(A) and an -

E E [AutA(Q), AutA(Q, ~~)] 
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such that £ @ (A/~) = (a @ (A/~» $ lp~/p~~. 

AutACQ, ~) = Ker(AutACQ) ---> AutA/~(Q/Q~», 

AutA/~CP/P~, ~~/~) is defined similarly. 
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Here 

and 

Since the free modules in ~ are co final it suffices 
to establish the above condition for free modules P, P~, 
etc. In this case it reads: Given an a E GL (A) whose image 

n 
mod ~ lies in [GL (A/~), GL (A/~, ~~/~)l, we can find an m > 

n n 
o and an £ E [GL + (A), GL + (A, ~)l such that £ = a $ I n m n m m 
mod ~. If we pass to the limit over n we see that it is 
sufficient to show that 

[GL(A), GL(A, ~~)l ---> [GL(A/~), GL(A/~, .9..~/~)l 

is surjective. According to (V, 2.1) we have [GL(A), GL(A, 
~~)l = E(A, .9..~)' and E(A, ~~) ---> E(A/~, ~~/.9..) is indeed 
surjective. 

In case ~~ = A the argument above shows that ~(A) 
---> ~(A/~) is E-surjective. It follows that all functors 
in the triangle above are E-surjective so we obtain the two 
exact sequences. 

Since the free modules are co final it follows from 
(VII, 2.3) that the homomorphisms GL (A, .9,.) ---> Kl(A, s) 

n 
induce an isomorphism in the limit (over n), GL(A, s)/[GL(A~ 

GL(A, ~)l ---> Kl(A, ~). This gives the isomorphism GL(A, s) 

/E(A, ~) ---> Kl(A, .9..) and, in case.9.. = A, the isomorphism 

GL(A)/E(A) ---> K1(A). These isomorphisms are clearly 

natural, so we have now established all assertions of the 
theorem. 

We shall now describe the behavior of the groups 
K.(A, .9,.) in some special situations. 

1 

(1.3) PROPOSITION. Assume.9..c rad A. 

(0) K (A) ---> K (A/.9,.) is a monomorphism, and it is 
o 0 

an isomorphism if A is q-adically complete. Moreover K (A, q) 
o -

= O. 

(1) We have GL1(A, .9,.) 
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K1(A, ~) is an epimorphism. It is an isomorphism if A is 

commutative. Moreover K1(A) ---> Kl(A/s) is an epimorphism. 

Proof. According to (III, 2.12) ~(A) ---> ~(A/~) is 
injective on isomorphism classes of objects, and bijective 
if A is q-adica11y complete. The first assertion follows 
from this. Since ~M (A) C rad M (A) (see (III, 2.6)) it 

n n 
follows that a matrix over A which is invertible mod ~ is 
invertible. In particular GL (A) ---> GL (A/q) is surjective 

n n -
for all n, and the inclusion GL1(A, ~) C 1 + ~ is an equal-

ity. The first assertion here implies that K1(A) ---> Kl(A!sV 

is surjective, so the exact sequence (1) now shows that 
Ko (A, ~) = O. The fact that GL 1 (A, ~) -> Kl (A, ~) = 

GL(A, ~)/E(A, ~) is surjective is just (V, 9.1). If A is 
commutative then the determinant, GL(A, ~) ---> GLl(A, ~), 
induces its inverse. 

(1.4) PROPOSITION. Suppose that A is semi-local. 

(0) K (A) is a free abelian group of finite rank. 
o 

(1) For any two sided idea1~, K1(A) ---> Kl(A/~) is 

surjective. Moreover GL1(A, ~) ---> Kl(A, ~) is an epimor­

phism, and an isomorphism if A is commutative. 

Proof. (0) K (A) ---> K (A/rad A) is a monomorphism, 
o 0 

by (1.3) (0). Since A/rad A is semi-simple K (A/rad A) is 
o 

a free abelian group generated by the classes of simple 
modules. Since a subgroup of a free abelian group is free, 
and of no larger rank, this proves (0). 

(1) If a E A becomes a unit mod ~, then ~ + aA = A so 
it follows from (III, 2.8) that q + a contains a unit. Thus 
U(A) ---> U(A/~) is surjective, ;here U denotes "units". 
Applying this to the matrix algebras over A we find that 
GL (A) ---> GL (A/q) is surjective for all n, so K1(A) ---> 

n n -
Kl (A/~) is also surjective. According to (V, 9.1) we have 

GLn(A, ~) = GL1(A, ~) En(A, ~) for all n. Hence GL1(A, sO 
---> Kl(A, ~) is an epimorphism. If A is commutative then 

det: K1(A, ~) ---> GL1(A, ~) is its inverse. 
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(1.5) PROPOSITION. Let ~l and 32 be two sided ideals 

of A such that ~l n 32 == O. Then 

and the map Kl (A. S-l) --> Kl (A/:l2, ~l + :l2l.g2) is an iso­

morphism. 

Proof. Since S.l n ~ == 0 it follows that s.l.g.z == 0 == 

:l2~1 and so GL(A. S-l + ~) = GL(A. S-l) x GL(A, 32) (direct 

product). A similar decomposition holds for E(A. S-l + :l2)' 

because the direct product E(A. S-l) x E(A. ~) is normal in 

GL(A) and contains all (S.l + :l2)-elementary matrices. Since 

K1(A, S-l +:l2) == GL(A. S.l + ~)/E(A. S-l + 32), both asser­

tions of the proposition are now clear. 

Sometimes the K. behave like contravariant functors. 
1 

For example, if f: A --> B makes B a finitely generated 

projective right A-module. then the restriction of scalars 
from mod-B to mod-A induces a functor res: ~(B) --> ~(A). 
Then phenomenon occurs, more generally, as follows. 

Let ~(A) denote the category of modules having 
finite ~(A)=resolutions (see (III, §6». According to (VII, 
4.2) the inclusion ~.(A) C !!(A) induces isomorphisms 

(1.6) K. (A) == K. (P (A) ) 
1 1 == 

---:> K. (R (A) ) 
1 == 

(i == o. 1). 

Now suppose above that B £ R(A) as a right A-module. Then it 
follows from (I. 6.9) that restriction induces a functor 
res: H(B) ---> H(A). Hence we can define res: K.(B) ---> = == 1 
K. (A) so that the diagram 

1 

K. (B) res 
> K. (A) 

1 

l (1. 7) '" 

K. (R(B» 
1 = res > K. (R(A» 

1 = 
commutes. 
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Let R be a commutative ring and let A and B be 
R-a1gebras. Then ~R defines an additive bifunctor 

> P(A ~R B). 

Using this we can make K (R) a commutative ring (when A = R 
o 

= B) and we can then further make K (A) and Kl(A) K (R)-
o 0 

modules. Moreover we obtain pairings K.(A) x K.(B) ---> 
1 J 

Ki+j (A ~R B) (i = 0 and j = 0 or 1) which are Ko (R)-bilinear. 

To illustrate these structures, suppose P € ~(R), Q € ~(A), 

and a € AutA(Q). Then 

[P]R [Q]A = [P ~R Q]A € Ko(A) 

[P ] R [Q, a] A = [p @ R Q, 1p@ a] A € K 1 (A) . 

Similarly, if ~ is a two sided A ideal and a € AutA(Q, ~) we 

thus make K1(A, ~) also into a K (R)-modu1e. If f: A ---> B 
o 

is an R-a1gebra homomorphism then K ~(f) is a K (R)-modu1e 
o 0 

via the action [P]R [Ql, a, Q2]~ = [P GR Ql, 1p GR a, P GR 
Q2]~' where Qi € ~(A) and a: Ql ~A B ---> Q2 GA B is an 

isomorphism. Moreover the exact sequence of (1.1) (or of 
(1.3)) is then an exact sequence of K (R)-modu1es. The 

o 
restriction homomorphism (1.7) is likewise K (R)-linear, 

o 
when defined. 

If R ---> S is a homomorphism of commutative rings 
then the functor GR S: ~(A) ---> ~(A GR S) is naturally 

isomorphic to the functor ~ A (A GR S). In case S is a 

finitely generated projective R-modu1e then we have the 
restriction homomorphism res: K. (A €lR S) ---> K. (A), and the 

1 1 

following proposition is evident. 

(1.8) PROPOSITION. Let A and S be R-a1gebras with S 

commutative, and a finitely generated projective R-modu1e. 

Then the composite 

K. (A) 
1 

res 
> K. (A) 

1 
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is multiplication by [S] E K (R). Hence Ker(K.(A) ---> 
R 0 --- ~ 

K.(A9 S» is a K (R)-module annihilated by [S]R' 
~ R -- 0 

§2. Gi , AND THE CARTAN HOMOMORPHISMS Ki ---> Gi (i = 0, 1) 

For a right noetherian ring A we introduce the groups 

G. (A) = K. (M (A) ) 
~ ~ = 

(i = 0, 1). 

Here ~(A) is the abelian category of all finitely generated 
rignt-A-modules. The inclusion ~(A) C ~(A) induces homomor-

phisms 

(1) c. (A): K. (A) -> G. (A) 
~ ~ ~ 

(i = 0, 1) 

which we call the Cartan homomorphisms. Recall from (1.5) 
that K.(A) ---> K.(H(A», is an isomorphism, where ~_(A) is 

~ ~ = 
the category of modules with finite ~(A)-resolutions. We 
have ~ (A) c ~ (A) c ~(A), and A is called right regular (see 
(III,-§6», If ~(A)-= ~(A). Thus: 

(2.1) PROPOSITION. !i A is right regular then the 

Cartan homomorphisms (1) are isomorphisms. 

(2.2) COROLLARY. Let A be a right regular ring. If 

P E ~(A) and if a E AutA(P) is unipotent then [P, a] = 0 in 

K1(A). !i J is a nilpotent two sided ideal in A then GL(A, J) 

C E(A), and K1(A) ---> K1(A!J) is an isomorphism. 

Proof. By (VIII, 3.2) [P, a] goes to zero in Gl(A), 

so the first assertion follows from (2.1). Since GL(A, J) 
consists of unipotents it goes to zero in K1(A) = GL(A)!E(A). 

Thus K1(A) ---> K1(A!J) is injective, and (1.3) implies it 

is surjective. 

Remark. In case A is commutative the corollary 
implies GL(A, J) C SL(A). But the image of GL(A, J) under 
det: GL(A) ---> U(A) (the group of units) is 1 + J. This 
shows that J = 0; i.e. a commutative regular ring has no non 
zero nilpotent ideals. Thus, of course, is well known. In 
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fact such a ring is locally a unique factorization domain. 

Let f: A ---> B be a homomorphism of right noetherian 
rings. The functor &A B: ~(A) ---> ~(B) is not generally 

exact. If it is, i.e. if B is flat (as left A-module), then 
we obtain induced homomorphism-s---

(1) G. (A) -> G. (B) 
1 1 

(i 0, 1). 

More generally, if TorA(M, B) = 0 for all A-modules 
n 

M and all sufficiently large n then one can still defint the 
homomorphism (1) by the formulas 

i A 
[M]A 1-> Z(-l) [Tori(M, B)]B E Ko(B), 

[M, a]A 1-> Z(_l)i [To~(M, B), Tor~(a, B)]B 

In any case, when the homomorphisms (1) are defined, 
the Cartan homomorphisms are natural transformations, i.e. 
-the diagrams 

K. (A) 
1 

c. (A) 
1 

G. (A) 
1 

----> K. (B) 
1 

c. (B) 
1 

----> G.(B) 
1 

commute. This is easily verified. 

(i 0, 1) 

In case B is a finitely generated right A-module we 
have a restriction functor res: ~(B) ----> ~(A), and this 
induces 

res: G. (B) ---> G. (A). 
1 1 

If B is also A-projective then res: K.(B) ---> K.(A) is 
1 1 

defined, and again the Cartan homomorphisms are natural. 

(2.3) PROPOSITION. Let A be a right noetherian ring 

and let J be a nilpotent two sided ideal in A. Then the 
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restriction homomorphisms 

c. (A/J) -> c. (A) 
1 1 

(i 0, 1) 

are isomorphisms. 

Proof. If M E ~(A) then M ~ MJ ~ MJ2~ ..• is a finite 
and characteristic filtration of M whose successive 

quotient, MJ i /MJ i +1 , lie in ~(A/J). The proposition there­
fore follows from (VIII, 3.3). 

The remainder of this section is devoted to a discus­
sion of the comportment of C.(A) when A is Artinian. 

1 

(2.4) A is semi-simple: Then ~(A) = ~(A) and Ko(A) = 

C (A) is a free abelian group with a canonical basis, [51], 
o 

... , [5 ], determined up to order, where the S. represent 
n 1 

the isomorphism classes of simple A-modules. A itself is 
isomorphic to a product of full matrix algebras over the 
division algebras D. = EndA(S.), and Kl(A) is the direct sum 

1 1 

of the commutator factor groups, D.*/[D.*, D.*] (see (VIII, 
111 

3.4») . 

(2.5) A is Artinian: Write A = A/rad A and M = M eA A 

= M/(M • rad A) for M E mod-A. Since rad A is nilpotent it 

follows from (III, 2.12) that ~(A) ---> ~(A) is bijective on 

isomorphism classes. Thus, there exist PI"", P E ~(A), 
n 

determined uniquely up to isomorphism and order, such that 

PI"", Pn represent the isomorphism classes of simple A­

modules. We see thereby that K (A) is free abelian with 
o 

basis [PI]"", [P ] and that K (A) ---> K (A) is an iso-
n 0 0 

morphsim. Moreover KI(A) ---> Kl(A) is an epimorphism (see 

(1.3». By "restriction" we can identify ~(A) with the 
category of semi-simple objects in ~(A). Therefore it 

follows from (VIII, 3.3) that res: C.(A) ---> C.(A) 
1 1 

(i = 0, 1) are isomorphisms. With the aid of (2.4) we can 

thus determine the groups C.(A) 
1 

C.(A). The Cartan 
1 
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homomorphism C (A): K (A) ---> G (A) is defined by the 
000 

matrix (Cij)l~i, j~n' where 

C (A) [p ] 
o i 

(1 < i ~ n). 

This matrix over ~, which is determined up to conjugation by 
a permutation matrix (resulting from a reordering of the 
Pi's), is call the Cartan matrix of A. The coefficient C .. , 

~J 

is just the multiplicity of p. as a factor in a Jordan-
J 

Holder series for P .. 
~ 

(2.6) Base change. An Artin ring A will be called 

basically commutative if A = A/rad A is a finite product of 
full matrix algebras over fields (not just division rings). 
In this connection we quote (see Bourbaki [2]): 

(2.7) THEOREM (Wedderburn). A finite ring A is 

basically commutative. 

The structure theory for Artin rings reduces this 
theorem immediately to the case when A is a division ring. 

Our interest in this notion is explained by the next 
proposition. 

(2.8) PROPOSITION. Let A be a finite dimensional 

algebra over a field R, and let L be a field extension of R. 

Then 

K (A) -> K (A ~R L) and G (A) -> G (A ~R L) 
o 0 0 0 

are monomor:ehisms. If A is basically commutative and if L is 

se:earab1e over R then they are s:e1it monomor:ehisms. 

Proof. The vertical arrows in 

K (A) --> Ko (A €l R L) G (A) --> 
G, (A r L) 0 'I I I and 

K (A) --> Ko (A GR L) G (A) ---> Go(A ~R L) 
0 0 
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are isomorphisms, thanks to (1.3) and (2.3), respectively. 
Hence we can replace A by A and assume A is semi-simple. 
Decomposing A into a product we can then further reduce to 
the case when A is simple, say A = M (D) where D is a 

n 
division algebra. In this case K (A) = G (A) ~ Z, and both 

o 0 = 
homomorphisms in question are non zero with values in free 
abelian groups. Hence they are monomorphisms. 

If A is basically commutative then D above is a 
finite field extension of R. The separability of Lover R 
implies that D eR L = TID., a finite product of fields D .. 

1 1 

Then A e RL M (D e R L) = TIM (D.) is semi-simple. If S is 
n n 1 

n 
L ~ (S e R L) • It the simple A-module then A ~ Sn so A e 

R 
follows that S eR L is the direct sum of the simple 

A eR L-modules, each with multiplicity one. Relative to the 

bases given by simple modules, K (A) ---> K (A eR L) is 
o 0 

therefore represented by the matrix (1, 1, ... , 1). This 
clearly represents a split monomorphism. Since G K in 

o 0 

this case the proof is complete. 

The situation for Kl and Gl is more complicated. In 

the first place, even though Gl(A) ---> Gl(A) is still an 

isomorphism, K1(A) ---> Kl(A) need not be one. More serious, 

however, is the fact that matters remain unclear even when 
A is semi-simple (so that Kl and Gl coincide). The problem 

here quickly reduces to the case of a division algebra D. 
If then follows from Dieudonne's Theorem (see (V, §9» that 
K1(D) ~ D*/[D*, D*]. Suppose, for simplicity, that R is the 

center of D. It is then known that we can choose a finite 
(even galois) extension L of R such that DeL ~ M (L), 

R n 
where n 2 = [D:R]. Then the determinant defines an isomor-

det >L*. The homomorphism K1(D) ---> 

Kl(D eR L) then corresponds to a homomorphism D* ---> L* 

which we discussed in (III, §8); it is called the reduced 

norm. In fact, its image lies in ~ C L*, and the resulting 

homomorphism D* ---> R* is independent of L. Thus in order 
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that Kl(D) ---> K1(D eR L) be a monomorphism in the case 

above it is necessary that the kernel of the reduced norm be 
exactly [0*, D*]. When R is a number field this is the case, 
according to a theorem of Wang (see (V, 9.7». Of course it 
will also be true if D is commutative. From the latter one 
can easily deduce the following general result: Let A be a 

basically commutative R-algebra. Then G1(A) ---> Gl(A eR L) 

is a monomorphism. If, further, A is right regular, then 

Kl(A) ---> Kl(A eR L) is an isomorphism. We leave the proof 

of this as an excercise. 

(2.9) EXAMPLE. If A is a local Artin ring (i.e. A is 
a division ring) then the Cartan matrix of A is the one by 
one matrix (£A(A», where £A(M) is the length (of a Jordan-

Holder series) of an A-module M. If A is a product of local 
rings then the Cartan matrix is diagonal with positive 
diagonal entries. In particular it has positive determinant. 
The latter case covers all commutative Artin rings A. 

(2.10) EXAMPLE. If A is a regular Artin ring then 
(2.1) implies the Cartan homomorphisms are isomorphisms. It 
follows that the Cartan matrix has determinant +1 in this 

case. Moreover (2.2) implies that K1(A) ---> K1(A) is an 

isomorphism. 

As an exercise, let R be a field and show that 

A " ((~ :) I a, b, c c R} i, regular with Cartan matrix 

§3. RANK: Ko ---> Ho AND DET: ~ ---> Pic. 

In this section all rings will be commutative. 

Let A be a commutative ring and let X = spec(A). From 
(III, §3) we know that X is quasi-compact and that its 
lattice of open and closed subsets is isomorphic, via e 
1---> supp(eA), to the lattice of idempotents e E A (III, 
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3.14). We now introduce 

H (A) = {continuous functions: spec(A) ---> ~}, 
o 

where Z is given the discrete topology. If r s H (A) it 
o 
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follows from quasi-compactness that r is bounded, i.e. takes 

only finitely many values. Thus, the X = r-1{n} are 
n 

disjoint open sets, almost 
e is the indempotent such 

n 

all empty, whose union is X. If 
that X = supp(e A) then the e 

n n n 
are orthogonal and almost all zero, and 1 = Ie • 

n 

A ring homomorphism f: A ---> B induces a continuous 

map a f : spec(B) ---> spec(A), a f (£) = f-I(E) , and hence a 

ring homomorphism H (f): H (A) ---> H (B). It is easily 
o 0 0 

deduced from the remarks above that: 

(3.1) LEMMA. H (f): H (A) ---> H (B) is injective 
o 0 0 

if and only if Ker(f) contains no non zero idempotents. It 

is surjective if and only if every set of orthogonal idem­

potents in B lifts to such a set in A. 

According to (III, 7.1) we have [P: A] E H (A) for 
o 

P E ~(A), and (III, 7.2) implies that this induces a ring 

homomorphism, which we call rank, 

rk: K (A) 
o 

We shall write 

---> H (A). 
o 

Rk (A) = Ker(rk). 
o 

Its elements are of the form [P] - [Q] where [P:A] = (Q:A]. 
It follows from (III, 7.3) that rk is a natural transforma­
tion and hence that Rk (A) is a covariant functor of A. 

o 

We shall now construct a (natural) right inverse, 
s: H (A) ~ K (A), for rk. If e2 = e in A write r for the 

o 0 e 

characteristic function of supp(eA). These functions 
additively generate H (A). We propose to define 

o 
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E(~ n.r ) = ~ n.[e.A]. 
1 e. 1 1 

1 

The argument used in integration theory to show that a 
similar definition of the integral of step functions is well 
defined, shows that this E is well defined, and is a ring 
homomorphism. Moreover rk[eA] = r so E is a right inverse 

e 
for rk. If f: A ---> B is a homomorphism then H (f) carries 

o 
r to r f ( )' and K (A) -> K (B) e e 0 0 

sends [eA]A to [f(e)B]B; 

thus E is natural. We summarize: 

(3.2) PROPOSITION. The exact sequence 

rk o -> Rk (A) -> K (A) -> H (A) -> 0 
000 

is natural with respect to A. It is split by a ring homo­

morphism, E: H (A) ---> K (A), which is also natural, and 
o 0 

whose image is additively generated by all reA], e an 

idempotent in A. 

Next we treat Pic (A) as a category with product 
(SA) in the sense of Chapter VII. Evidently 

K Pic(A) = Pic(A). 
0= 

If P £ Pic(A) then EndA(P) = A, and hence AutA(P) = U(A), an 

abelian group. The single object A is cofinal in Pic (A) so 
(VII, 2.2) inplies 

U(A). 

If f: A ---> B is a ring homomorphism the functor SA B: 

Pic (A) ---> Pic (B) is product preserving and cofinal. 

Moreover, it is E-surjective, since this condition involves 
liftability of automorphisms in commutator subgroups, and 
all automorphism groups in Pic are abelian. Similary, if 

q C q are ideals in A then, for the same reason, the 
diagram 
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Pic (A/g) 

/-~ 
Pic (A) > Pic (AI s..~) 

satisfies the hypotheses of (VII, 5.4) and (VII, 5.5). We 
shall denote the oth relative group of f: A ---> B by 
Pic(f), or Pic(A, s..) if f is the projection modulo an ideal 
s... If F = ~A B: Pic (A) ---> Pic (B) then it is easy to see 

that the relative group denoted K1(Pic(A), F) is just 

U (A, s..) Ker(U(A) -> U(B)) 

Ker(U(A) -> U(A/s.)), 

where s.. = Ker(f). With this notation we now summarize the 
results of (VII, §5) alluded to above. 

(3.3) THEOREM. A ring homomorphism f: A ---> B with 

kernel s.. induces an exact sequence 

(1) 0 -> U(A, s..) -> U(A) -> U(B) -> Pic(f) 

---> Pic (A) ---> Pic (B) . 

(We write Pic(A, s..) for Pic(f) if f is surjective). If s..~ 

is an ideal containing s.. then we have an exact sequence 

(2) 0 -> U(A, s.) -> U(A, s..~) -> u(A/s..d~ Is..) 

---> Pic(A, s..) ---> Pic(A, s..~) ---> Pic(A/s..,s..~ Is..). 

(3.4) PROPOSITION. Assume s..c rad A. Then Pic(A) 

---> Pic(A/s..) is a monomorphism, and an isomorphism if A is 

s..-adically complete. Moreover U(A) ---> U(A/s..) is an 

epimorphism so Pic(A, s..) = o. 

Proof. This follows exactly as in the proof of its 
K-analogue, (1.3) above. 

(3.5) PROPOSITION. If A is semi-local then, for all 

ideals s.., Pic(A) = 0 = Pic(A, ~), and U(A) ---> U(A/s..) is 

surjective. 



462 K-THEORY OF PROJECTIVE MODULES 

Proof. The vanishing of Pic(A) follows, for example, 
from Serre's Theorem (IV, 2.7), and the surjectivity of 
U(A) ---> U(A/s) follows from (IV, 2.9). The exact sequence 
(1) now implies Pic(A, s) = o. 

The next objective is to construct a product 
preserving functor 

det: rCA) ---:> Pic(A). 

If [P:A] = r then det(P) hrp, the rth exterior power. 
However we must make some preliminary remarks to explain 
this when r is not a constant function on spec(A). 

Recall that the exterior algebra of M E mod-A is a 
graded anti-commutative algebra, 

_ a I 2 hM - h M ~ h M ~ h M ~ •.• , 

over A = hOM. Moreover M = hIM C hM is universal among 

A-linear maps h: M ---> h~, where h~ is an A-algebra and 

h(x)2 = a for all x E M. From this universal mapping 
property it is easy to establish a natural isomorphism 

heM ~ N) ~ heM) SA heN), 

where the right side i.s a tensor product in the sense of 
graded algebras. In particular, for each r ~ 0, there is a 
natural isomorphism of A-modules, 

( 3) II hi(M) SA hr-i(N). 
O<i<r 

Moreover hi(A) = a if i > 1. Thus (3) implies 

c 
hr(An) ~ A n,r. 

where c is the (binomial) coefficient of t r in (1 + t)n. 
n,r 

In particular 

Suppose 1 = Lei where the ei are orthogonal idem­

po tents in A. Then for each M E mod-A we have a canonical 
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identification, M = liMe .. In particular, for any integer 
1-

r > 0 we have ArM = liAr(M)e .• (We do not write Ar(Me.), 
1- 1-

which differs from Ar(M)e. when r = 0). 
1-
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Next suppose r is any continuous function from 
spec(A) to ~ taking only non-negative values. Then we can 
write I = Ze. as above so that r is constant, say with value 

1-

r., on supp(e.A), for each i. We then set 
1- 1-

r. 
1-

A (M)e .• 
1-

If we replace I Ze. by a finer decomposition then the 
1-

preceding paragraph shows that the new definition of ArM so 
obtained can be canonically identified with that above. 
Since any two decompositions have a common refinement we see 

that ArM is well defined, and it is a functor (non additive, 
of course) of M. 

If f: A ---> B is a ring homomorphism then there is a 
natural isomorphism, AA(M) GA B ~ AB(M GA B). i.e. A 

commutes with base change. It follows that there is a 
r~ 

natural isomorphism A~(M) 9 A B ~ AB (M 9A B), where r~ £ 

H (A) is the image of r £ H (A). In particular, we have the 
a 0 

following compatibility with localization. 

(5) (,E. £ spec(A». 

Finally, we propose to define 

det: ~(A) ---> Pic(A) , det(P) = A[P:A](p). 

Localizing, with the aid of (5), and using (4), we see 
indeed that det(P) £ Pic(A). If [P:A] rand [Q:A] = s are 

constant then Ai(p) = 0 = Aj (Q) for i > rand j > s. There­

fore the isomorphism (3) for Ar +s in this case becomes 

(6) det(P ~ Q) ~ det(p) GA det(Q). 

There is, in fact, such a natural isomorphism in general. By 
virtue of the manner in which det is defined, we can choose 
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a decomposition 1 = Le. so that [P:A] and [Q:A] are both 
~ 

constant on supp(e.A) for each i, and then one can easily 
~ 

reduce the construction of (6) to the case of constant rank. 

If we restrict the morphisms in ~(A) to isomorphism 
(a restriction that does not affect the-groups K.(A) = 

~ 

K.(P(A)) and their associated exact sequences) then det is 
~ = 

a functor. Moreover, it is natural in the sense 
A ---> B is a ring homomorphism, the square 

~(A) 

det(A) 

~(A) 

~ A B 
----"-'"----"» ~ (B) 

j det(') 

-~---=-;> Pic (B) 
A A B 

that, if f: 

commutes up to natural isomorphism. After a partial locali­
zation this reduces to the case of modules a constant rank, 
whereupon it follows from the commutativity of A with base 
change. From this we deduce a morphism of exact sequence 



,-... 
~ 
'-' 

0 ,-... 
-1-1 ~ 

,-... Q) ....... 
~ "t:l C) ...... • -r-I 

~o p... 

r 
,-... r <G ....... 

0 
-1-1 ,-... 

,-... Q) <G <G "t:l '-' 
'-' • C) 

0 '...1 
~ p... 

1\ ,-... 

i I 4-1 
'-' 

0 
-1-1 ,-... Q) ,-... 

4-1 "t:l 4-1 ...... ....... , 
C) 

0 '...1 
~ p... 

i 
,-... 

r ~ 
'-' 

.-< 
-1-1 

,-... Q) ,-... 
~ "t:l ~ 
'-' '-' 

.-< 0 
~ 

r 
,-... 

I <G 
'-' 

.-< 
-1-1 

,-... Q) ,-... 
<G "t:l <G '-' . '-' 

.-< 0 
~ 
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If P E Pic(A) then det(p) = Alp = P, and if u E 

AutA(P), detl(u) = u. Moreover if [Po a, Q]~ E Ko'(f) with 

P, Q E Pic(A) then deto(f) [p, a, Q]p = [p,-a, Q]Pic. It 

follows that the verticals in (7) ar~ epimorphisms. (They do 
not split because the inclusion Pic C ~ is not product 
preserving, so it does not induce a homomorphism). 

Recall that K (A) '" H (A) $ Rk (A), where the first 
000 

term is spanned by all [eA] with e2 = e. Since [eA:A] is 

zero on supp«l - e)A) and one on supp(eA) we have det(eA) 

(1 - e) (AoeA) $ e(AleA) = (1 - e)A $ e(eA) = A. Hence 

det (A) is trivial on the first term, H (A), and we are left 
° ° with an epimorphism 

det (A): Rk (A) --> Pic (A) • 
o 0 

If Im(K '(f) -> K (A»C Rk (A), Le. if H (A) -> H (B) 
o 0 0 0 ° 

is a monomorphism, then we can replace the K 's by Rk 's in ° 0 
(7) and preserve exactness. According to (3.1) this happens 
when Ker(f) contains no non zero indempotents. 

(3.6) PROPOSITION. If f: A ---> B is a homomorphism 

whose kernel contains no non zero idempotents then there is 

an epimorphism of exact sequences, 



Kl (A) -> Kl (B) ~> K "'(f) -> Rk (A) -> Rk (B) 

~ 

\detl(A) idetl(') ° Ideto(£) °ldeto(A) °ldeto(') '" " 

U(A) -> U(B) -> Pic(f) -> Pic (A) -> Pic (B) • 
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We shall now interprete what it means for det to be 
o 

an isomorphism. Recall that A-modules M and N are called 

stably isomorphic if M ~ An N ~ An for some n > O. 

(3.7) PROPOSITION. The following conditions are 

equivalent: 

(a) det (A): Rk (A) ---> Pic(A) is an isomorphism. 
o 0 

(b) If P s ~(A) has constant rank r > 0 then P is 

stably isomorphic to det P ~ Ar-1. 

(c) (i) A projective module of constant rank is 

stably isomorphic to a direct sum of invertible modules; and 

(ii) If P Q s Pic (A) then P ~ Q is stably isomorphic 

to (P ~A Q) ~ A. 

Proof. (a) ==:> (b) . ([P 1 - [ArJ) - ([det p] - [AJ) 

Rk (A) has trivial determinant, so 
0 

(a) implies [p ~ A] 

[det P ~ Ar ]. This clearly implies (b) . 

(b) ==:> (c). (i) is clear. Part (ii) also follows 
immediately once we note that det ~ ~ Q) = P GA Q. 

= 

s 

(c) ==:> (a). Condition (ii) implies that [P]p. 1---> 
lC 

[P]p - [A]p defines a homomorphism h: Pic(A) ---> Rko(A) , 

and=clear1y deto(A) 0 h = 1pic (A). Condition (i) implies 

that h is surjective, and this shows that det (A) is an 
o 

isomorphism. 

(3.8) COROLLARY. If max(A) is a noetherian space of 

dimension < 1 then det (A): Rk (A) ---> Pic(A) is an isomor-
- --- 0 0 

phism. 

Proof. Serre's Theorem (IV, 2.7) implies that a P as 

( ) h '" Ar - l f in condition b above is isomorp ic to L w or some 

module L, necessarily of rank 1. It follows that det P = 
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At r-l r-l det(L w A ) ~ det L G det(A ) ~ L SA A = L. q.e.d. 

We close this section with some remarks about det l · 

Under the isomorphism KI (A) ~ GL(A)/E(A) we see, from the 

definition of the usual determinant (see Bourbaki [ ] 
) that det l (A) is induced by det: GL(A) ---> U(A). 

The map U(A) GLI(A) ---> GL(A) splits this determinant, 

so we obtain a canonically split short exact sequence 

det l (A) 
o -> SKI (A) -> KI (A) > U(A) -> 0, 

where SKI (A) = SL(A)/E(A). Similarly, for any ideal ~C A 

we obtain a canonical decomposition 

KI (A, ~) = U(A, ~) i& SKI (A, ~) 

From Theorem (1.2) we therefore deduce: 

(3.9) PROPOSITION. !f~c~' are ideals in A then 

there are exact sequences SKI (A, ~) ---> SKI (A) ---> 

SKI (A/~) and SKI (A, ~) -> SKI (A, .9..') -> SKI (A/~, ~' /~ . 

(3.10) PROPOSITION. Let ~ be an ideal in A and let 

a = annA(~). If either ~ C rad A or A/~ is semi-local then 

SKI (A, ~) = O. 

Proof. The vanishing of SKI (A, ~) when ~c rad A 

follows from (1.3) (1), and its vanishing when A is semi­
local follows from (1.4). 

Set ~o = ~n~; since ~ a = 0 we have ~2 = 0 and 

hence ~ C rad A. From the exact sequence 0 = SKI (A, ~ ) 
o 0 

---> SKI (A, ~) ---> SK1(A/~, .9../.9..0 ) we see that it suffices 

to show that SKI (A' , SC) = 0, where A' = A/~, ~' = ~/~o. 
If we set~' = ~/Sa then we have ~'n~' = O. It follows 

therefore from (1.5) that SKI (A', ~') ---> 

SKI (A' /~', s..' + ~' /~') is a monomorphism (even an 
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isomorphism). Since A~/~~ = A/~ is semi-local the last 
group vanishes. q.e.d. 

(3.11) COROLLARY. Let ~C ~~ be ideals and let a = 
annA(~~/~)' !f A/£ is semi-local then SKI (A, ~) ---> SK1(A, 

~~) is an epimorphism. 

Proof. We apply (3.10) to kill SK1(A/~, ~~/~ in the 

exact sequence of (3.9). 

§4. THE STABILITY THEOREMS 

Throughout this section we fix a commutative ring R, 

and we shall write 

x = max(R). 

The support of an R-modu1e M refers here to its support in 

X: supp(M) = {~ £ X I Mm';' O}. 

(4.1) PROPOSITION. Suppose X is a noetherian space 

which is a union of a finite number of subspaces of 

dimensions < d. 

(a) !f u £ Ko(R) has rank ~ d then u 

P £ ~(R). 

[p] for some 

(b) !f P, Q £ ~(R) and if [P: R] > d then [P] [Q] 

=> P '" Q. 

Proof. (a) We can write u = [Q] - [Rn] for some Q £ 

~(R). Since [Q: R] = n + rank(u) ~ n + d it follows from 
n Serre's Theorem (IV, 2.7) that Q '" P ~ R for some P, so 

u = [P]. 

n n 
(b) If [P] = [Q] then P ~ R '" Q ~ R for some n. If 

[P: R] > d then the Cancellation Theorem (IV, 3.5) further 

implies that P '" Q. 



K-THEORY OF PROJECTIVE MODULES 471 

We have a similar result without finiteness assump-
tions. 

(4.2) PROPOSITION. (a) If u E K (R) has non negative 
- 0 

rank then nu = [p] for some n > 0 and some P E ~(R). (b). If 

p, Q E ~(R) and if [p] = [Q] then pn '" Qn for some n > O. 

Proof. (a) If we restrict to a direct factor of R we 
can, without loss, assume ~ has everywhere positive rank. 

Write u = [P] - [Rm]. Then P is defined over a finitely 

generated subring, R C R, and R is noetherian. Moreover u 
o 0 

m 
is the image of u = [p ] - [R ] where P E peR ) is such 

000 0 = 0 

that Po @R R '" P. For large enough n the rank of nuo will 
o 

exceed dim max(R ) so (4.1) (a) implies nu = [Q ] for some 
o 0 0 

Q • Thus nu = [Q SR R]. 
o 0 

o 

(b) Suppose IP] = [Q]. We can restrict to a direct 
factor of R and assume that P is faithful. Moreover there is 

an isomorphism h: P * Rm --> Q * Rm for some m. We can now 

choose an R C R large enough so that there exist P ,Q E 
000 

peR ) and h : P * R m --> Qo * Rom such that P = PO@R = 0 0 0 0 
o 

Q = Q S 
o R 

o 
R, and h h Q R. In particular [Po] = [Q ] 

oRo 
o 

in K (R ), so [P n] 
o 0 0 

n 
[Q ] for all n > O. With n large 

o 

enough so that [P n: R ] > dim max(R ) we can apply (4.1) 
o 0 0 

(b) to conclude that P '" Q , and hence P '" Q. q.e.d. 
o 0 

Let A be an R-algebra. We propose to introduce a 
filtration on K (A) from whose properties several useful 

o 
conclusions can be drawn. 

d d ~ 

Let C = c" C ~ C "") and C ~ = c" C ~ __ n_> 
n n-l n 

R, 

C~ "") be complexes in mod-A and mod-B, respectively, where 
n-l 

A and Bare R-algebras. Then we can define a complex 
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C @R C~ in mod-(A @R B) as follows: (C AR C~)n = II 
i+j=n 

C. 9R C.~. If a £ C. and a~ £ C.~ then D(a A a~) = da S a~ 
1. J 1. J 

+ (_l)i a @ d~a~. Suppose C is contractible, i.e. there is 

a morphism s: C ---> C of degree 

Then if S = s 9 1C~ we have DS + 
one such that sd + ds = 1C' 

SD = 1C @ C ~, so C S R C ~ 
R 

is also contractible. For let a S a~ be as above. Then 

DS(a @ a~) = D(sa 9 a~) = dsa S a~ + (_1)i+1 sa S d~a~ = 
H1 (a - sda) S a~ + (-1) sa S d~a~ = a 9 a~ - S(da @ a~ 

+ (_l)i a 9 d~a~) = a S a~ - SD(a 9 a~). 

If P is a finite complex in ~(A) we shall write 

A n 
X(P) = X (P) = L(-l) [p] £ K (A). 

n 0 

If P is acyclic then X(P) = 0 (see (VII, 4.1 (b»). If A 
---> B is an algebra homomorphism then K (A) --> K (B) 

o 0 

carries XA(P) to xB(P SA B). If Q is a finite complex in 

~(B) then the pairing Ko(A) 9K (R) Ko(B) ---> Ko(A 9R B) 
o 

A 9 B 
carries xA(P) S xB(Q) to X R (p SR Q). 

Recall from (III, 4.7) that the homology, H(P), of a 
finite complex P in ~(A) has closed support, 

supp (H(P» eX = max(R). 
m 

Since localization is exact it commutes with homology. 
Moreover, if a finite complex in peA) is acyclic then it is 
contractible (see (I, 6.6». Ther~fore we can write 

supp (H(P» = {~ £ X 
m 

H(P) ". O} 
m 

{~ £ X 

{m £ X 

H(P)".O} 
m 

P is not acyclic} 
m 

{~ £ X I P is not contractible}. 
m 
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If Q is a finite complex in P(B) as above then (P S Q) = = R m 
Pm 9R Qm, and we have seen above that the tensor product 

m -
is contractible if either factor is. Therefore we conclude 
that 

supp (H(P ~R Q))C supp (H(p))n supp (H(Q)). 
m m m 

(4.3) DEFINITION OF FiK (A). For i > 0, FiK (A) 
° - ° 

is the set of u £ K (A) satisfying the following condition: 
° Given a closed set Y C X, there is a finite complex P in 

~(A) such that x(P) = u and such that 

codiffiy (Y n supp m (H (P ) )) > i. 

(4.4) PROPOSITION. (1) The FiKo(A) are a descending 

chain of subgroups with FOK (A) = K (A) and with FiK (A) 
000 

o if i > dim X. 

(2) If B is another R-algebra the natural pairing 

KO(A) SK (R) Ko(B) -> Ko(A 9 R B) 
o 

FiK (A) S FjK (B) -> Fi+jK (A 9 
° 0 ° R 

particular K (R) is thus made into 
° K (A) into a filtered K (R)-module. 

o 0 

induces homomorphisms 

B) for all i, j ~O. In 

a filtered ring, and 

(3) An R-algebra homomorphism A ---> B induces 

homomorphisms FiK (A) ---> FiK (B) for all i > O. 
o 0 -

(4) If A is a finite R-algebra and if X is a 

noetherian space then 

FIK (A) n X Ker(K (A) -> K (A » . 
o .!!!£ 0 0 m 

In particular FIK (R) Rk (R) and Rk (R)d+l = 0, where 
o 0 --- 0 

d = dim X. 

Proof. (1) Let u, v £ FiK (A). To show that u + v £ 
o 
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i 
F K (A) suppose we are given Y closed in X. If P and Q are 

o 
finite complexes in ~(A) serving as in definition (4.3) for 

u and v, respectively, then P $ Q serves for u + v, and 

P (-1) (where P (-1) = P 1) serves for -u. The latter is 
n n-

clear because H(P)-l)) = H(P) (-1). The former follows from 

the fact that supp(H(P) $ H(Q» = supp(H(P» U supp(H(Q) 

and the fact that the codimension of a union of two closed 
sets is the minimum of the two codimensions. It is evident 
that the filtration is decreasing. If u £ FiK and if i > 

o 
dim X then we can choose P so that u = X(P) and codi~(Xn 

supp(H(P») ~ i > dim X. This implies H(P) = 0, i.e. P is 

acyclic. Therefore u x(P) = 0. 

(2) Suppose u E FiK (A) and v £ FjK (B), and let w be 
o 0 

the image in Ko(A QR B) of u 0 v. We must show that w E 

Fi+jKo(A 0R B), so suppose we are given a closed Y C X. 

Choose a finite complex P in ~(A) such that xA(P) = u and 

codi~.(Z) > i, where Z = Y n supp (H(P). Now choose a 
y - m 

finite complex Q in ~(B) such that XB(Q) = v and codimz(Zn 

supp(H(Q»)) ~ j. We now contend that the finite complex 

P 0R Q in ~(A 0R B) satisfies the requirements of (4.3) for 

A OR B A 
wand Y. Evidently X (p OR Q) is the image of X (p) 0 

xB(Q) = u 0 v, and hence equals w. Moreover we have seen 

above that sUPPm(H(P 

Hence 

OR Q») C supp (H(P» n supp (H(Q». m m 

codiffiy(yn suPPm(H(P SR Q)>> 

> codiffiy(Y n sUPPm(H(P) n sUPPm(H(Q») 

codiffiy(Z n sUPPm(H(Q») 

~ codiffiy(Z) + cOdimz(Z n suPPm(H(Q») 

> i + j. 
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(3) Let A ---> B be an R-algebra homomorphism and let 

U € FiK (A). Given Y closed 
o 

in X choose a complex P for u as 

in (4.3). Then sUPPm(H(P SA B» C supp (H(P». This follows, 
m 

as above, by localizing and using the contractibility of P 
m 

for m s supp H(P). The image, v, of u in K (B) is clearly 
m 0 

XB(P e B), so v s FiK (B). 
A 0 

(4) Suppose u s F1Ko(A) and ~ € X. Then we can find a 

complex P such that X(P) = u and such that codim{m} ({~} n 

sUPPm(H(P») ~ 1. The last condition implies ~ i supp(H(P», 

so P is acyclic and hence u goes to zero in Ko(A ). 
m m 

Conversely. suppose usn Ker(K (A) ---> K (A ». 
msX 0 0 m 

We claim u s FIK (A), so suppose we are given a closed Y in 
o 

X. Since S is (now assumed to be) noetherian we can write Y 
as an irredundant union of irreducible closed subsets, say 
Yl""'Y . Choose distinct m. s Y. (1 < i < n). If we write n ~ l - -

U = [pJ - [Q] then, by assumption, [P ] = [Q ] in Ko(A ) m. m. m. 
-l -l -l 

for each i. After adding a 
Q we can even assume P 

m. 
-l 

large free module to both P and 
Q for each i. Since HomA 
~i m. 

-l 

(p , Q ) = HomA(p, Q) we can find hi: P ---> Q such that 
m. m. m. 
-l -l -l 

hi is an isomorphism (1 2 i 2 n). Since the m. are 
m. -:L 
-l 

comaximal the Chinese Remainder Theorem gives us an h s 
i 

HomA(P, Q) such that h - h s ~i . HomA(P, Q), (1 2 i < n). 

Locally we have m. A C rad A because A is a finite 
-:L m. m. 

-l -l 

R-algebra. Hence it follows from Nakayama's lemma (see (III, 

2.12», since h 
m. 
-l 

rad A ,that h 
m. m. 
-:L -l 

is congruent to the isomorphism hi 
m. 
-l 

mod 

itself is an isomorphism. Therefore the 

complex C = ( .. 0 ---> P ~> Q ---> 0 .. ), where Q = C , is 
o 
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acyclic at each m., and clearly X(C) = u. Since Z = Y n 
-:L 

supp(H(C)) misses at least one point, m., in each irreducible 
-:L 

component Y. of Y we conclude finally that codi~_(Z) > 1, as 
1. y -

required. 

It is clear that Rk (R) = n Ker(K (R) ---> 
ornE X 0 

K (R )). Consequently (1) 
o m 

and (2) imply now that Rk (R)n c 
o 

F~ (R) = 0 if n > dim X. 
o 

q.e.d. 

(4.5) COROLLARY. Suppose X is a noetherian space of 

dimension ~ d. Let P E ~(R) be faithful, and let n be the 

least common multiple of its local ranks. Then there is a 

Q E ~(R) such that P 9R Q ~ Rnd+l. 

Proof. Clearly we can find r E Ho(R) such that r[P: R] 

= n. In the decomposition Ko(R) = Ho(R) ~ Rko(R) write [P] 

[P: R] - t. Then r[P] = n - rt. Therefore, modulo the 

principal ideal [P] Ko(R) , we have n = rt, and (rt)d+l = 0 
d+l by part (4) of (4.4) above. It follows that n E [P] Ko(R); 

d+l d 
say n = [P]u. Then the rank of u is > n > d so (4.1) (c) 

implies u = [Q] for some Q. Since [P 3R~] =-nd+1 = Rnd+1], 

and since nd+1 > d, it follows from (4.1) (b) that P 9 Q ~ 
Rnd+l. R 

Without finiteness assumptions we have: 

(4.6) PROPOSITION. Rk (R) is a nil ideal. If P E 
o 

~(R) the following conditions are equivalent: 

(1) P is faithful (and hence faithfully projective in 

the sense of (II, §l)). 

(2) [P: R] is everywhere positive. 

(3) Every K (R)-module annihilated bX [p] is torsion. 
o 

(4) There is a Q E ~(R) and an n > 0 such that 
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Proof. Since K (R) is the direct limit of the K (R~), 
o 0 

where R~ ranges over finitely generated, and hence 

noetherian, subrings R~ of R, the fact that Rk (R) is nil 
o 

follows from the corresponding property of each Rk (R~) 
o 

(see (4.4) (4». The equivalence of (1) and (2) follows from 
(III, 7.2). If [P: R] is everywhere positive we can solve 
r[P: R] = n > 0 in H (R), just as in the proof of (4.5) 

o d 
above. Then r[P] = n - s for an s E Rk (R). Since s = 0 for 

o 
some d > 0 it follows that nd E [P] K (R), and this implies 

o 
(3) • 

Further, (3) implies t[P] = n for some n > 0 (apply 

(3) to K (R)/[P] K (R». Choosing n larger, if necessary, we 
o 0 

can force t to have large rank, so that a multiple of t is 
of the form [Q], by (4.2) (a). Thus, with a further enlarge­
ment of n we can solve [Q] [P] = n for some Q E ~(R). Since 

n m 
[Q SR P] = [R ] it follows from (4.2) (b) that (Q SR P) 

Qm SR P ~ (Rn)m = Rnm for some m > O. This proves (4). 

The implication (4) ~ (1) is trivial, so the 
proposition is now proved. 

(4.7) COROLLARY ("Torsion Criterion"). Let R --> L 

be a monomorphism of commutative rings such that L E ~(R). 

Let A be an R-algebra. Then 

(i 0, 1) 

and 

Ker(G. (A) -> G. (L SR A» 
:L :L 

(i = 0, 1) 

are torsion groups. If max(R) is a noetherian space of 

dimension < d then these kernels are annihilated by nd+l , 

where n is the least common mUltiple of the local ranks of L 

over R. 
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Proof. According to (1.8) there is a homomorphism 
K. (L e R A) -> K. (A) whose compos i te with K. (A) --> 

1 1 1 

K.(Le R A) is multiplication by [L] E K (R) on K.(A) (i = 0, 
1 R 0 1 

1). Similarly we have this also for the functors G. (i = 0, 
1 

1). It follows that all the kernels in question are anni­
hilated by [L]R' The assertions of the corollary therefore 

follow from (4.6) (3) and from (4.5), respectively. 

§5. FIBRE PRODUCTS; MILNOR'S THEOREM 

Let 

h2 
A > A2 

(1) hI f2 

Al 
fl 

> A~ 

be a cartesian square of ring homomorphisms. Thus A = {(aI' 

a2) E Al x A2 I flal = f2a2}, and the h. are induced by the 
1 

coordinate projections. Writing ~~ = ~(A~) and ~i ~(Ai) 

(i = 1, 2), we obtain a square of functors 

H2 
~(A) > ~2 

(2) HI IF, S: FIHI --> F2H2 

~l > P' 
Fl = 

where Fi = 8A. A' and Hi = @A Ai (i = 1, 2), and S is the 
1 

natural isomorphism arising from the isomorphisms (p 8A Ai) 

eA. A~ ~ P @A A~ (i = 1, 2). 
1 

We also have the fibre product category P 

~2 (see(VII, §3» and the cartesian square 

~l x p' 
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(3) 

G2 
P ---=--> ~2 

IF,. "' FlGI ---> F2 G2' 

--=:--> P~ 
Fl 

The universal property of (3) implies there is a unique 
functor 

T: ~(A) ---» ~, 

such that H. = G.T (i = 1, 2) and such that S = aT. 
1. 1. 

(5.1) THEOREM (Milnor). If fl or f2 is surjective 

then the functor 

T: ~_(Al xA~ A2) -> peAl) x P_(A2) 
~(A~) 

is an equivalence. 

Proof. Write _M_~ = mod-A~, M. = mod-A. (i = 1, 2), and 
=1 1 

~ = MI XM~ ~2' These contain the corresponding categories 

above, and the terms of diagrams (2) and (3) above can be 
embedded in the corresponding terms of diagrams 

H2 
~2 

G2 
mod-A ---> M---> ~2 

Hil j F, and GI jF' . 
~i~> M~ ~l Fl 

> M~ 

We confuse the functors F, G, and H here with the functors 
they induce on the smaller categories. As above we obtain a 
functor T: mod-A ---> M which induces the one above. We 
shall now construct an-adjoint, S: M ---> mod-A, for T. If 
M = (Ml , aM' M2) £ ~ we form the cartesian rectangle 
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SM ---------------------------> M2 

Explici tly, 

Now it is clear that SM has naturally the structure of a 
right A-module, and that M 1---> SM defines an additive 
functor from M to mod-A. To show that S is adjoint for T we 
must exhibit a natural identification, 

RomA(N, SM) = Ro~(TN, M), 

for N £ mod-A and M £ M. By the very construction of SM as a 
fibre product we have 

Now there is a standard identification RomA(N, Mi ) = RomA 
i 

(N GA A., M.) = RomA (R.N, M.), etc., so we then can write 
1 1 . 1 1 

1 

{(h 1 , h2) 1 h. £ RomA (R.N, M.) 
1 . 1 1 

1 

Homt-/TN, M). q.e.d. 

The natural transformation ¢N: N -----> STN is clearly an 

isomorphism when N = A. By additivity, therefore, it follows 
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that ¢p is an isomorphism for all P E peA). 

So far we have made no special assumptions. We shall 
now show that if f1 (or f 2) is surjective then T: ~(A) --> 

P is cofinal (with respect to @). This means that, given 
U E ~, there is a V E P and aPE ~(A) such that U @ V TP. 

It will then follow that SU @ SV ~ STP ~ P (via ¢ ) so that 
P 

SU E ~(A). Thus S then induces an adjoint S: ~ --> ~(A) to 
T: peA) ---> P. Moreover it will follow from (I, 7.4) that 
the~e functor~ are inverse equivalences. Thus the theorem 
will be proved once we show that T is cofinal. 

If f1 is surjective then we have seen in the proof 

of (1.2) above that the functor F1: ~1 ---> ~~ is E-surjec­

tive, and hence the diagram (3) is E-surjective in the 
sense of (VII, §3). It follows therefore from (VII, 3.4 (b» 
that T is cofinal. q.e.d. 

(5.2) Remark. This theorem says that a cartesian 
square (1) in which f1 or f2 is surjective leads to a square 

(2) which, up to equivalence, is also cartesian. If all the 
rings that intervene are commutative then we can deduce 
other such equivalences. For example the squares analogous 
to (2) with Pic, Quad, or Az replacing ~ (cf. (VII, 1.1» 
are also essentially' cartesian. The same applies to various 
other categories of "structures on projective modules". In 
each case the basic equivalence can be deducted easily from 
that of Milnor's Theorem. The importance of this observation 
is that essentially all of the results which we shall now 
deduce for ~ have valid analogues for these other categories. 

(5.3) THEOREM (Milnor). Let 

h 
A _--,-2 -> A2 

be a cartesian square of ring homomorphisms in which f1 or 

f2 is surjective. Then there is an exact Mayer-Vietoris 
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seguence 

( 4) Kl (A) --> KI (AI) ~ KI (A2) --> KI (A') --> K (A) 
0 

--> K (AI) ~ K (A2) --> K (A') 
0 0 0 

If these rings are all commutative there is also an exact 

Ma~er-Vietoris sequence 

(5) 0 -> U(A) -> U(Al) ~ U(A2) -> U(A') 

-> Pic(A) --> Pic(A l ) ~ Pic(A2) 

--> Pic(A'), 

and an epimorphism of exact seguences, det: (4) ---> (5). 

Proof. The Mayer-Vietoris sequences are just those of 
(VII, §4). They apply here thanks to Milnor's Theorem and to 
the fact that the cartesian square (2) is E-surjective. The 
morphism of cartesian squares, 

peA) 

det: = i 
~(Al) 

> ~(A2) 

1 
-----> 

> ~ (A') 

Pic(A) > Pic(A2) 

! 
Pic(A 1) > 

. ! 
Plc(A ') 

when the rings are commutative, induces a morphism of 
Mayer-Vietoris sequences, and we know from §3 that the 
latter is surjective. Finally, the fact that UCA) ---> U(AI) 
~ U(A2) is injective is clear. q.e.d. 

(5.4) THEOREM. In the setting of Theorem (5.3) the 

natural homomorphisms 

are isomorphisms. If the rings are commutative then the 

corresponding homomorphisms 

are also isomorphisms. 

Proof. These are just the excision isomorphisms of 
(VII, §~ 
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The Mayer-Vietoris sequences are useful mainly for 
getting information about K (A), and about Pic(A) when A is 

o 
commutative. It is therefore convenient to show how 
cartesian squares arise starting from A. 

(5.5) EXAMPLE. Both fl and f2 are surjective. We 
start with two sided ideals gJ and .92 in A such that gl n .9..2 
= O. Then the square 

A ---------> AI.92 

l ! 
AlgI > AlgI + .9..2 

is cartesian. Excision implies that Ko(A, .9..1) ~ 

Ko(A/.9..2 • ..9..1 + .9..21.9..2), and similarly for Pic in the commuta­
tive case. Note that the Kl analogue of this was already 
proved in (1.5). Examples of this type arise in (XI, §5). 

(5.6) EXAMPLE. fl is injective and f2 is surjective. 

Let A be a subring of B and let c be a two sided B-idea1 
contained in A. Then we obtain a cartesian square 

A --.>!..j---> B 

! t 
A/~ Y > B/~ 

where j and j~. are the inclusions. We shall call this a 
"conductor situation" because it arises frequently when ~ is 
the conductor from an integral domain A to its integral 
closure. B, and in similar situations. Examples of this type 
occur in Chapters X and XI. In this case the excision 
isomorphisms are 

K ~(j) ---> K ~(j~) and K CA, c) 
o 0 .. 0-

-
--> 

Similary, in the commutative case we have isomorphisms 

Pic(j) ---> Pic(j~) and Pic(A, .0 ----> Pic(B, ~). 

(5.7) EXAMPLE. Both fl and f2 are injective. A 

diagram of ring inclusions 
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A c 

n n 

c A~ 

is cartesian if A = Al n A2 . The theorems above do not apply 

here except in the trivial case, A~ = Al or A2 • Nevertheless 

there is a Mayer-Vietoris sequence for the cartesian square 
(3) where we put ~(AI) x~(A~) ~(A2) in place of ~(A). This 

sequence will be used in-(XII, §9) where we study K of the 
o 

projective line over A. 

There is a special case of an eXC1Sl0n isomorphism 
for KI which we shall have occasion to use. 

(5.8) PROPOSITION. Let B = TIl. B. be a product of --- <l<n 1 

rings and let A C B be a subring whose projection into each 

Bi is surjective. Let ~ be a two sided ideal of B which is 

contained in A. Then the natural homomorphism KI(A, ~) ---> 

KI(B, ~) is an isomorphism. 

Proof. GL(B, ~) consists of all matrices a in GL(B) 

such that a - I and a-I - I have coordinates in c. It 

follows that a and a-I have coordinates in A so we see that 

GL(A, ~) = GL(B, ~). 

Since (KI(A, ~) -> KI(B, ~)) = (GL(A, ~)/E(A, ~) -> 

GL(B, c)/E(B, c)) the proposition will be proved once we 
show that the inclusion E(A, ~) C E(B, ~) is an equality. 

Let S denote the set of elementary matrices which are 
= I mod c. Then E(A, c) (resp., E(B, ~)) is the normal 
subgroup-of E(A) (resp., of E(B)) generated by S. (See (VI, 
§ 1) .) 

Since c is a B-ideal it is the direct sum of ideals 
c. such that ~. projects monomorphically into Bi (1 ~ i ~ n), 
-1 -----J. 

and to zero in B. for j f i. Let S~ denote the set of € E S 
J 
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such that £ = I mod c. for some i. The group generated by S~ 
-1 

evidently contains S, so E(B, ~) is the group generated by 

all S £ S-l with S E E(B) and £ E S~. It therefore suffices 

to show that each such S £ S-l E E(A, c). In the (ITB.)-coor-
- 1 

dinates we can write S (Sl, S2""'S ) and, say, £ = (£1' 
n 

1, ... ,1), assuming £ - I mod ~1' Since A --~> Bl is 

surjective, by assumption, it follows that E(A) ---> E(Bl) 

is surjective (see (V, 1.1)). Therefore, since Sl E E(E 1), 

we can find a = (Sl, a2, •.• ,a ) E E(A). Then S £ S-l = 
n 

-1 _-1 (S 1 £ 1 S 1 , I, •.. , I) - a £ a E E (A, ~). q. e . d. 

We shall next establish a weak Mayer-Vietoris type 
proposition for the functors G .. 

1 

(5.9) PROPOSITION. Let 

h2 
A ----:> A2 

be a cartesian square of right noetherian rings, all of 

which are finitely generated right A-modules. Assume that fl 

or f2 is surjective. Then the restriction homomorphisms 

induce epimorphisms 

---> G. (A) 
1 

(i=O,l). 

Proof: The homomorphisms above are induced by the 
"restriction" functor from ~(Al x A2) to ~(A). According to 

(VIII, 3.3) it suffices to show that every M E ~(A) has a 
characteristic finite filtration whose successive quotients 
are (restrictions of) (AI x A2)-modules. 

Let c. = KerCh.) (i = 1,2), and assume, say, that f2 
-1 1 

is surjective. Then hI is also surjective, and ~l n ~ = 0 
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because A --> Al x A2 is a monomorphism. Now we claim that 

o c M~I C M is the required type of filtration. It is 

certainly characteristic, and M/M~I is a module over A/~I 

AI' and hence over Al x A2 . We conclude the proof by showing 

that M~I is an (AI x A2)-modu1e. For this it suffices to 

show that ~I itself is an A2-modu1e. But ~I = 0 x c where ~ 

Ker(f2), so ~I is an ideal in Al x A2 .q.e.d. 

(5.10) COROLLARY. Let B = TIl' B. be a product of 
-- <l<n 1 

rings and let A C B be a subring that projects onto each 

factor B .• Then the homomorphisms G.(B) 
1 1 

1l.G. (B.) -> G. (IV 
J 1 J 1 

(i = 0, 1) are surjective. 

Proof. Let AI~ be the projection of A into B2 x ••• x 

B • Then there is a fibre product diagram, 
n 

A ----> AI~ 

I j 
BI > A" 

to which we may apply 

G. (AI~) -> G. (A) is 

(5.9) and conclude that G.(B I ) $ 
1 

1 1 
surjective (i = 0,1). By induction on n 

we conclude further that G.(B2)$ 
1 

surjective. q.e.d. 

... $ G.(B) -> G.(AI~) is 
1 n 1 

We close this section now by describing the behavior 
of H on a fibre product. This information is required in 

o 
certain calculations to be made in Chapter XII. 

(5.11) PROPOSITION. Let 

A 
h2 

> A2 

(1) hI f2 

Al fl 
> A~ 
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be a cartesian square of homomorphisms of commutative rings 

in which f1 ££ f2 is surjective. 

(a) The square, 

spec(A) < spec(A2) 

(6) ah1 a f 2 

spec(A1) < a f1 
spec(A~) , 

is cocartesian in the category of topological spaces. 

(7) 

(b) The sequence 

o -> H (A) 
o 

(H (f 1), H (f 2) ) 
_____ o ______ ~o ______ ~> H (A~) 

o 

is exact and Coker(H (f1), H (f2)) is a torsion free abelian 
o 0 

~. 

Proof.(a) Say f2 is surjective. Then we can factor 

f1 into an epimorphism followed by a monomorphism. In any 

category, if the two squares of a rectangle 

. ---> --> 

are (co)cartesian then so also is the rectangle. Hence it 
suffices to treat separately the cases 

(i) f1 is also surjective; and 

(ii) f1 is injective. 
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(i) In this case we can write A. = A/a. (i = 1, 2), 
l -:l 

and A~ = A/(~l + Q2), where ~l and Q2 are ideals such that 

~l n gj = O. (See example (5.5)~J Then all spec's in 

question can be identified with closed subsets of spec(A) , 
via the inclusions in diagram (&). With this identification 
we have 

These relations show that (6) is cocartesian. 

V(~l n Q2) 

spec(A) 

spec(A~). 

(ii) In this case we can identify A with a subring 

of A2 , and we have Al = A/~ and A~ = A2/~ for some A2-ideal 

~C A1 • (See example (5.6).) Then we can identify spec(A1) 

VA(~) C spec(A) and spec(A~) = VA (~) C spec(A2). Moreover 
2 

spec(A2) ---> spec(A) sends ~ to ~nA. We must show that 

spec(A) is the union of VA(~) and of the image of spec(A2), 

and that if P E spec(A2) is such that ~n A E VA(~) then ~ 

E VA (~). The latter is just the implication: "~n A::> ~ 
2 

=:> ~ ::> ~". which is trivial. It remains to be shown that if 

~ E spec(A) and ~~ ~ then ~ is the restriction of a prime 

in A2 _Choose t E ~, t i ~. Then t is a unit in A . On the 
~ 

other hand tA2 C ~ C A, so we conclude that A = (A2) . Let 
~ ~ 

~ E spec(A2) correspond to the maximal ideal of (A2 ) • Then 
~ 

~n A = ~; q.e.d. 

(b) Since (6) is cocartesian it follows, by defini­
tion, that Cont. maps«6), G) is a cartesian square of sets, 
for any topological space G. If G is an abelian group with 
the discrete topology then Cont. maps«6)~ G) is a diagram 
of abelian groups, and, being cartesian as a diagram of 
sets, it is also cartesian as a diagram of abelian groups. 
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Taking G = ~, therefore, we deduce the exact sequence (7) of 
H IS. Because of the quasi-compactness of spec(A) we have 

o 
Cont. maps (spec(A) , G) = H (A) ~ G for any discrete abelian 

o 
group G. Therefore (7) is an exact sequence of groups of the 

h form (7) = (0 ---> M ---> MI ---> M2) such that (7) B G 
o 

remain exact for all abelian groups G. Taking G = ~/n~ we 

deduce easily that nM2 n Im(h) = n . Im(h). In our example 

M2 = H (A~) is torsion free, so the fact that nM2 n Im(h) 
o 

n . Im(h) for all n £ ~ implies that Coker(h) is torsion 
free. q.e.d. -

(5.12) COROLLARY. In the setting of (5.11) we have a 

commutative diagram with exact rows and columns 



0 0 0 0 0 0 

I I j J j 
SKI (A) -, SKI (AI) j SKI (A,) -> SKrA') -> SKrA) -> SK, (AI) 1 SK, (A,) -> SK(AJ 

.J:-
KL -> KI (AI) ~ KI (A2) -> KI (A~) -> Rk (A) -> Rk (AI) ~ Rk (A2) -> Rk (A) \0 

0 

I I I I 0 I' j 
0-> U(A) -> U(AI) ~ U(A2) -> r) -> PirA) -, Pic(AI) i Pic(A,) -> PirKl 

I I 
0 0 0 0 0 0 
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The maps from the middle to bottom row are determinants, and 

we have introduced the notation SK (C) 
o 

commutative ring C. 

Ker(det (C» for a 
o 

Proof. If we replace Rk by K then the middle row 
o 0 

becomes the Mayer-Vietoris K-sequence of the cartesian 
square (1) in (5.11). The exact sequence (7) in (5.11) shows 
that the image of the connecting homomorphism, KI(A~) ---> 

K (A), in the Mayer-Vietoris sequence actually lies in 
o 

Rk (A), and that the resulting sequence above, with Rk 's 
o 0 

replacing the corresponding K 's, is exact. The bottom row 
o 

is the Mayer-Vietoris Pic-sequence, and the top row is the 
kernel of the determinant homomorphism from the middle row 
to the bottom. The exact homology sequence now implies that 
the top row is exact. q.e.d. 

(5.13) COROLLARY. Suppose, in the setting of (5.11), 

that det (AI), 
-- 0 

that SK (A.) = 
-- 0 1-

an isomorphism 

det (A2) , and detl(A~) are isomorphisms (i.e. 
o 

o = SKI(A~) (i = 1,2». Then det (A) is 
-- 0 

also. 

§6. THE EXACT SEQUENCES OF A LOCALIZATION 

In this section we fix a commutative ring R and a 

multiplicative set S in R. If A is an R-algebra then we have 

the localization, 

Up to equivalence, we can view this as a quotient functor in 
the sense of (VIII, §5) (see example (VIII, 5.2». Conse­
quently we can apply the results of (VIII, §5), and that is 
the purpose of this section. 

We begin by studying the functors G., so assume first 
1-

that A is right noetherian. Then we can treat 

(1) ~S (A) c ~(A) 
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as a quotient functor, where ~S(A) is the full subcategory 

of S-torsion modules M (i.e. S-IM = 0). Moreover we shall 
write 

G.(A, S) = K.MS(A) 
~ ~= 

(i = 0, 1). 

In the special case when S = {tn I n ~ O} consists of 
powers of a single element then we have ~(A/tA) C ~S (A) as 

the subcategory of modules killed by t. If M £ ~S(A) then 

Mtn = 0 for some n so 0 = Mtn c Mtn-IC ..• C Mt 0 = M is a 

characteristic finite filtration with quotients in ~(A/tA). 
It follows therefore from (VIII, 3.3) that 

G. (A, {tn }) " G. (A/tA) 
~ ~ 

(i = 0, 1). 

The next proposition summarizes part of (VII, 5.5). 

(6.1) PROPOSITION. The sequence 

G (A, S) -> G (A) -> G (S-lA) -> 0 
o 0 0 

induced by (1) is exact. Moreover there is a unique homomor­

phism a: Gl(s_lA) ---> G (A, S) such that a[S- lM, S-la] = 
o ' 

[Coker a] - [Ker a] whenever M £ ~(A) and a £ EndA(M) is 

such that S-la is an automorphism. 

(6.2) THEOREM. (Heller-Reiner [1]) Let A be a right 

noetherian R-algebra as above. Assume there is a nilpotent 

ideal J C S-IA such that B = (S-lA)/J is right regular. 

(This is the case, for example, if S-IA is a right Artinian 

ring.) Then the sequence 

---> 0 

is exact. 

Proof. We begin by observing that, under the functor 

S-l :~(A) ---> M(S-lA), finite filtrations and resolutions of 
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objects can be lifted. Specifically: 

(i) If M s ~(A) and if 0 = NoC N1C. .. c Nn = S-lM 

is a finite filtration in ~(S-lA), then it is the localiza-

tion of a filtration 0 = M C M1c ... C M 
o n 

M in ~(A). 

(ii) If 0 ---> N ---> ... ---> N ---> S-lM ---> 0 
n 0 

is an exact sequence in ~(S-lA) then it is (isomorphic to) 
the localization of an exact sequence 

o ---> M --> ... --> M --> M --> 0 in M(A). 
n 0 

These facts follow from (III, 4.6) 

Now we consider the subcategories 

C ~ = PCB) C C~ = M(B) C M(S-lA), 
=0 = = = = 

where the second inclusion is the identification of B-modulffi 

with S-lA-modules killed by J. Next we introduce 

C C =0 C C ~(A) 

where C (resp., C ) is the full subcategory whose objects =0 
are those M such that S-lM s C~ (resp., such that S-l M s 

C ~). If N s M(S-lA) then N ~ NJ ~ NJ 2 ~ .•. gives a finite 
=0 = 
and characteristic g~-filtration, since J is nilpotent. It 
follows from (i) above that every object of ~(A) has a 
finite g-filtration as well. Therefore we can apply (VIII, 
3.3) to-conclude that the verticles in the commutative 
diagram 

G1(S-lA) --> G (A, S) --> G (A) --> G (S-lA) --> 0 

1 

0 0 

o I II 

K 1 (~~) --> G (A, S) -> K (C) -> K (C~) 
0 o = 0 = 

are isomorphisms. It therefore suffices to show that the 
bottom row is exact at G (A, S), the exactness at the other 

o 
points being covered by (6.1) above. 
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The regularity hypothesis on B means that every 
object of C~ = M(B) has a finite resolution in C ~ = PCB). 

= = =0 = 
Property (ii) above now further implies that every object of 
C has a finite C -resolution. Thus we can apply (VII, 4.2) 
= =0 
and (VII, 4.6) to conclude that the verticals in the 
commutative diagram 

G (A, S) 
o 

-> K (C) -> K (C~) 
o = 0 = 

II 

are isomorphisms. Thus we are reduced to proving exactness 
of the bottom row. But this follows now from (VII, 5.5) 
because the category C ~ = PCB) is semi-simple. q.e.d. 

=0 = 

In considering the functors K. now we no longer assume 
1. 

that A is right noetherian. We shall write 

(2) ~S (A) C ~(A) 

where ~S(A) is the full subcategory whose objects are the 

S-torsion modules in ~(A) (cf. (III, §6)). Moreover we write 

K. (A, S) = K. HS (A) 
1. 1.= 

(i = 0, 1) 

(6.3) THEOREM. Let A be an R-algebra on which 

multiplication by any s E S is injective. Then there is a 

unique homomorphism d: Kl(S-lA) ---> K (A, S) such that 
o 

d[S-lp, S-la] = [Coker(a)] whenever P E ~(A) and a E EndA(p) 

is such that S-la is an automorphism. The sequence 

Kl (A) -> Kl (S-lA) _d_> K (A, S) -> K (A) 
o 0 

---> 

resulting from this and (2) above, is exact. 
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Proof. The conclusions of this theorem follow 
directly from those of (VIII, 5.8), so we need only verify 
the three hypotheses of that theorem. The first one is 
clear. The second requires that if f: P ---> Q in ~(A) is 

such that S-lf is a monomorphism then f is already a mono­
morphism. This follows from the commutative square 

h 
P 

P 
f 

------:> Q 

and the fact that hp is a monomorphism. The latter condition 

on hp follows, in turn, from the fact that p is prqjective 

and that the s £ S are not devisors of zero on A. The third 
hypothesis of (VIII, 5.8) requires that if Q C P £ ~(A) and 

if 8-1 (p /Q) = 0, then there is a p ~ C Q such that p ~ £ ~ (A) 

and 8- 1 (p /p~) = O. Since P is finitely genera ted there is an 

s £ S such that (P /Q) s = O. Therefore p ~ = Ps '" p fills our 

needs. q.e.d. 

In the setting of Theorem (6.3), if A is also right 
noetherian, then we have a "Cartan homomorphism" between the 
two sequences: 



0 

--- r < 
I 

CI) 

--- ---< 0 < ...... u ...... 
I • I 
CI) CI) 
'-' 

0 0 
~ t!:I 

I '"' I < 
'-' 

0 

--- u ---< . < '-' '-' 
0 0 

~ t!:I 

---I 
CI) 

I < '-' 

--- 0 '"' CI) u CI) 

~ 

< < '-' '-' 
0 0 

~ t!:I 

r ,..... I < ...... 
I 

--- CI) ---< '-' < ...... ...... ...... 
I U I 
CI) . CI) 

'-' ...... ...... 
~ t!:I 

I 
---< '-' 

...... 
~ 

496 
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If A is right regular then so also is S-lA and the verticals 
are isomorphisms. Thus we can splice the two sequences in 
this case. We record this: 

(6.4) COROLLARY. In the setting of Theorem (6.3) 

suppose that A is right regular. Then there is an isomor­

phism of exact sequences 



0 0 

I r 
r-. r-. 
~ ~ .... .... 
I I 
UJ • UJ 
'-' 

0 0 
:><: c..? 

r r 
r-. r-. 
~ ~ 
'-' . '-' 

0 0 
:><: c..? 

r r 
........ ........ 
UJ UJ 

~ ~ 

~-~ 
'-' '-' 

0 0 
:><: c..? 

r I 
........ ........ 
~ ~ .... 

I I 
UJ- UJ 
'-' .... .... 
:><: c..? 

I I 
........ 

~ ~ 
'-'- '-' .... .... 
:><: c..? 

498 
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It would be of interest to be able to extend the 
exact sequence above to K1(A, S) on the left. We can do this 

now only in certain special cases, and then only with rather 
delicate techniques (cf. Chapter XIII). 

Let A be a right noetherian R-algebra. Recall (III, 
§ 6) that S is regular for A if the inclusion ~S (A) c ~S (A) 

is an equality. In other words if every finitely generated 
right A-module M such that S-IM = 0 has finite homological 
dimension. Of course we then have 

K. (A, S) = G. (A, S) 
l l 

(i = 0, 1). 

Moreover we deduce the following theorem immediately from 
(VIII, 5.10). 

(6.5) THEOREM. Let A be a right noetherian R-a1gebra. 

Assume S is regular for A and that multiplication by each 

s s S on A is injective. Then: 

(b) The sequence 

Go(A, S) 

II 
Kl (A) -> Ko(S-lA) -> Ko(A, S) --> Ko(A) 

is exact. 

Let A be an integral domain with field of fractions 

L S-IA (8 = A {OJ). If M s ~(A) we define its rank to be 

rankA (M) = [M & A L: L]. 

This is clearly an additive function, inducing the composite 
homomorphism 

G (A) 
o 

---:> G (L) '" Z. 
o = 

Note that this terminology is consistent with our use of the 
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term rank for projective modules P E ~(A). We shall write 

G (A) 
o 

Ker(G (A) 
o 

rank 
> ~). 

Since rank (A) 1 we obtain a decomposition 

G (A) 
o 

Z • [AJ ~ G (A). 
= 0 

Now assume that A is a Krull ring (see (III, §7)). If 
M E mod-A and if ~ E Htl (A) write t~(M) for the length 

(possibly infinite) of the A -module M . We define the full 
~ ~ 

subcategory C of all M E mod-A such that (i) t (M) is finite 
~ 

for all ~ E Htl(A), and (ii) t (M) = 0 for all but finitely 
~ 

many ~ E Htl(A). Then for M E ~ we can define 

X(M) = Z H (A) t (M)~ E D(A) (divisor group). 
~ E tl ~ 

Since localization is exact we see that C is an abelian 
category and that X is an additive functIon on ~, therefore 
inducing 

X: K (C) 
o = 

--_.> D(A). 

The category ~S(A) of finitely generated torsion A-modules 

is clearly contained in ~. From the inclusions ~S (A) c ~S (A) 

CC we therefore obtain homomorphisms, also denoted by X, 

X: G (A, S) = K (M (A)) -> D(A), 
o 0 =S 

and 

(6.6) PROPOSITION. Let A be a commutative ring, let 
n a E EndA(A ), and let M = Coker(a). 

(a) M . det(a) o. 

(b) Suppose A is a Krull ring and det(a) # O. Then 

X(M) = div(det(a)). 
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(c) Let A be a noetherian Krull ring with field of 

fractions L = S-IA (S = A - {OJ). Then there is a unique 

homomorphism c~: G (A) ---> C(A) (the divisor class group) 
o 

such that c~[A] = 0 and such that the diagram, 

d 
Gl (L) -> G (A S) -> G (A) -> G (L) -> 0 

o ' 0 0 

det ("') x c~ 

U(L) -> D(A) ---> C(A) ---> 0, 

commutes. The top row here is the exact sequence of (6.2), 

and the bottom is the exact sequence of divisors and divisor 

classes (III, §7, (1». Moreover the verticals are epimor­

phisms. 

Proof. (a) It is well known (Cramer's Rule) 

there is a S 
n 

E EndA(A ) such that as = Sa = det(a) 

Therefore An det (a) C Im(a) , thus proving (a) . 

(b) We will show that 

K (A, S) 
o 

j , 
U(L) -> D(A) 

that 

1 
An 

commutes, where d is map in (6.3). If we consider a as 
lying in GL (L), it defines a class, [a] E Kl(L). According 

n 
to (6.3) d[a] = [Coker(a)]. Hence (b) will follow from the 
commutativity of the square. Since det above is an isomor­
phism it suffices to show that X(d[u]) = div(u) for u E 

V(L), where [u] = [A, U· lA] E K1(L). Writing u = alb, 

a, b # 0 in A, we are reduced to the case u = a E A. In this 

case, as we saw above, X(d[a]) = x(A/aA). If ~ E Htl(A) and 
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aA = (~A )n then clearly (A/aA) has length n as an 
~ ~ ~ 

A -module, because A is a DVR. Thus x(A/aA) = div(a). q.e.d 
~ ~ 

(c) We have G (A) Z· [A] $ G (A) where G (A) 
o = 0 0 

Ker(G (A) -> G (L)) = Im(G (A, S) -> G (A)) = Coker(a). 
o 0 0 0 

It follows from part (b) that 

Gl (L) 

det I 
---> G (A, S) 

'j X 

U(L) ---:> D(A) 

commutes, so there is an induced homomorphism ci: G (A) ---> 
o 

C(A) on the cokernels. Thus ci is defined, and uniquely so, 
by the commutativity of the diagram and the fact that ci[A] 
= o. 

We have noted already that det is an isomorphism. 
Since X[A/~] = ~ for ~ £ Htl(A) it follows that X is an 

epimorphism. The diagram then implies ci is likewise an 
epimorphism. q.e.d. 

(6.7) PROPOSITION. Let A be as in (6.6) (c) and let 

T be a multiplicative set (0 rt T) such that B = T-1A is 

regular. Then there is an epimorphism of exact sequences 

G1(B) ---> G (A, T) --> G (A) -> G (B) -> 0 

det j , IXT } 
0 

ci 

U(B) --> D(A, T) ---> C(A) --> C(B) -> 0 

Proof. The top row comes from (6.2). The map XT here 

is determined by the commutative square 
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G (A, 
0 

XT 

D(A, 

where S = A - {O} and the 

We need only note that if 

T) 

T) 

top 

M £ 

---> G (A, S) 
o 

x 

D(A) 

is induced by ~(A) C ~S(A). 

~(A) then X(M) £ D(A, T). 

But Mt = 0 for some t £ T. Therefore if M ~ 0 for ~ £ Ht1(A) 
~ 

we have E~ annA(M) and hence ~n T ~ ¢. Since D(A, T) is 

generated by the ~ £ Ht1(A) that meet T this shows that XT 

above exists. The exact sequence on the bottom is (III, §7, 
diagram (2)). From the way the maps above are defined the 
commutativity of the above diagram follows immediately from 
that of (6.6) (c). 

Next we consider the localization sequence for Pic. 

Let A be commutative, and let f: A ---> S-lA be a localiza­
tion. Then we have the exact sequence 

(3) U(A) ---> U(S-lA) __ 3 __ > Pic (f) d 
---> Pic(A) 

of (3.3). If S consists of non divisors of zero in A then we 
also have the group Pic(A, S) (see (III, §7)) of invertible 

ideals a C S-lA such that S-la = S-lA, as well as an exact 
sequence (III, 7.10) 

(4) U(A) -> U(S-lA) -> Pic(A, S) -> Pic (A) 

We shall identify these two sequences. By the 5-lemma it 
suffices to construct a homomorphism h: Pic(A, S) ---> 
Pic(f) making the resulting diagram (4) ---> (3) commute. 

We define h(£) = [£, a, A], where a: S-l£ ---> S-lA is the 

isomorphism induced by £ C S-lA. It is easily checked that 
this is a homomorphism, thanks to the fact that £ eA ~---> 

ab is an isomorphism for £, ~ £ Pic(A, S). Moreover 
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dt~., Ct, A] t£] - [A] = [£] in Pic(A). If a E U(S-lA) then 

a(a) = [A, a . IS-lA' A] = [aA, IS-lA' A] = h(aA). Thus 

yPiC(f) 

U(S-'A) a h ~P1C(A) 
~PiC(A. S) 

commutes, as required. Henceforth we shall use h to 
identify Pic(f) with Pic(A, S). More generally, we shall 
write Pic(A, S) for Pic (f) for any multiplicative set, not 
necessarily consisting of non divisors of zero. With this 
notation we can now write the "determinant" homomorphisms 
as an epimorphism of exact sequences 



r-.. 
<r: 

r-.. I 
<r: tJ) 

.-< '-' 
I () 
tJ) "rl 
'-' P-< 

0 
~ 

r r 
r-.. 

r-.. <r: 
<r: '-' 
'-' .. () 

0 "rl 
l>4 P-< 

/\ 

I I 
r-.. 

r-.. tJ) 
tJ) 

~ <r: .:r:--'-' 
'-' () 

0 "rl 
~ P-< 

r r 
r-.. 
<r: r-.. 

.-< <r: 
I .-< 
tJ)-1 
'-' Ct:) 

~ :::> 

r r 
r-.. r-.. 
<r: .. <r: 
'-' '-' 

.-< :::> 
~ 
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If A ---> S-lA kills no non zero idempotents, e.g. if S 
consists of non divisors of zero, then we can replace K by 

o 
Rk above. 

o 

(6.8) THEOREM. Let A be a commutative noetherian ring, 

and let S be a multiplicative set of non divisors of zero 

which is regular for A. Then there is an epimorphism of 

exact sequences, 



I..n 
o 
" 

G (A, S) 
o 

II 
Kl {A) -> Kl (S-lA) -> K (A, S) -> Rk (A) -> Rk (Sj"lA) -> 0 

o . 0 I 0 

detl (A) detl(S-lA) det (A, S) 
o 

det (A) 
o 

det (S-lA) 
o 

U(A) -> U(S-lA) -> Pic(A, S) -> Pic(A) -> Pic(S-lA) -> 0, 



508 K-THEORY OF PROJECTIVE MODULES 

in which Pic(A, S) is a free abelian group with the primes 

of height one meeting S as a basis. 

Proof. The diagram is that of (3.6), except for the 
zeros on the right and the term G (A, S). The extra terms in 

o 
the top row come from (6.7). According to (III, 7.21) S is 
factorial for A, so the indicated properties of the bottom 
row follow from (III, 7.17). 

We shall now apply some of these results to algebras 
over Dedekind rings. 

(6.9) PROPOSITION. Let R be a Dedekind ring with 

field of fractions L = S-lR (S = R {a}), and write X 

max(R). Let A be a right noetherian R-algebra which is 

torsion free as an R-module. Set B = A GR L S-lA and 

assume B satisfies the conditions of (6.2). Then there is a 

natural isomorphism 

(6) II X G. (Alp" A) --> G. (A, S) 
p.. Ell 

(i 0, 1), 

and hence an exact sequence 

G1 (B) -> II G (Alp.. A) -> G (A) 
p.. E X 0 0 

-> G (B) -> O. 
o 

Moreover, if A is right regular then there is an exact 

sequence 

Kl (A) -> Kl (B) -> 
II 

X G (Alp.. A) 
p.. E 0 

--> K (A) -> K (B) -> 0 
o 0 

Proof. Once the isomorphism (6) 
exact sequences here follow from those 
respectively, using (6) to substitute 

is established the 
of (6.2) and (6.7), 

II G (Alp.. A) 
p.. E X 0 -

for G (A, S) in the latter. 
o 

If .p.. E X write M (A) for the category of M E ~_(A) 
=.p.. 
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which are annihilated by a power of £. If M £ ~S(A) then 

~ = 0 for some ~ # 0 in 
TIl 11,r. h . 

R. If ~ = £1 .. '£r lS t e prlme 

factorization of a in R then the Chinese Remainder Theorem 

n' implies R!~ ~ IT R!p. l. Thus M decomposes canonically as 
-l 

M = M1~"'~ M , where M. consists of the elements of M 
n l 

killed by some power of p .. It follows easily from this 
---:l 

decomposition that G.(A, S) = K.(MS(A)) = il X K.(M (A). 
l l = £ £ l =£ 

Next observe that M(A!£ A) C M (A). If M £ M (A) then M~ 
= =.E. =.E. 

l'2. ~ M.E.2 ~ ... is a finite characteristic filtration with 

successive factors in ~(A!£ A). Hence it follows from 

(VIII, 3.2) that Gi(A!.E. A) = Ki (~(A!.E. A» ---> Ki(~.E.(A) is 

an isomorphism (i = 0, 1). This completes the proof. 

(6.10) PROPOSITION. Let R, L = S- l R, and X be as in 

(6.9) and let D(R) = g(X) be the divisor group of R. Let A 

be a commutative regular integral domain containing R such 

that .E. A is prime for all .E. £ X. Set B = A OR L. Then there 

is a commutative diagram with exact rows and columns, 



0 0 0 

r 
1\ 

f I 
,..... 
P=l 
'-' 

0 
-1-1 ,..... ,..... CIJ ,..... 

P=l P=l "0 P=l 
'-' '-' '-' 

0- 0_ 0 eJ __ O 

l;3j ;3j • ..1 
p., 

r r 
,..... 

f < 
'-' 

0 
-1-1 ,..... ,..... CIJ ,..... 

< < "0 < '-' '-' '-' 
0-

0 __ 0 
• cJ~O 

1;3j ;3j • ..1 
p., 

I I f 
,..... ,..... 
< < 
p..j p..j 

........ ........ 
< < 
'-' '-' '0 ,...... 

0-10 0--- 0 I~~O 
0 '-' 

~ :x: :x: 
~ w ~w 

p..j p..j 

I 1 
,..... I P=l 
'-' 

-1-1 ,..... ,..... CIJ ,..... 
P=l P=l "0 P=l 
'-' '-' '-' 

O~I""""I~""'" ~-o :..: :..: 
CIl 

I I ~ I '-' 

-1-1 ,..... ,..... CIJ ,..... 
< < "0 < 
'-' '-' '-' 

O~ ....... ~ ........ • >-----0 
:..: :..: 
CIl 
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If £ £ X and if M £ ~(A/£ A) then arM] = rk(M)£, where rk(M) 

is the rank of M over the integral domain A/£ A. 

Proof. The proposition is trivial if R = L, so assume 
not. Then X = Ht1(R). If £ £ X then £c £AnR CR. Since 

£ A is prime and £ is maximal we must have £ = £ An R. Thus 

we have the hypothesis of (III, 7.18), thanks to the fact 
that S is factorial in R and in A, because of the regularity 
of R and A (cf. (III, 7.21». It follows therefore from 
(III, 7.18) and from (III, 7.17) that D(R) = Pic(R, S) ~ 
Pic(A, S) ~ D(A, S). 

To define the lower 
start with the epimorphism 

replace G (A, S) = K (A, S) 
o 0 

two thirds of the diagram we 
of exact sequences in (6.8). We 

det (A, S) 
o > Pic (A, S) in that 

sequence using the isomorphism D(R) ~ Pic(A, S) derived 
above, and the isomorphism II X G (A/£ A) ---> G (A, S) of 

.E.£ 0 0 

(6.9). Since A is regular we can use the Cartan homomorphisms 
to identify det (A, S) above with XS: G (A, S) ---> D(A, S) 

o 0 

(see (6.4». Recall that for M £ ~S(A) XS(M) = E 2A (M.E.) 
.E. 

(£ £ Ht 1 (A), .E. n S # ¢). According to (III, 7.18), quoted 

already above, .E. 1---> £ A is a bijection from X to {£ £ 

Htl(A) 1 £n S # ¢}. In particular, if £ £ X and if M £ M 

(A/.E. A) then MnA = ° for ~ # £ in X, so XS(M) = 2A (M AX.E.~' 
..:l.: .E. A .E: 

Since M£ = 0, M.E.A is a vector space over the field of 

fractions of A/.E. A (= the residue class field of A.E.p! so 

2A (M A) is just the rank (cL proof of (6.3» of M A as 
.E. A .E. .E. 

a module over the integral domain A/£ A. This establishes 
the alleged description of a. Now the top row is just the 
kernel of the morphism from the middle to the bottom (by 
definition in the case of Rk ). The top row is exact because 

o 
of the long homology sequence, plus the fact that the 
epimorphisms detl split. q.e.d. 

(6.11) COROLLARY. In the setting of (6.10) assume 

that B and each A/.E. A (.E. £ X) is a Dedekind ring. Then 
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there is an exact sequence 

SKI (A) --> SKI (B) --> 
u 

X Pic (AlE. A) 
E.. E: 

--> Rk (A) 
o 

det (A) 
____ ~o ____ > Pic (A) ---> 0 

Proof. In the diagram of (6.10) we can identify 
G (AlE. A) with K (AlE.. A), and then G (AlE.. A) = Ker(G (A) 

o 0 0 0 

~> ~) is identified with Rko(A/E.. A). Moreover (3.8) 

implies det : Rk ---> Pic is an isomorphism for Dedekind 
o 0 

rings. Therefore Rk (B) = 0, and we deduce from (6.10) a 
o 

diagram 



0 

r 
'""' '""' <t: ~ 
'-' '-' 

0- 0- 0 

zt;l ,.:,:: 
~ 

I 
'""' <t: 
~ 

---<t: ........ 
() 

"..; 
p., 

K 

~w 

~ 

I 
'""' i'Q 

~ 
(J) 

/\ 

I 
~ ........ 

..... 
~ 
(J) 
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with exact row and column. The corollary follows immediately 
from this. 

§7. APPENDIX: THE CATEGORY FP 

We fix a commutative ring A. The category 

FP = FP(A) 

has, as objects, the faithfully projective A-modules. Its 
morphisms are the A-isomorphisms between such modules, and 
it is equipped with the product, @A' in the sense of Chapter 

VII. Note, therefore, that the inclusion 

Pic (A) C FP (A) 

is a product preserving functor (though not cofinal). 
According to (4.6), a module P s mod-A belongs to FP if and 

only if P @A Q ~ An for some Q s mod-A and some n > O. In 

particular, therefore, the free modules are cofinal in FP. 

It follows from this also that a homomorphism A ---> B of 
commutative rings induces a cofinal, product preserving 
functor, SA B: FP(A) ---> FP(B). 

The purpose of this section is to calculate the 
groups K,FP in terms of the groups K,P. 

1-- 1= 

Recall that we have a (split) exact sequence 

o -> Rk (A) -> K (A) 
rk 

--> H (A) ---> 0, 
o o 0 

and this induces 

---> 

---> 

~ €I Ko (A) 

~ G Ho (A) 

rk 
--> 

--> 0, 

where the tensors here will be all understood to be over Z. 
Recall that H (A), the ring of continuous functions from 

o 
spec(A) to Z, is additively generated by the characteristic 
functions of supp(eA), e = e 2 in A. (This followed from 
quasi-compactness.) Consequently we can identify ~ 0 H (A) 

o 
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with the ring of continuous functions from spec(A) to ~. 
Thus we can define 

to be the set of x E Q S K (A) such that rk(x) takes only 
- 0 

strictly positive values. Writing U+(Q S H (A» for the 
- 0 

515 

functions from spec(A) to the positive rationals we see that 

U + (~S H 0 (A» is a subgroup of the group of units of ~ S 

H (A). Since Rk (A) is a nil ideal (see (4.6» it follows 
o 0 

that Q S Rk (A) is also nil, and hence in rad (Q S K (A»). 
- 0 - 0 

Therefore an element of Q S K (A) is invertible if and only 
- 0 

if its rank is. Thus we have a split exact sequence of 
groups (of units), 

(1) -> U + (Q €I K (A» 
- 0 

-> U+(Q S H (A» 
- 0 

--> O. 

If x E ~ S Rko(A) then x is nilpotent, so we have the ~­

nomials 

and 

exp(x) 

log(l + x) = - L (_x)n/n. 
n>O 

These are inverse group isomorphisms 

(2) 

Combining (1) and (2) we have 

(3) U+(Q S K (A» '" U+(Q S H (A» ~ (Q S Rk (A». 
- 0 - 0 - 0 

The relevance of this to our present interest is: 

(7.1) THEOREM. The map P 1-> 1 S [P1p from obFP(A) 

~ ~ S Ko(A) induces an isomorphism 
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K FP(A) 
0-
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+ ---:> U (Q ~ K (A)). 
o 

Proof. If P E FP then [p: A] is everywhere positive, 

by (4.6), so hP = 1 ~ [P] E U+(Q ~ K (A)). Evidently 
P - 0 

h(P GA Q) = h(p) h(Q) for-p, Q E FP, so h induces a 

homomorphism 

h: K FP(A) 
0-

---> U+ (Q G K (A)). 
- 0 

Suppose [P]FP - [Q]FP is in Ker(h) , i.e. 

Then [P]p - [Q]p has finite additive order in Ko(A); say 

n[P] P n[Q]p for some n > O. This means that An @A P and 

An @A Q are stably isomorphic. After multiplying n by a 

large factor, if necessary, we can arrange (see (4.2)) that 

An @ P '" An @ Q. But then [P]FP = [Q]Fp. Thus h is injective. 

Finally, suppose lin ~ x E U+(Q @ K (A)) where n > 0 
- 0 

and x E K (A). Then rk(x) is an everywhere positive function 
o 

on spec(A), so (4.2) implies there is an m > 0 such that 

mx = [P]p for some P E ~. Since (P: A] is everywhere 

positive-we have P E FP. Therefore lin @ x = llnm @ mx (1 

@ nm)-l (1 @ (P]p) h(Anm)-l h(P). This shows that h is 

surjective, and hence completes the proof. 

In order to compute KIFP we shall require a lemma on 
direct limits. 

Let L = (W ; f : W ---> W ) be a direct 
n n,nm n nm n, mEN 

system of abelian groups indexed by the positive integers ~, 
ordered by divisibility. We then define a new direct system 

by f~ 
n,nm 

L ~ = (W . f ~ : W -------:> W ) 
n' n,nm n nm 

m fn nm' and a morphism, , 
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(n1W )n E N: L ----> L~, 
n 

517 

of direct systems. The required commutativity conditions are 
easily seen: 

f 

W 
n 

n,nm 

n1W 
___ --=n=--_:> W 

n 

f~ 

n,nm 

W -------~> W 
nm nm1W nm 

nm 

m f 
n,nm 

L~ is a functor of L, and L --> L~ is a natural transforma­
tion whose cokerne1 we denote by L" (W /nW ; f" ) : 

n n n,nm 

L --> L~ ---> L" --> O. 

(7.2) LEMMA. Let L be a direct system as above. Then 

the seguences 

L ---> V --> L" --> 0 
-+ -+ -+ 

and 

~ e (~--> Q --> Q/~ --> 0) 

are naturally isomorphic. 

Proof. Let E = (2 . e ) be the system with 2 = 2 
n' n,nm n 

and e = l~_ for all n, m E ~. Evidently the exact sequence 
n,nm 

of direct systems 

L --> L~ --> L" --> 0 

and 

L 0 (E --> E~ ---> E" ---> 0) 

are isomorphic. (Here Le E = (W (.:) 
n 

2 ; f 
n n,nm e e ) , 

n,nm 
etc.) 

Since L 1---> ~ is an exact functor the lemma will follow if 



518 K-THEORY OF PROJECTIVE MODULES 

we show that ~ ---> !~ is naturally isomorphic to ~ ---> ~. 

Since all e are isomorphisms -+E = g. Moreover E~ ---> ~ 
n,nm 

E~ is a monomorphism and the morphisms in the system ~ 0 E~ 

are isomorphisms, so (~ 0 E~) = ~. However !~ is clearly 
> 

divisible, so ~~ = ~. q.e.d. 

Since the free modules are co final in FP(A) it follows 
from (VII, 2.3) that we can compute KIFP(A) as-the direct 
limit of the commutator factor groups, Wn , of AutA(An) = 
GL (iv 

n 

W GL (A) / [GL (A), GL (A)]. 
n n n n 

Of course the limit is taken with respect to the homomor­
phisms 

induced by 

f--> a e I 
m 

Consider also the homomorphism 

f W ----> W 
n,nm n nm 

induced by 

(a E GL (A)). 
n 

a \-, a ~ In(m-l) =( In ~) (a E GL (A)). 
n 

n 

According to the Whitehead lemma (V, 1.7) we have 
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E (A), 
nm 

and (V, 1.5) implies that E (A) C [GL (A), GL (A)] for n > 
n n n 

3. If n, m > 1 then nm > 3 so we conclude then that 

m f , 
n,nm 

i. e. that g 
n,nm 

f~ in the notation of (7.2). Since 
n,nm 

lim (W; f ) = KI(A), clearly, we conclude from (7.2) 
----> n n,nm 
that: 

(7.3) THEOREM. There is a natural isomorphism 

KIFP(A) '" ~ & KI (A) '" (~ 13 U(A» -$ (~e SKI (A». 

We can even pass to the limit 

GLe (A) = lim > (GLn (A); a 1-> a 8 Im)n, mEN' 

and, by (VII, 2.3), write 

K I FP (A) = GLe (A) I [GLe (A), GLe (A) ] . 

The elements of GLe(A) can be represented as infinite 
matrices of the form 

a 

(4) a = 

a 

o 

(a E GL (A) for some 
n 

n > 0). 

If we write det(a) = lin e det(a) E ~ e U(A) then it is easy 

to see that this does not depend on the choice of a to 

represent a (note, for example, that a e I = a for all 
m 
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m > 0.) The resulting homomorphism 

det: GLg(A) -> ~ g U(A) 

is just the projection on the first summand in (7.3). 

The inclusion Pic(A) C FP(A) induces homomorphisms 

(5) Pic(A) --> K FP(A) 
0-

and 

(6) U(A) --> K1FP(A). 

(7.4) PROPOSITION. (0) The kernel of (5) is the 

torsion subgroup of Pic(A) , and its image lies in the 

subgroup corresponding to g €l Rk (A) in (7.1). 
- 0 

(1) The kernel of (6) is the torsion subgroup of 

U (A), and its image corresponds to the sub group 1 8 U (A) C 

~ G U(A) in (7.3). Thus the cokerne1 of (6) is 

(~/g €l U(A» ~ (~g SK 1 (A». 

Proof. (0) If P E Pic(A) then [p: A] = 1 so [P]E E 1 

+ Rko(A); the last assertion follows from this because-~ g 

Rko(A) corresponds to the subgroup 1 + (g €l Rko(A» 

C u+(g €l Ko(A» in (7.1). 

If [PJ FP = [A]FP thenP gA Q '" A€lA Q for some Q E 

n 
FP, and we can even take Q = A for some n > 0, since the 

n n n n n n free modules are cofina1. Then P A so A = A (A ) '" A (p ) 

'" pn. Hence [P] . has order n. 
PlC 

so P n 

Conversely, suppose [p]p. has finite order n > 0, 
~ 
-2 - (n-1) 

A. Set Q = A ~ P ~ P ~ ... ~ P . Evidently, 

Q '" A €lA Q, and Q E FP. Hence [P]FP [A]FP' q.e.d. 

(1) If u E U(A) = GL1(A) then we have 
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u o 
u 

E GLO (A) , u= 
u 

c 

and the homomorphism (6): U(A) ---> KI(FP(A» is induced by 
this inclusion 

D(A) C GLO (A) . 

In fact, we see that this identifies U(A) with the center of 

GL e (A). Since the decomposition K 1 (A) = D (A) ~ SK 1 (A) is 

induced by the splitting U(A) = GL1(A) C GL (A) ~> D(A) 
n 

it follows from the way in which the isomorphism in (7.3) is 
constructed that (6) corresponds to the map 

D(A) --> (~e D(A» ~ (~e SKI (A» 

u 1-> (lOu) = det(u). 

The assertions of (1) follow immediately from this. q.e.d. 

If we write 

PGL(A) = GLo(A)/D(A) = lim> (PGL (A), h ), 
" n n,nm 

where PGL (A) = GL (A)/(sca1ars), and where h is induced 
n n n,nm 

by a ~> a e I (a E GL (A», then we conclude from (7.4) 
m n 

(1) that 

PGL(A)/[PGL(A), PGL(A)] '" (~/~ 0 D(A» ~ (~O SKI (A), 

where the projection on the first factor is the map induced 
by the determinant (on G~(A». 

§8. APPENDIX: THE SYMMETRIC ALGEBRA IS INVERSE TO 
THE EXTERIOR ALGEBRA 

If A is a ring and if t is an indeterminate we shall 
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write, for MEA-mod, 

M[[t]] = {formal power series L 
i>O 

i 
m. t 

1 
(m. EM)}. 

1 

This is a left module over the power series ring A[[t]]. The 
"constant term" is a homomorphism A[[t]] --> A, and we 
write 

U1(A[[t]]) = Ker(U(A[[t]]) -> U(A». 

If F E A[[t]] then I - tF is invertible, with inverse 

L tnFn. It follows that 
n>O 

Ul(A[[t]]) = I + tA[[t]]. 

Henceforth we fix a commutative ring A. Assume that 
we are given a (non additive) functor L = LA from A-modules 

to graded A-modules, 

which satisfies the following conditions: 

(i) LOis the constant functor, P r--> A. If P E 

~(A) then Ln(p) E ~(A) for all n > O. 

(ii) There is a natural isomorphism 

L(P 9- Q) '" L(P) ~ A L(Q). 

(This is a tensor product of graded modules, so the isomor­
phism consists of isomorphisms 

II i . 
'" i+j=n L (P) ~A LJ(Q) 

for each n ~ 0.) 

(iii) If A --> B is a homomorphism of commutative 
rings then there is a natural isomorphism of graded 
B-modules, 

I.e. "L commutes with base change." 
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With this L at hand we can define 

by 

L: K (A) 
o 

L[P] (p £ peA»~. = 

523 

Property (i) shows that the right side lies in U1(Ko(A)[[t]]), 

and property (ii) shows that it is an additive function from 
ob~(A) to an abelian group. Hence L is a well defined 
homomorphism: 

(1) L(x + y) = L(x) L(y) 

Moreover property (iii) shows that it is natural in the 
sense that 

K (A) 
o 

----:> K (B) 
o 

commutes, where A ---> B is as in (iii). 

Next suppose (P, a) £ EE (A), i. e. P £ ~ (A) and a £ 

AutA (P). Then we can define 

L: obL~(A) ---:> Kl (A) [[tJJ 

by 

( n n n 
L P, a) = L [L P, L a]t • n>O 

(Note that [Lop, LOa] = [A, lA] = 0 according to (i).) If 

also S £ AutA(P) then Ln(aS) = Ln(a) Ln(S) (L is a functor) 

so we have 

(2) L(P, as) = L(P, a) + L(P, S) (P £ ~(A); 

a, S £ AutA(P». 
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If (P, a) and (Q, S) are two objects of Z~(A) then 

L(P t& Q, a t& S) Z n>O [i+Y=n (Lip e A LjQ, 

Lia e LjS)]tn . 

Lj S] [Lip e LjQ, \ip 
e Lj S] + Since [Lip e A LjQ, L ia e 

i . . 
[L P ~ LJQ, L la e 1 . ] 

OQ 
= [Lip] [LjQ, LjS] + [dQ] [L i p , i 

La], 

(using the Ko (A)-modu1e structure of KI(A», we conclude 

from the formula above that 

(3) L(P t& Q, a t& S) = L[P] L(Q, S) + L[Q] L(P, a). 

This suggests that we introduce 

LI(P, a) = L[P]-I L(P, a). 

For then it follows from (2) that LI is still additive with 
respect to composition. Moreover, combining (3) and (1) we 
have 

L[P]-I L[Q]-I (L[P] L(Q, S) 

+ L [ Q] L (P, a» 

It follows therefore that LI induces an additive homomor­
phism 

Just as for Land K , this is a natural transformation. 
o 

(8.1) EXAMPLE. Let LA = AA' the exterior algebra. 

The conditions (i), (ii), and (iii) are well known and Al is 

the identity functor. An(A) = 0 for n > 1 so we have A[A] 

1 + t. Hence A[An ] = (1 + t)n. 
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If u £ U(A) write [u] = [A, u] £ K1(A). Then A(A, u) 

[u]t so L1 [u] = (1 + t)-l [u]t = [u] (t - t 2 + t 3- •.• ). 

(8.2) EXAMPLE. Let LA = SA' the symmetric algebra. 

Again conditions (i), (ii) and (iii) are well known, and 

Sl is the identity functor. Sn(A) ~ A for all n > 0 so we 

have S[A] = L t n = (1 - t)-l. Thus n>O 

S [A] (t) = A [A] (-t) -1 . 

We shall generalize this fact in (8.4) below. 

Let P be any A-module and let d: P ---> A be a linear 
functional. Then d extends to a derivation of A(P) by 

(4) L 
l<i<n 

(_l)i d(x.) (x1A ... 1: .. . Ax ). 
1 n 

This defines a positive complex, the "Koszul complex", 
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d 
whose zero homology is Coker(d) = A/~, where ~ = Im(P --->A). 
We have the following well known criterion for the vanishing 
of the other homology (see, e.g., Serre [2], Chapter IV, 
Part A) which we quote without proof. 

(8.3) PROPOSITION. Let P = An, with basis (e')l ' 
1 ~l~n, 

and let d: P ---> A by dee,) = a,. Set a, L Aa., 
- 1 1 --- ~ O<j<i J 

and assume the image of a, in A/a, is not a divisor of zero 
- 1- ~ 

(1 < i ~ n). Then (5) is a free resolution of A/~+l' 

This proposition applies notably when A is a poly­
n 

nomial ring, A = B[al"" ,an] ~ SB(B ). 

We shall apply (8.3) to the following situation. Let 

p be an A-module. Then P = S 1 (p) C S (P) so this inclus ion 
induces an S(P)-linear map 

d: S(P) @A P -> S(p). 

As above this extends to a derivation of the exterior 
algebra, As (p) (S (P) @ A P), whose zero homology is 

A = S~)/(the ideal generated by P = Sl(p». 

If P is free with basis (e')l' then S(p) is the poly-
1 <l<n 

nomial ring A[el, •.. ,en ]. Moreover S(P) @A P is a free 

S(p)-module with basis (1 @ e')l' and del @ e,) = e,. 
1 <l<n, 1 1 

Therefore (8.3) implies AS(P) (S(P)@A P) is a projective 

resolution of A in this case. More generally, if P E ~(A) 

then we can apply the last conclusion to all the localiza­
tions P E peA ), which are free, and conclude again that 

E! = m 

As (P) (S (P) @ A P) is acyclic except in degree zero. 

Note that AS(P) (S(P) @A P) = S(p) @A AA(P), so that 

it is bigraded, by Sn(p) @A AmCP) Cn, m ~ 0). Moreover, since 

d is extended SCP)-linearly from the inclusion P = Sl(p)C 

S(p) it follows from (4) that d induces homomorphisms 
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Sn(p) @A Am(p) ---> Sn+l(p) @A Am-l(P). 

This shows that, as a complex of A-modules, AS(p) (S(P) @AP) 

is a direct sum of subcomplexes of the form 

--> 0, 

one for each n > O. We have seen above that if P E ~(A) then 
(6) is acyclic except for the one term complex (6)~: 

n 
o --> SO (P) @ A A ° (p) --> O. In this case, therefore, we 

have 

L: 
O<i<n 

for all n >0). This proves the following elegant formula: 

(8.4) PROPOSITION. Let 

be the maps corresponding to the exterior algebra (see 

(8.1) and the symmetric algebra (see (8.2)), respectively. 

Then if x E Ko(A) we have 

A(x) (t). Sex) (-t) 1. 

HISTORICAL REMARKS 

The exposition in the early sections is derived 
largely from Bass [1] and Bass-Murthy [1]. Milnor's theorem 
is taken from some unpublished notes of Milnor. The 
G-sequence of a localization is due to Heller-Reiner [1], 
and the analogous K-sequence is stated, with an incomplete 
proof, in Bass-Murthy [1]. The calculation of KiFP is lifted 

from my Tata notes [4]. The formula relating A and S in §8 
seems to be well known to the experts. I learned of it in a 
conversation with Bott. 



Chapter X 

FINITENESS THEOREMS 

FOR RINGS OF ARITHMETIC TYPE 

Throughout this chapter we fix the following data and 
notation: 

(0) 

R is a Dedekind ring. 

X max(R). 

L S-IR (S = R - {OJ) is the field of fractions of 
R. 

A is a semi-simple finite L-algebra. 

A is an R-order in A which is an R-lattice (i.e. a 
finitely generated R-module, in this case). 

Our intention is to prove that the abelian groups 
K.(A) and G.(A) (i = 0, 1) are finitely generated when 

l l 

R = Z and (only sometimes for i = 1) when R = F[t], a 
poly~omial ring over a finite field F. The pro~fs consist of 
a reduction to classical theorems on-the finiteness of class 
number and the finite generation of units. We also employ a 
technique of Swan [1], who first proved some of these 
results in the case when A = Rrr is the group ring of a 
finite group rr. 

§l. SWAN'S TRIANGLE, AND THE CART AN CONDITION 

We keep the notation of (0). The inclusion AC A 

529 
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S-IA leads to a commutative diagram with exact rows: 

kl 
Kl (A) -> Kl (A) -> 

(1) 

K (A, S) 
o 

---> 

Co (A, S) 

II 

ko 
K (A) -> K (A) 

o 0 

G (A) -> G (A) 
o go 0 

The top row comes from (IX, 6.3), and the bottom row from 
(IX, 6.2). The verticals are the Cartan homomorphism (IX, 
§2). The coproduct on the bottom is identified with G (A, S) 

o 
by (IX, 6.9). Many results in this section will refer to the 
notation in (1). 

Let M (A) C M(A) be the full subcategory of (R-) 
=0 = 

torsion free modules M E ~(A). If 0 ---> N ---> P ---> M 

---> 0 is an exact sequence in mod-A with M E ~o(A) then P 

E ~o(A) <~ N E ~~A). Moreover, if P E ~(A) then N E ~o(A) 

so it follows that M (A) is an admissible subcategory of 
=0 

~(A), and every M E ~(A) fits into an exact sequence as 

above with P E P(A) and N E M (A). It follows therefore from 
= =0 

(VIII, 4.6) that the inclusion M (A) C M(A) induces iso-
=0 = 

morphisms 

(2) K. (M (A)) -> K. (M (A)) = G. (A) 
l =0 l = l 

(i = 0, 1). 

Let a be a non zero ideal in R. Then the functor 

has an exact restriction to M (A), which is the reason for 
----- =0 

introducing M • For if M E M (A) then M E P(R), so a short 
=0 =0 = 

exact sequence of such modules splits as a sequence of 
R-modu1es. Thus we obtain induced homomorphisms Ki~o(A)) 
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-> G. (AlAa) (i 
1 -

0, 1). Combining these with (2) we obtain 

homomorphisms 

¢ : G. (A) 
a 1 

----'> G. (AI Aa) 
1 -

(i = 0, 1). 

(1.1) PROPOSITION ("Swan I s Triangle"). Let £. be a 

non zero ideal of R. Then there is a unique homomorphism 

0a: Go(A) ---> Go(A/A£.) such that 

go 
G (A) > G (A) 

o 0 

;~ / 
G (A/Aa) 

o -

commutes. 

Proof. Since g is surjective (see (1)) the propos i­
o 

tion will follow once we show that ¢ (Ker(g)) O. Now 
a 0 

Ker(g ) = Im(G (A, S) ---> G (A)) and G (A, S) Ko(li_s(A)) 
o 0 0 0 

is generated by the classes of simple A-modules M £ ~(A/A~) 

for all ~ £ max(R). 

Let 0 ---> N ---> P ---> M ---> 0 be exact with P £ 

~(A). Then, by definition, ¢ [M] 
a 

first that a = aR is principal. 

[P/PgJ [N IN£.]. Suppose 

If Ma # 0 then, since M is simple, M ~> M is an 
automorphism. It follows that Pa n N = Na and so 0 ---> NINa 
---> PIP£. ---> MlMa = 0 is an exact sequence, showing that 

¢ [M] = O. 
a 

If, on the other hand, Ma = 0, then the exact 
sequence 0 ---> P£./N£. ---> N/p£.---> PIP£. ---> M ---> 0 in 

~(AIAa) shows that ¢a[M] = [M] - [P£./Na] = [M] - [M] = O. 

Finally, in case £. is not principal, set S = 1 + £. 

and localize to S-lR. This does not alter any of the modules 
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p/p~, N/N£, etc. which are annihilated by ~. On the other 

hand S-l~ C rad S-IR so S-lR, being a Dedekind ring with non 

zero radical, is semi-local, and hence a principal ideal 

ring. Hence we can apply the arguments above over S-IR to 
conclude that ~ [M] = O. q.e.d. 

a 

(1.2) COROLLARY. Suppose that R is local with maximal 

idea1.£.. If the Cartan homomorphism Co (E) = Co (A/ Ar:) : 

K (A/A.£.) ---> G (A/A.£.) is a monomorphism then k : K (A) ---> 
o 0 0 0 

Ko(A) is likewise. Moreover, if P, Q 0: !:(A) , then P SR L '" 

Q eR L ~ P '" Q. If, further, A is right regular, then ko 

is an isomorphism. 

Proof. We have the commutative diagram 

K (A) 
o 

k 
o 

K (A) 
o 

c (A) 
___ -'0'--__ :> G (A) 

o 

c (A) 

---,(,.::..~~) -~> Go (A) 

Ko(A/A.£.) c (.£.) :> Go(A/A.£.) 
o 

Since A.£.C rad A it follows from (IX, 1.3 (0)) that ~ is a 
.£. 

monomorphism (in fact an isomorphism if R is .£.-adica11y 

complete). Therefore c (.£.)~ = 0 c (A)k is a monomorphism, 
o .£. .£. 0 0 

and hence k is also. If A is right regular then c (A) is an 
o 0 

isomorphism so the surjectivity of k follows from that of 
o 

g • 
o 

Finally, if P, Q 0: !:(A) and if P eR L Q eR L then, 
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since k is a monomorphism, [p] = [Q] in K (A), i.e. P ~ An 
o 0 

~ Q ~ An for some n > O. Since A is semi-local it follows 

from (IV, 1.4) that P ~ Q. q.e.d. 

(1.3) DEFINITION. The Cartan condition on A is as 
follows: For each ~ E X, the Cartan homomorphism 

c (E) = c (AlAE): K (AlAE) -> G (AlAE) 
o 0 0 0 

is a monomorphism. Equivalently, the Cartan matrix of AlAE 
has non zero determinant. 

(1.4) COROLLARY. Let A satisf::r: the Cartan condition. 

Let P E ~ (A) be such that P 8R L ~ An. Then for all E E X, 

P 
n 

P has a summand 
n-l 

If A , and direct isomorphic to A • 
E E -

R is semi-local then P '" An. 

Proof. The first assertion follows from (1.2) applied 
to A over R • By virtue of the first assertion and the fact 

E E 
that dim X < 1 the second assertion follows from Serre's 

Theorem (IV, 2.7). If R is semi-local the last assertion 
follows similarly because dim X = 0 in this case. q.e.d. 

(1. 5) COROLLARY. Let A satisf::r: the Cartan condition 

and assume A is a division algebra. Then ever::r: P E ~(A) is 

the direct sum of a free module and of a right ideal in A. 

n Proof. Clearly P 3R L ~ A for some n so (1.4) 

implies P ~ Q ~ An-I, and necessarily Q is an A-lattice in 

Q GR L ~ A. Hence Q is isomorphic to a right A-ideal. 

(1.6) PROPOSITION. Let 

C = Coker(K (A, S) 
o 

c (A, S) 
__ ~o _________ > G (A, S». 

o 

Then there is a natural epimorphism 

E ~ X Coker(co(.E.» > C. 
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Hence, if A satisfies the Cartan condition, then C is a 

torsion group. 

Proof. We have G (A, S) = II X G (A/~ A) and 
o p £ 0 

Ko(A, S) = Ko(~S(A)), where ~S(A) is the category of torsion 

A-modules of finite homological dimension. Hence the pro­
position will follow once we show that ~(A/~ A) C ~S(A) for 

each ~ £ X. Since any P £ ~(A/~ A) is a direct summand of 
n 

some (A/~ A) it suffices to show that hdA(A/~ A) < 00. But 

~A ~ ~ @RA £ ~(A) because ~ is invertible. Therefore 0 ---> 

~A ---> A ---> A/~ A ---> 0 exhibits a finite ~(A)-resolu­

tion. q.e.d. 

(1.7) EXAMPLE. Suppose B = ITB. (1 < i < n) where each 
~ - -

B. is a right Artin ring such that B./rad B. is simple. 
~ ~ ~ 

Then c (B) = c (Bl)~"'~ c (B ), and each c (B.) is repre-o 0 0 n 0 ~ 

sented by a non zero one-by-one matrix. Hence c(B) is a 
monomorphism. Now any commutative Artin ring is a product 
of local rings, so the remark above implies: 

If A is commutative then A satisfies the Cartan 

condition. 

We further contend: 

If A is a maximal R-order then A satisfies the 

Cartan condition. 

Indeed, let a be any two sided ideal in A which is an 
R-lattice (e~. A~ for some ~ £ X). Then we will show that 
c(A/~ is injective. 

According to (III, 8.6) we have a unique factorization 
nl nr 

a = ~l "'~r with the ~ £ max (A) , the set of maximal two 
n· 

sided ideals. Set s. = IT.~. p. J (1 ~ i < n). By the unique 
~ Jr~ J 

factorization theorem s. ~ p. so E.S. ~~. for all i (1 ~ i 
1 "-1. JJ ~ 

~ n). It follows that Ej~ = A. Similarly we have ~ + ~ = 
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A for each i. Now, just as in the proof of the Chinese 
Remainder Theorem (III, 2.14), it follows that 

ni 
A/a'" II A/n. . 

- Ll 

n. 
Since each E.. £ max (A) , it follows that B. = A/E.. 1 
111 

satisfies the hypothesis made at the outset, so we conclude 
from the first remark above that c(A/£) is injective. q.e.d. 

(1.8) EXAMPLE. Let n be a finite group. Then c (Ln) 
o 

is injective (cf. (XI, 4.5), and the ensuing remark). If 
char(L) does not divide [n: 1] then Ln = A is semi-simple 
(see (XI, 1.2», and the R-order A = Rn satisfies the Cartan 
condition. (Apply the first assertion to the fields R/E.') 

By virtue of the theory of maximal orders (cf. (III, 
§8) and (1.7) above) we can try to get information about A 
by comparing A with a maximal R-order B containing A. There 
is then a diagram analogous to (1) above for B, and we shall 
now write k (A) in place of k , to distinguish it from its 

o 0 

analogue k (B): K (B) ---> K (A). Similar conventions apply 
o 0 0 

to k. and g. (i = 0, 1). 
1 1 

For the rest of this section we assume B is a 
maximal R-order containing A and that B is an R-lattice. The 
last assumption guarantees that 

~ 0 {a £ R I aB C A} = annR(B/A) 

is a non-zero R-ideal. Then c B is a two sided B-ideal 
-0 

contained in A, and it is an R-lattice in A. There is, in 
fact, a largest such ideal, ~B/A' called the conductor: 

~B/A = {b £ A B b B C A} 

{b £ B B b Be A} 

{b £ A B b B C A}. 

Let T R - U E.) . This is a multiplicative 
E.. :::J c 

-0 

in R, and T-1R is a semi-local ring whose maximal ideals 

set 

are 
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the T-l~, where £ ranges over primes containing c • 
-0 

(1.9) PROPOSITION. Keep the notation above. 

(a) If n £ X and n n T 1 ~ then A = B . Hence T is _L.. _L.. __ ~ ~ __ _ 

regular for A (in the sense of (III, 6.7) so there is a 

commutative diagram with exact rows 

K (A, T) -> 
0 

K (A) -> 
0 

K (T-1A) -> 0 
0 

("') c (A, T) 
0 leo (A) c (T-1A) 

0 

G (A, T) --> G (A) -> G (T-1A) --> 0 
0 0 0 

in which c (A, T) is an isomorphism. 
o 

(b) Coker(c (A, S): K (A, S) -> G (A, S)) is a 
o 0 0--

quotient of 11 Coker(c (A/£A)), a finitely generated 
~::>~ 0 

(c) K (A) --> K (B) induces an epimorphism Ker(k (A)) 
o 0 0 

--> Ker(k (B)). If A satisfies the Cartan condition then 
o -

the (non commutative) square 

K (A) 
o 

----> K (B) 
o 

c (A) 
o 

("') c (B) 
o 

G (A) <--- G (B) 
o 0 

induces a commutative square 

Ker(lo(A)) 

Ker(g (A)) 
o 

----,> Ker(k (B)) 
o 

("') 1 
<-- Ker(g (B)). 

o 
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Hence the left and bottom arrows have the same image. 

Proof. (a) If n nT ~ ¢ then n ~ C • Hence c R = R 
---- L L -0 -0.£.£ 

so B = c B C A ; this shows that A = B . According to 
.£ -0.£ .£ .£ .£ 

(III, 8.7) B is hereditary, so, in particular, regular. Thus 
A is regular for all.£ £ X that meet T. By (III, 6.7) this 
.£ 

implies that T is regular for A. The properties of the 
diagram now follow from (IX, 6.2) and (IX, 6.5). 

(b) If £.n T ~ ¢ then ~(A/£. A) c ~(A) because T is 
regular for A. Hence, under the homomorphism 

c (A, S): K (A, S) -> G (A, S) = II G (A/n A) 
o 0 0 .£ £ X 0 L ' 

the image contains all terms for which £.n T ~ ¢. Moreover, 
as in the proof of (1.6), the image contains the image of 
c (Alp A): K (AI£. A) -> G (A/.£ A) for all £. £ X. Since o - 0 0 

each G (A/.£ A) is a free abelian group of finite rank part 
o 

(b) follows from these observations. 

(c) An element in Ker(k (B») can be written in the 
o 

form [P] - [F] where F = Bn for some n > 0 and P GR L ~ An. 

Since B satisfies the Cartan condition (see (1.7» it 

follows from (1.4) that T-Ip ~ T-IF. Therefore we can choose 

a B-homomorphism h: P ---> F such that T-Ih is an isomor-
_1 

phism. It follows that h is a monomorphism, and T M = 0, 

where M = Coker(h). Since T is regular for A it follows that 

hdA(M) < 00. In fact M.£ 0 if £.n T = t, and A.£ is hereditary 

otherwise, so hdA(M) 2 1 (see (III, 6.6». Let 0 ---> p~ 

---> F~ ---> M ---> 0 be exact with F~£ ~(A); then p~ £ ~(A) 
also. 

We claim: (i) M GA B ~ M; and (ii) 0 ---> P~ GA B 

---> F~ GA B ---> M GA B ---> 0 is exact. Once we know this 

it follows from Schanuel's Lemma (I, 6.3) that F ~ (P~ GA B) 

(F~ GA B) ~ P, and hence [P} - [F} = [P~ GA B] [F~ {lA B] 

£ Im(Ker(k (A» ---> Ker(k (B», as required. 
o 0 
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To prove (i) tensor 0 ---> A ---> B ---> B/A ---> 0 
Mover A. Since (B/A)c = 0 and since M is annihilated 

-0 

by an element prime to c 
-0 

(because T- 1M = 0) it follows that 

(B/A) ~A M = 0, and hence M ---> M ~A B is an epimorphism. 

Since these are R-modu1es of finite length it is an isomor­
phism. 

To prove (ii) we note that p~ ~A B ---> F~ QA B is 

a homomorphism of torsion free R-modu1es (because P~ is 
projective) which becomes an isomorphism over L. Hence it is 
a monomorphism. The other exactness is standard. Thus, we 
have proved the first part of (c). 

For the second part we start with a [P]~(A) - [F]~(A) 

£ Ker(k (A)) with F = An and 
o 

assertion means, explicitly, 

n 
P @R L '" l\. • 

that [p ]~(A) 

The commutativity 

- [F]~(A) = 

[P ~A B]~(A) - [F 9A B]~(A) in Go(A). Since A is now 

assumed to satisfy the Cartan condition we can apply the 
construction used above to obtain an exact sequence 0 ---> P 
---> F ---> M ---> 0 such that T-1M = O. Then assertions 
(i) and (ii) above (with P and F here replacing P~ and F~ 
there) apply unchanged, and we conclude that [P]M(A) -

[F]M(A) = [M]M(A) = rp @A B]M(A) - [F @A B]M(A)·=q·e.d. 
= = = = 

(1.10) PROPOSITION. Keep the notation of (1.9). Let 

c be a two sided B-idea1 contained in A which is an 

R-1attice in l\. (e.g. ~ = ~B or ~ = ~B/A' the conductor). 

Then A~ = A/~ and B~ = B/~ are of finite length as R-modu1es, 

and we have an exact Mayer-Vietoris sequence, 

-> K (A) 
o 

The groups K (A~) and K (B~) are free abelian of finite 
o 0 

rank, and U(B~) ---> K1(B~) is surjective. 

In case A is commutative then B is just the integral 
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closure of A in A, and we have an exact sequence 

O V(B~) -> Pl"c(A) -> Pl"c(B) 
-> V(A~) • V(B) ~ 

--> 0, 

where U(B)~ = Im(V(B) ---> V(B~». 

Proof. Since the square 

A-----'> B 

1 1 
A ~ -----'> B ~ 

is a fibre product (see (IX, 5.6» it yields the Mayer­
Vietoris sequence above, as well as 

U(A) -> U(A~) ~ V(B) -> U(B~) -> Pic(A) 

-> Pic(A~) ~ Pic(B) -> Pic(B~) 

539 

if A is commutative (see (IX, 5.3». Both A~ and B~ are 
finitely generated torsion R-modules, and hence of finite 
length; therefore A~ and B~ are semi-local. It follows now 
from (IX, 1.4) that K (A~) and K (B~) are free abelian 

o 0 

groups of finite rank, and that V(B~) ---> Kl(B~) is 

surjective. Moreover, in case A is commutative it follows 
from (IX, 3.5) that Pic(A~) = 0 = Pic(B~). The last exact 
sequence of the proposition follows from this and the 
Mayer-Vietoris sequence above for Pic. q.e.d. 

§2. FINITENESS OF CLASS NUMBER 

For the remainder of this chapter we specialize the 
data of (0) in §l as follows: 
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F is a finite field of characteristic Po with q 

no 
Po elements. 

(0)' R = either ~ or ~[t], where t is an indeterminate. 

~ {integers .:. o} 
R = + R, if R = ~[t]. 

if R = Z 

It follows from (III, 8.5) that each R-order in A is an 
R-lattice, and that it can be embedded in a maximal R-order. 
We also introduce the homomorphism 

I I: D(R) 

l2:n p r 

---:> uqp 

III E.I nE. 

(R = reals) = 
(E. £ X), 

where 1£1 = card(R/£). If ~ is a fractional ideal of R we 
set 

I~I = I div(~ 

and we abbreviate 

Ixl = I x R I (x £ U(L». 

Moreover, we shall agree that 101 = o. 

(2.1) PROPOSITION. (a) If a is a non zero ideal in R 

then 

I~I = card(R/~). 

Hence, if a £ R, then 

and 

~ ordinary absolute value, 

lal = deg(a) 
q , if R = F [t]. (By 

(b) !f a, b £ R then 

a + b < lal + Ibl 

if R = Z 

convention, 
deg(O) 

I a + b I 2- sup ( I a I, I b I ) if a, b £ R +. 
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(c) If c is a real number > 0 then 

card {a £ R I I a I ~ c} < 00 

and 

card{a £ R+ I lal < c} > c. 

(d) Let N(X1, .•. ,Xm) £ R[X1, ... ,Xm] be a homogeneous 

polynomial of degree n. Then there is a real number c > 0 

such that, for all x = (xl""'x ) £ Rm, we have 
m 

N(x) I ~ c Ixln, 

where Ixl = SUp(IXll,···,lx I). m 

Proof. (a) I ~I = I div<,~) and card(R/~ are both 

multiplicative functions of £, and they agree on the 

generators £ = ~ £ X. If a # 0 in ~, then clearly card(~/a~) 

is the ordinary absolute value of a. If a # 0 in ~[t] and 

deg(a) = d then R/aR is a vector space over F with basis 1, 
d-l d t, •.• ,t • Hence card(R/aR) = q . 

(b) Follows immediately from (a) and the definition 
of R+, and the same applies to the first assertion of (c). 

{a, l, ... ,[c]}, if R = Z 

lal < c}= 

if R = ~[t]. 

[c] + 1 Hence the cardinality is [c] + 1, respectively, q 
This proves the second assertion of (c). 

(d) Write N(x) = Z a xa where a = (i1, ... ,i ) ranges 
a m 

ov~r m - tuples such that i 1 + ... + i = n, and xa = Xl il ..• 
~m m il i i 

xm . ~or each such a we have Ixal = IXII ... Ixml m ~ Ixl I 

.•. Ixl m = Ixln. Hence IN(x) I < L: laa l Ixal ~ Z laa l Ixln-2. 

clxln, where c = L: la I. q.e.d. 
a 
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have 
Recall that if M E ~(R) is a torsion module then we 

E D(R), 

where ~ (M) is the length of the R -module M (see (IX, 
.E. .E..E. 

6.6)) . 

(2.2) PROPOSITION. (a) !f M E ~(R) is a torsion 

module then card(M) is finite and equals IX(M) I. 

(b) Let a: Rn ----> Rn have non zero determinant, and 

set M Coker(a). Then M det(a) = 0 and 

card(M) = Idet(a) I. 
r, 

(c) Let c be a real number> O. Let W denote the set 

of submodules P C Rn such that card(Rn/p) 2 c. Then there is 

~ d # 0 in R such that Rnd C P for all PEW. Moreover 

card(W) < 00. 

Proof. (a) M has a composition series with factors of 
the form R/.E. (.E. E X). Hence card(M) is finite. Moreover it 
is a multiplicative function of M. Since I x (R/.E.)I = I.E.I = 
card (R/.E.) (by definition) it follows that card(M) = IX(M) I 
for all M as above. 

Part (b) follows immediately from (IX, 6.6), with the 
aid of part (a). 

(c) Suppose PEW. Since R is a principal ideal ring 
n P is free, so P = Im(a) for some a E EndR(R ). Therefore, 

by (b), Idet(a) I = card(Rn/p) 2 c. Let {d1, ... ,d } = {a E RI 
m 

o < lal 2 c} (using (2.1) (c)), and set d = d1 ... d . Since 
m 

(RnJP) det(a) = 0 we have (Rn/P)d = O. Hence Rn ~ P ~ Rnd. 

Since Rn/Rnd = (R/Rd)n is finite there are only finitely 

many PEW. q.e.d. 
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Now we resume our discussion of R-orders, keeping the 
notation and conventions of (0) and of (O)~ above. 

(2.3) PROPOSITION. If A is a division algebra then 

there is only a finite number of isomorphism classes of 

right A-ideals. 

Proof. If £ # 0 is a right A-ideal then £L = A, 
because A has no proper right ideals. Thus £ is an 
R-lattice in A so c = card(A/£) is finite. 

Let el, ..• ,en be an R-basis for A, and let 

W < c lin 

(1 2. i 2. n)} 

lin n 
According to (2.1) (c) card(W) > (c ) = c. Therefore 
there exist distinct u and v in W such that u = v mod a. 
Say u = l:e.a. and v = l:e.b .. Then w = u - v = l:e.c. # 0, 

J. J. J. J. J. J. 

where I c.1 
J. 

(2.1) (b). 

= lai - bil 2. sup(lail, Ibil) 2. cl / n , thanks to 

Moreover, since u = v mod £, we have w £ a. 

x • 
Consider the norm, NA/R(x) = detR(A > A). If 

x = l:eixi E A then NA/R(x) is a homogeneous polynomial of 

degree n in the variables (xl"."x ) with coefficients in 
n 

R. Therefore, if we write Ixl = sup(lxll , .•. ,Ix I) then 
n 

(2.1) (d) implies there is a constant K (depending only on 

A) such that INA/R(x) I 2. Klxln for all x E A. Now it 

further follows from (2.2) (b) that INA/R(x) I card (Coker 

x • 
(A ---..::.::..---> A» = card (A/xA), provided N A/R (x) # O. 

Now we can apply this to the w # 0 constructed above. 
Since A is a division algebra we have NA/R(w) = NA/L(w) # 0, 

and hence card(A/wA) 2. Klwl n 2. K(cl/n)n = Kc. Since w E £ 

we have an exact sequence 



544 K-THEORY OF PROJECTIVE MODULES 

o -> !!./wA --> A/wA --> A/!!. --> 0 

so c(card(!!./wA)) = card(A/!!.) card(!!./wA) = card(A/wA) < Kc. 

Therefore card(!!./wA) ~ K. By (2.2) (c) there is a d # 0 in 

R, depending only on K, such that (!!./wA)d = O. Thus !!.d c 

wA C!!., i.e. AC w-1a C d-1A. Now a ~ w-1a as right ideals, 

and d depends only on K, therefore only on A. Since d-1A/A 

is finite, and since we have shown that any a is isomorphic 

to a right ideal sandwiched between A and d-1A, the proposi­
tion is proved. 

(2.4) THEOREM (Jordan-Zassenhaus). Let V s ~(A). Then 

the cardinal number, cA(V), of isomorphism classes of 

A-lattices in V is finite. 

Before the proof we record. 

(2.5) COROLLARY. If n > 0 there is only a finite 

number of isomorphism classes of M s ~(A) which are torsion 

free of rank < n as R-modules. 

Proof. Each such M is an A-lattice in V = M OR L s 

~(A), and [V: LJ ~ n. Since A is semi-simple there are only 

finitely many such V (up to isomorphism), so the corollary 
follows from the theorem. 

Proof of (2.4). Embed A in a maximal order B (see 
(III, 8.5)), and choose a # 0 in R such that Ba cA. If M is 
an A-lattice in V, then MB is a B-lattice, and MBa C Me MB. 
Suppose N is another A-lattice and MB ~ NB as B-lattices. 
Then, after applying an automorphism of V to N, we can 
assume MB = NB. In this case MBa = NBa C N C NB = MB. Thus 
every A-lattice N such that MB ~ NB has a representative 
(of its isomorphism class) sandwiched between MBa and MB. 
Since MB/MBa is finite, there are only a finite number of 
such lattices. Thus the finiteness of cA(V) follows from 

that of cB(V). In turn, the finiteness of cB(V) follows 

immediately from: 

(2.6) PROPOSITION. If A is a maximal order then there 
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is only a finite number of isomorphism classes of indecom­

posable M £ ~(A) which are torsion free. 

Proof. According to (Ill, 8.7) the category of 
torsion free M £ M(A) is just ~(A). This category is 
naturally equivalent to ~(B) for any R-algebra B such that 
mod-A and mod-B are equivalent. It follows from (Ill, 8.7 
(b» and (Ill, 8.9) that we can find such a B of the form 
B = TIB. where each B. is a maximal R-order in a division 

l l 

algebra over L. Since P(B) = TI P(B.) we are thus reduced to 
= = l 

proving the proposition when A is a division algebra. It 
follows from (Ill, 8.7) again that A is right hereditary and 
every P £ ~(A) is a direct sum of modules isomorphic to right 
ideals in A. Therefore every indecomposable P £ ~(A) is 
isomorphic to a right ideal. Now the conclusion follows from 
(2.3). q.e.d. 

(2.7) THEOREM. (a) The abelian groups K (A) and G (A) 
- - 0 -- 0 

are finitely generated. 

(b) Let A satisfy the Cartan condition. Then all 

homomorphisms in the square 

(1) 

K (A) 
o 

c (A) 
o 

G (A) 
o 

ko 
-----:> K (A) 

o 

("') c (A) 
o 

-------!> G (A) 
go 0 

have finite kernels. Hence rank K (A) < rank G (A) rank 
o 0 

G (A) = the number of simple factors of A 
o 

Proof. We shall carry out the proof in several steps. 

(i) Ker(k ) is finite in case (b), and hence K (A) is 
o 0 -

is finitely generated. 

An x £ Ker(k ) can be written in the form x = rp] -
o 

[An] with P ~R L '" An. Now (1.4) implies P '" Q ~ An- l for 



546 K-THEORY OF PROJECTIVE MODULES 

some Q, and hence x = [Q] - [A]. Since Q is an A-lattice in 

Q €lR L '" A there are only finitely many such [Q]'s, by (2.4). 

Hence Ker(k ) is finite. Since K (A) is a free abelian group 
o 0 

of finite rank it follows that K (A) is finitely generated. 
o 

(ii) G (A) is finitely generated. 
o 

We have seen that G (A) is generated by all [M] where 
o 

M € ~(A) is torsion free. Thus M is an A-lattice in V = 
M OR L. By restricting to M a A-Jordan-Holder series for V, 

we obtain a finite filtration of M whose successive factors 
are A-lattices in simple A-modules. Therefore, if Vl,""V 

m 
represent the distinct simple A-modules, then G (A) has 

o 
CA(V1)+ ••. +cA(Vm) generators, in the notation of (2.4). 

(iii) In case (b), g and c (A) have finite kernels. 
0-- 0 

From the diagram (1) of §l we extract a commutative 
diagram 

K (A, S) 
o 

c (A, S) 
o 

G (A, S) 

---'> Ker (k ) 
o 

---> 0 

h (induced by c (A)) 
o 

---:> Ker(g ) 
o 

---> 0 

with exact rows. According to (1.6), c (A, S), and hence 
o 

also h, has a torsion cokernel. By part (i) Ker(k ) is 
o 

finite, and hence Ker(g ) is torsion. But part (ii) implies 
o 

Ker(g ) is finitely generated; hence it is finite. Since 
o 

Ker(c (A)) c Ker(k ) part (i) implies Ker(c (A)) is finite. 
000 

q.e.d. 

(iv) K (A) is finitely generated. 
o 

Embed A in a maximal order B and choose a B-ideal c 
cA as in (1.10). Then, in the notation of (1.9), we have­
an exact sequence 
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Kl (B~) -> K (A) -> K (A~) {I} K (B) -> K (B~), 
o 0 0 0 

where A~ = A/~ and B~ = B/~ are finite. Moreover U(B~) ---> 

Kl(B~) is surjective, soKl(B~) is finite, and K (A~) and 
o 

K (B~) are free abelian groups of finite rank. Finally, B 
o 

satisfies the Cartan condition so part (i) implies K (B) is 
o 

finitely generated. The exact sequence now shows that K (A) 
o 

is finitely generated. q.e.d. 

This completes the proof of (2.7). 

(2.8) COROLLARY. Let B be any finite R-algebra. Then 

Ko(B) and Go(B) are finitely generated abelian groups. 

Proof. According to (III, 8.10) there is a largest 
two sided nilpotent ideal NCB such that BIN ~ T x A, where 
T is a finite semi-simple ring, and A is an R-order in a 
semi-simple algebra, as above. According to (IX, 1.3) we 
have isomorphisms K (B) -=-> K (BIN) ~ K (T) ~ K (A). 

o 0 0 0 

Similarly we have isomorphisms G (T) ~ G (A) ~ G (BIN) 
_ 0 0 0 

----> G (B) from (IX, 2.3). Since T is semi-simple K (T) 
o 0 

G (T) is a free abelian group of finite rank. Theorem (2.7) 
o 

implies K (A) and G (A) are finitely generated, so the 
o 0 

corollary now follows. 

Finally, we treat the Picard group. 

(2.9) THEOREM. The (non abelian) groupIPicR(A) (see 

(II, §5)) is finite. Moreover there is an exact sequence 

1 ---> InAut(A) i 
---> AutR_alg (A) ---> PicR(A) , 

so that Coker(i) , the group of "outer automorphisms" of the 

R-algebra A, is finite. 

Proof. The localization A ---> A induces a group 
homomorphism PicR(A) --->PicL(A) , and (III, 1.10) says 

PicL(A) is a finite group. The kernel consists of elements 

[P] where P is an invertible A-A-bimodule (i.e. left 
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A SR AO-module) such that P SR L ~ A as a bimodule. 

Let C = center (A); then C is a finite product of 
field extensions of L. Since a tensor product of central 
simple algebras over a field is again central simple (see 
discussion about (III, 1.10» it follows easily that A Sc AO 

is a semi-simple L-algebra. Moreover the image, B, of 
A SR A ° in A 0 C A ° is an R-order. The bimodule P above can 

be viewed as a B-lattice in the A Sc AO-module A (~p @R L). 

If Q is another such bimodule then P ~ Q as A-bimodules <~ 

P ~ Q as left B-modules. It follows therefore from the 
the Jordan-Zassenhaus Theorem (2.4) that there are only 
finitely many such [p] E Ker(PicR(A) ---> PicL(A». Hence 

PicR(A) is finite. The remaining assertions follow immedi­

ately from this together with (11,5.3). q.e.d. 

§3. FINITE GENERATION OF Kl AND G1 • 

We keep the notation and conventions of (0) and of 
(O)~ in §2. To these we add: 

C center of A. 

R~ integral closure of R in C. 
(0)" 

~ [t] . 

We shall further assume that C is separable over L. This 
implies that Aoo = A 0 L Loo is a semi-simple Loo-algebra with 

center Coo = COL Loo· 

We start by quoting two classical finiteness theorems. 

(3.1) THEOREM (Dirichlet). The abelian group U(R~) is 

finitely generated, and of rank roo - r o ' where 

and 

r = the number of simple factors of C (or of A) 
o 
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roo = the number of simple factors of Coo (or of Aoo)' 

This can be found in almost any book on number theory. 
Since U(R') is the direct product of its projections in the 
simple factors of C one reduces to the case when C is a 

rl r2 
field, i.e. r = 1. If R = Z then we have C 

0=00 
= ~ x ~ 

with rl + 2r2 = [C: g], and U(R') has rank rl + r2 - 1. 

(3.2) THEOREM (Siegel [1]; cf. also Borel-Harish­
Chandra [1]). 

Assume R = __ Z. Then SL (A), and hence also GL (A), are 
-- n n 

finitely generated groups for all n > 1. 

Here we have written SL (A) for the kernel of 
n 

---> U(C) 

(see (III, §8) or (V, §9) for a discussion of the reduced 
norm). Since the elements of Mu(A) are integral over R it 
follows that det(a) E R' for a E Mn(A) (see (1) of (III, 
§8)). Therefore, for each two sided ideal S in A, we have an 
exact sequence of groups 

1 -> SL (A, s) -> GL (A, s) 
n n 

where we write SL (A, .v = GL (A, s) n SL (A), as usual. In n n n 
view of (3.1) we see why GL (A) is finitely generated once 

n 
SL (A) is. 

n 

In the function field case the analogue of (3.2) is 
not true without exception. Indeed, SL2(~[t]) is not 

finitely generated. On the other hand O'Meara has shown that 
SL (R') is finitely generated for all n > 3. Even more, it 

n -
follows from (VI, 7.4) and (VI, 8.5) that: 

f 32" 

(3.3) PROPOSITION. For all n ~ 3, SL (R') 
n 

and it is a finitely generated group. 

(3.4) CONJECTURE. For all n > 3, SL (A) is a finitely 
n 
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generated group. 

Of course Siegel's theorem affirms this in the number 
field case. 

The main theorem of this section is: 

(3.5) THEOREM. Let ~ be a two sided ideal in A, and 

write SKI (A, ~) = SL(A, ~)/E(A, sO, so that we have an exact 

sequence 

(1) 
det 

(a) SKI (A, ~) is a torsion group of bounded exponent. 

If GL (A) is finitely generated for some n ~ 2 then SKI (A, g) -- n 
is finite. 

(b) Suppose A/~ is finite. Then det in (1) has finite 

cokerne1, so KI(A, ~)/(torsion subgroup) is free abelian 

rank roo - r o ' in the notation of (3.1). If SKI (A, ~) is 

finite then GLn(A) and SLn(A) are finitely generated groups 

for all n > 3. 

(c) The Cartan homomorphism cl(A): KI(A) ---> GI(A) 

has finite cokerne1. 

(3.6) COROLLARY. In the number field case (R = g) 
the sequence 0 ---> SKI (A, ~) ---> KI(A, ~) ---> K1(A) is 

exact for all ideals ~. Moreover SKI (A, ~) is finite, and 

hence Kl(A,~) is finitely generated. Further GI(A) is 

finitely generated, and Ker(Gl(A) ---> GI(A)) is finite. 

Proof. The first assertion follows from Wang's 
Theorem~9.7). The finiteness of SKI (A, ~) follows from 

(3.5) (a) and Siegel's Theorem (3.2). The homomorphism 

Ker(K1(A) -> K1(A)) = SKI(A) 

-> Ker(G I (A) -> Gl (A)) 
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has finite cokerne1, by (3.5) (c). The images of KI(A, sO 
and of GI(A) in KI(A) are identified, via det, with sub­

groups of the finitely generated group U(R~), so they also 
are finitely generated. q.e.d. 

Proof of (3.5). We shall carry out the proof in 
several steps. 

(i) !f~ is a two sided ideal in A, there is another, 

~~, such that ~n~~ = 0 and A/(~ + ~~) is finite. Moreover, 

KI (A, ~ + ~~) = KI (A, ~) {& KI (A, ~~), and SKI (A, ~ + ~~) = 
SKI (A, ~) {& SKI (A, ~~). 

For ~ @R L is a two sided ideal in the semi-simple 

algebra A. Let ~~ C A be a two sided A-lattice in the com­

plementary two sided ideal. Then ~n~~ = 0 and ~ + ~~ is an 

R-1attice in A. Hence A/(~ + ~~) is finite. The remaining 

assertions follow from (IX, 1.5) and the coordinatewise 
definition of the reduced norm. 

Now assume A/~ is finite. Let B be a maximal R-order 
containing A, and choose a ~ 0 in R so that aB C ~. 

(ii) The homomorphism 

has finite cokernel, and there is a homomorphism 

with finite cokerne1. 

GL (A, aB) = GL (B, aB) since both consist of all 
n n 

a E GL (A) such that I - a and I - a-I have coordinates in 
n 

aBo Since BlaB is finite GL (B, aB) has finite index in 
n 

GL (B). Hence, since GL (A, aB) C GL (A, n), the latter has n n n..:l. 
finite index in GL (B). This fact for n ~ 2, implies the 

n 
first assertion. 
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We next note that, for n ~ 3, 

E (A, .s.) ::J E (A, aB) 
n n 

::J [GL (A, aB), GL (A, aB)] 
n n 

(see (V, 4.3) and 
(V, 4.5)) 

= [GL (B, aB), 
n 

GL (B, 
n 

aB)] 

::J E (B, 
n 

a 2B) (see (V, 1. 5)) 

Evidently SL (B, a 2B) = SL (A, a 2B) C SL (A, .s.), also, so we 
n n n 

obtain a homomorphism SKI(B, a 2B) ---> SKI (A, .s.), induced by 

the inclusions. We see as above that, since SL (B, a 2B) has 
n 

finite index in SL (B), this homomorphism has finite 
n 

cokerne1. 

(iii) det: KI (A, .s.) -> U(R~) has finite cokerne1. 

With the aid of (ii) it suffices to show that det: 
KI(B) ---> U(R~) has finite cokernel. B is a product of 

maximal orders in the simple factors of A~ so we can assume 

A is simple; say [A: C) = n2 • Then if a £ U(R~) we have 

Nrd Alc (a) = an (see (III, § 8)). Since R ~ C B we conclude 

that det(KI(B)) contains all nth powers in U(R~). According 

to (3.1) U(R~) is finitely generated, so the desired 
conclusion now follows. 

(iv) For any two sided ideal.s. in A, SK1(A, .s.) is a 

torsion group of bounded exponent. 

With the aid of (i) above there is no loss in 
assuming that A/.s. is finite. Then we can replace CA, s) by 

(B, a 2 B) as in (ii) above and further reduce to the case 
when A is a maximal order. Then A decomposes into a product 
of maximal orders in the factors of A, and.s. decomposes 
correspondingly, so we can assume A is simple. Let C1 be 

a finite extension of C such that A Sc C1 ~ Mn(C 1). Let Rl 
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be the integral closure of R~ in Cl and put Al = A 3R~ Rl 

and 511 51 eR~ Rl . Then there is a natural homomorphism 

because the reduced norm is stable under base change. More­
over it follows from (IX, 4.7) that Ker(f) is annihilated by 

[R l : R]2. Hence the proof will be complete if we show that: 

SKl(Al , 511) is finite. (The only point in this argument that 

prevents us from concluding that SKI (A, 51) is finite is the 

lack of control over Ker(f) above. Thus the proof shows that 

SKI (A, s) is finite if, for example, the algebra A is 

split. ) 

Just as with (A, 51) above, we can embed Al in a 

maximal order Bl and find an ideal ~l in Bl such that Bl/~l 

is finite and such that there is a homomorphism SKl(B l , ~l) 

---> SKl(Al , 511) with finite cokernel. Since B is a'maximal 

Rl-order in M (C l ) it follows from (III, 8.8) that Bl = 
n 

EndR (P) for some P £ ~(Rl)' Now it follows from the theory 
1 

of (II, §§3-4) that SKI (Bl' ~l) = SKI (Rl' ~ for some ideal 

£ # 0 in Rl • In the function field case it follows from 

(VI, 8.5) that SKl(R l , £) = O. In the number field case it 

follows from (VI, 7.3) that SKl(R l , £) is a finite cyclic 

group. q.e.d. 

---> 

(v) Proof of (a). 

The first assertion follows from (iv). Since SL (A, g) 
n 

SKI (A, 51) is surjective for n > 2 the latter will be 

finitely generated if the former is. A finitely generated 
torsion group is finite, so this proves (a). 

(vi) Proof of (b). 

It follows from (iii) that det: Kl(A, 51) ---> U(R~) 
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has finite cokernel, and from (iv) that it has a torsion 
kernel. Hence K1(A, ~)/(torsion) is a subgroup of finite 

index in U(R~)/(torsion). According to (3.1) the latter is 
free abelian of rank roo - r o ' and (b) follows from this. 

(vii) Proof of (c). 

Let B be a maximal order containing A and let c be 
the conductor from B to A. Let 

N = Im(G 1 (AI::;) -> G1 (A)) 

and consider the (non commutative) square 

Kl (A) 
j* 

> Kl (B) 

(*) cl(A) (::e) Cl(B) 

Gl (A) < 
j* 

Gl (B) . 

According to (IX, 5.9) G1(A) = Im(j ) + N, since A is a 

fibre product of A/c and B. Moreover, since A/c is finite, 
it follows that Gl(A/~) (::e Kl «A/~)/rad(A/~)) is finite, so 

N is a finite group. Part (iii) above shows that j has 
finite cokernel, and c1(B) is an isomorphism because B is 

regular. Hence the assertion, (c), that cl (A) has finite 

cokernel will follow if we show that (*) commutes modulo N. 

Suppose (P, a) s L~(A). Then if h = j*c 1 (B)j*, we 

have hlP, a]~(A) [P @A B, a @A B]~(A)' If we tensor the 

exact sequence ° ---> A ---> B --->-B/A ---> 0, of two 

sides A-modules, with (P, a), we see that [p @A B, 

a @A B]~(A) = [P, a]~(A) + [P @A M, a @A M]~(A)) where M = 
B/A. But Mc = ° so the second term in the right lies in N. 
q.e.d. 

This concludes the proof of (3.5). 
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We close this section with a partial generalization 
of (3.5) in characteristic zero. 

(3.7) THEOREM. Let B be any finite ~-algebra. Then 

GL (B) is a finitely generated group for all n ~ 1. Moreover 
n 

Kl(B) and Gl(B) are finitely generated abelian groups. 

Proof. As in (III, 8.10) there is a maximal nilpotent 
two sided ideal N in B, and BIN = A x T where T is a semi­
simple ring, and where A is a ~-order in a semi-simple Q­
algebra. Therefore we have an exact sequence. 

1 -> U(B, N) -> U(B) -> U(B/N) -> 1 

of groups, and a decomposition U(B/N) = U(A) x U(T). The 
group U(T) is finite and U(A) is finitely generated by 
Siegel's Theorem (3.2). According to (3.8) below, U(B, N) is 
also finitely generated. Therefore U(B) is finitely gener­
ated. Similarly U(M (B» = GL (B) is finitely generated for 

n n 
all n > 1. For n > 2 this implies Kl(B) is finitely 

generated, by (V, 4.2). 

It follows from (VIII, 2.3) that Gl (BIN) -> Gl(B) 

is an isomorphism. We have Gl (BIN) = Gl (A) ~ Gl (T), and 

Gl (T) is finite. According to (3.6) G1(A) is finitely 

generated. Hence Gl (B) is finitely generated. q.e.d. 

(3.8) PROPOSITION. Let N be a two sided ideal in a 
d+l ring B and suppose N = 0 for some d > O. Let G = 1 + N 

U(B, N). 

(a) If d 1 then N ---> G, a ~> I + a, is a group 

isomorphism. 

(b) If N is finitely generated as an additive group 

then G is a finitely generated group. 

(c) !f eN = 0 for some integer e > 0 then G has 

d. e d 
exponent e ; 1.e. x = 1 for all x € G. 
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Proof. (a) is obvious. 

(b) and (c): We have a group extension 

1 ---> 1 + Nd ---> 1 + N ---> 1 + (N/Nd) ---> 1, 

whose kernel, by (a), is isomorphic to Nd • Hence the kernel 
is finitely generated, resp., of exponent e. By induction 
on d, the quotient is finitely generated, resp., ~f exponent 

ed-I. Hence 1 + N is finitely generated, resp., of exponent 

e d • 

HISTORICAL REMARKS 

The main results of this chapter derive essentially 
from classical number theory. The techniques for applying 
these classical finiteness theorems to K and G originated 

o 0 

in the work of Swan [1]. The deployment of the Cartan 
condition, as we have done in §l, is taken largely from the 
thesis of Strooker [1] and Giorguitti [1]. The finite gener­
ation of Gl(A) in Characteristic zero (cf. (3.6» is due to 
Lam [1]. 



Chapter XI 

INDUCTION TECHNIQUES 

FOR FINITE GROUPS 

This chapter is devoted to the exposition of a basic 
technique developed by Swan in two fundamental papers 
(Swan [1] and [3]) and later axiomatized and extended by 
Lam [1]. 

Briefly, the idea is the following. Let R be a commu­
tative ring, and write RTI for the group algebra of a group ~ 
We write 

for the Grothendieck group of all right RTI-modules which are 
finitely generated and projective as R-modules. Swan pointed 
out that this is the proper generalization of the "charac­
ter ring" in classical representation theory. When TI is 
finite and R is a field of characteristic zero then GR(TI) 

can be identified with the character ring. The classical 
induction theorems (of Artin, Brauer, Witt, Berman, ••• ) 
state, in this case, that GR(TI) is generated by induced 

characters from certain restricted families of subgroups of 
TI. Swan then showed how the functorial properties of GR(TI) 

could be used to extend these induction theorems to a much 
more general setting. He further discovered that one could 
deduce similar results for K (RTI) with the aid of the fact 

o 
that Ko(RTI) is a GR(TI)-module in a way which is compatible 

557 
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with the induction and restriction homomorphisms, and so 
that the scalar multiplication satisfied a "Frobenius 
reciprocity" identity, which is familar in representation 
theory. In Bass [3] I used this method to obtain information 
about Kl(~TI) for TI a finite group. 

The axiomatization of Lam is based on the notion of a 
"Frobenius functor". This is just an abstraction of the 
properties of GR above which are required for the basic 

induction arguments. If G is a Frobenius functor he intro­
duces the category of "G-modules". The general induction 
agrument can then be formulated as saying that an induction 
theorem for G implies similar results for all G-modules. In 
the setting above both Ko(RTI) and Kl(RTI) are GR(TI)-modules, 

in this sense. 

The first section contains a rapid review of induc­
tion and restriction for modules over group rings. Frobenius 
functors and their modules are introduced in §2. In §3 we 
assemble a number of results of Swan and Lam on the functor­
ial behavior of "induction exponents". Then in §4 the 
classical induction theorems are quoted, without proof. 
These include a sharp quantitative refinement of the Artin 
Induction Theorem, which is due to Lam. Some standard appli­
cations of these theorems to representation theory are also 
indicated here. 

Several of the principal results of Swan [3] on 
K (RTI) and G (RTI) are derived in §5, following Swan's argu-

o 0 

ments rather closely. 

For precise calculations of K.(ZTI), when TI is finite 
1 = 

abelian, it is important to determine the "conductor" from 
Zn to its integral closure in Qn. This calculation is 
~arried out quite explicitly in §6. It is used, in parti­
cular, in §7 where the methods of this chapter are applied 
to the groups K1(RTI) and Gl(RTI), when TI is finite and R is 

a ring of algebraic integers. 

§l. GROUP RINGS, RESTRICTION, AND INDUCTION 

Let R be a ring and let TI be a monoid. Then the 
monoid ring (or group ring if TI is a group) of TI over R is 
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the free R-module with basis n and with multiplication 
extended R-bilinearly from the multiplication in n. It is a 
functor of both R and of n. Explicitly, let f: R ---> R~ be 
a ring homomorphism and let j: n ---> n~ be a homomorphism 
of monoids. Then we have f: Rn ---> R~n by f (E a x) 

x E n x 
Ef(a )x, and j: Rn ---> Rn~ by j(E 

x x E n 
a x) = E a j(x). 

x x 
(cf. (IV, §5». 

In case n~ = {l} we obtain the augmentation, Rn ---> 

R, E a x >---> E a , whose kernel, I, is called the augmen-x x 
tation ideal. It is a two sided ideal generated as an R­
module by all 1 - x, (x E n). The augmentation defines an 
Rn-module structure on R (n acting trivially). We shall call 
this the trivial Rn-module, and denote it by R • 

n 

If n~ is a subgroup of a group n we write [n: n~] = 
card(n/n~) for the index of n~ in n. The expression "n is a 
p-group" will always mean p is a prime number and every 
element of n has order a power of p. For finite groups this 
is equivalent to [n: 1] being a power of p. 

(1.1) PROPOSI·TION (Maschke). Let n be a group and let 

n~ be a subgroup of finite index n = [n: n~]. Let R be a 

ring such that n E U(R). 

(a) An exact sequence 0 ---> M~ ---> M .....£..--> Mil ---> 0 

of Rn-modules splits if it splits as a sequence of Rn~­

modules. 

(b) If M E mod-Rn then hdR (M) = hdR ~(M). ---- n n 

Proof. (a) Let h: M" ---> M be an Rn~-homomorphism 
such that ph = 1M", Let n = Un~xi (1..::. i ..::. n) be the coset 

decomposition and set h~(m) = E h(mx.- I ) x. (1 < i < n). 
1. 1. - -

Since h is n~-linear h(mx.- I ) x. depends only on the coset 
1. 1. 

n~x .• If x E n then h~(mx) = E h(mx x.- I ) x. = (E h(mx x.- I ) 
1. 1. 1. 1. 

x. x-I) x = h~(m) x, because the x. x-I are also a set of 
1. 1. 

coset representatives. Hence h~ is n-linear. Moreover ph~(m) 

= E.ph(m x.-I) x. = E.mx.-Ix. = m • n. Thus n-Ih~ is an 
1. 1. 1. 1. 1. 1. 

Rn-linear right inverse for p. 
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(b) If 'IT = Ux. 'IT~ (1 < i < n) then clearly RlT = J.bc.RlT~, 
~ - - ~ 

so RlT is a free RlT~-modu1e. Hence, if M £ mod-RlT, an 
RlT-projective resolution of M is also an RlT~-projective 
resolution, so hdR ~(M) < hdR (M). Conversely, suppose 

IT - IT 

hdRlT~(M) = n < 00 and choose an exact sequence 0 ~ Pn ~ 

••• ----> Po ---> M ---> 0 in mod-RlT with p. RlT-projective 
~ 

(0 ~ i < n). We must know Pn is RlT-projective, knowing it is 

RlT~-projective. But this follows by letting P play the role 
n 

of Mil in part (a). q.e.d. 

(1.2) COROLLARY. Let IT be a finite group of order n 

[IT: 1]. Let R be an integrally closed integral domain with 

field of fractions L of characteristic not dividing n. Then 

LlT is semi-simple, and every R-order in LlT containing RlT is 

contained in n-IRlT. 

Proof. The first assertion follows immediately from 
(1.1) (a) (see (III, 1.5)). Let IT = {XI= 1, x2, ••• ,x }. The 

n 
regular representation of LlT with respect to this basis 
represents each x. ~ 1 by a permutation matrix with no 

~ 

diagonal entries. Hence TrLlT/L(xi ) = ali· n (Kronecker 

delta). Therefore, if we set xi~ = n-Ixi - l we have TrLlT / L 
(x.x.~) = a .. (1 < i, j < n). Let B be an R-order in LlT 

~ J ~J - -
containing RlT, and let b £ B. Clearly xI~' •.• 'x ~ is an 

n 
L-basis of LlT so we can write b = L x.~(b. £ L). Then we 

J J 
have TrL /L(x.b) = L. TrL /L(x.x.~) b. = b .• 

IT ~ J IT ~J J ~ 
Now x.b £ B is 

~ 

integral over R, so it follows from (III, 5.14) that the 
x b· 

i characteristic polynomial of the L-endomorphism LlT ---=--~> 

LlT has coefficients which are integral over R. Since R is 
integrally close they lie in R; in particular b i = TrLlT / L 
(x.b) £ R. Thus BeL x.~R = n-IRlT. q.e.d. 

~ J 

We next indicate what happens at the other extreme, 
when char(L) = p > 0 and IT is a p-group. 

(1.3) PROPOSITION. Let IT be a finite p-group operating 
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on a finite set S. Then: 

(a) card(S~) = card(S) mod p, 

where S~ = the set of fixed points of ~; and 

(b) ~ is nilpotent. 

Proof. (a) If s € S write ~ = {x € ~ I xs = s}, the 
s 

stability subgroup. Then x I---~ xs induces a bijection 

~/~ ---> ~s (the orbit), so card(~s) = [~: ~ ] is a posi-
s s 

tive power of p unless s € S~. Since S is the disjoint union 

of the orbits we have card(S) = card(S~) + N, where N is a 
sum of positive powers of p. 

~ 
(b) Let ~ operate on itself by conjugation. Then ~ 

center (~) has cardinality = [~: 1] mod p. Applying induc­

tion on [~: 1] to ~/center (~) this implies (b). q.e.d. 

(1.4) COROLLARY. Let R be a commuta~ive local ring 

with residue class field k of characteristic p > 0, and let 

~ be a finite p group. Then R~ is a local ring whose only 

simple module is k • 
~ 

Proof. Let m = rad R, so k = Rim. Then m(R~) C rad 
R~, (see (III, 2.5) so it suffices to-show that R~/m(R~) 
k~ is local. We have k k~/I where I is the augmentation 

~ 

ideal. If we show that k is the only simple module it will 
~ 

follow that Ie rad k~. Hence we will have I = rad k~, a 
nilpotent ideal, and k~ is local. This latter condition is 
stable under base field extensions, so it suffices to prove 
it for the prime field k C k. 

o 

Let M # 0 be a simple k ~-module. Then M is a finite 
o 

set so (1.3) implies card (MTI) _ card(M) mod p. Since 

card(M) is a positive power of p it follows that M~ # o. 
Therefore, since M~ is a k ~-submodule and M is simple, we 

o 
must have M~ = M ~ (k ) . q.e.d. 

o ~ 
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Henceforth R will denote a commutative ring. Let n be 

a group and let j: n~ ---> n be a group homomorphism. Then 

we have the induction and restriction functors 

mod-Rn~ > mod-Rn. <-------------------
j* res 

If f: R~ ---> R is a homomorphism of commutative rings we 
also have the functors 

4 = (. 3R~ R) 
----------------~> 

<----------------- mod-Rn. 

f* res 

The compatibility of these functors is expressed by the 
following natural isomorphisms, arising from the commutative 
square 

-------~> Rn. 

(i) f*~ "j*f*: If M E: mod-R~n~ then (M3R~n~ R~n) 

3R~ R " M 3R~n~ Rn " (M 3R~ R) 3Rn~ Rn, as Rn-modules. 

* 
(ii) j*f* " f*j*: If M E: mod-Rn~ then U*M) 3R~n~ R~n 

f (M 3Rn~ Rn) as R~n-modules. 

(iii) f*j* = j* f*: If M E: mod-R~n then j*M 3R~ R 

* j (M 3 R~ R) as Rn ~ -modules. 

(i v) f* j* = j* f*: If M E: mod-Rn then f* \ M 

as R~n~-modules. 

j f M 

* * 

ties. 

m S x 

In parts (iii) and (iv) the isomorphisms are equal i­
In part (ii), M 3 ~ ~ R~n ---> M 3 R ~ Rn is defined by 

R n n 
1---> m 3 x (m E: M, x E: n). ·The isomorphisms in part 
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(i) follow from the associativity of tensor products once 
we note the natural isomorphism M G R~ R "" M 0 R~'IT R'IT for M 

£: mod-R'IT, and similarly for 'IT~. Similarly, if f~: R" --> R~ 

is another ring homomorphism, and if j~: 'IT" --> 'IT lS 

another group homomorphism then we have the transitivity 
formulas: 

j ~* t 
(ff~ t 

For restriction these are equalities. For induction they 
correspond to the associativity of tensor products. 

Next we introduce the additive bifunctor 

OR: (mod-R'IT) x (mod-R'IT) --> mod-R'IT. 

If M, N £: mod-R'IT then M OR N is an R-module on which we let 

x £: 'IT operate by (m ° n) x = mx G nx, and extend this action 

R-linearly to R'TT. Evidently the natural isomorphism MG R N "" 

NOR M is an isomorphism of R'IT-modules. Note also that 

is an isomorphism of R'TT-modules. 

(1.5) PROPOSITION ("Frobenius Reciprocity"). Let R 

be a commutative ring and let j: 'TT~ ---> 'IT be a homomorphism 

of groups. For M £: mod-R'IT and N £: mod-R'IT~ there is an 

isomorphism 

defined by ¢ ((m ° n) ° x) = mx ° (n Ox) (m £: M, n £: N, X £: 

'IT), and it defines an isomorphism of functors 

(mod-R'TT) x (mod-R'IT) ---> mod-R'IT. 

Proof. Let W = M0 R j*N = M0 R (N 0R'IT~ R'IT). For x £: 'IT 

the expression mx ° (n ° x) £: W is R-bilinear for (m, n) £: 
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M x N so it defines an R-1inear map h : M 3 N ---> W. Since 
x R 

R~ is R-free with basis ~ we can use the h 's (x E ~) to 
x 

define an R-linear map V: (M3 R N) 3 R R~ ---> W such that 

¢ ~ «m €l n) 3 x) = mx €l (n 0 x). If y E ~' then 

¢~«m 3 n) 3 j(y)x) = mj(y)x e (n 3 j(y)x) = 

mj (y)x 3 (ny 3 x), while V«m 3 n)y ~ x) = V«mj (y) €l ny)€l x) 

= mj(y) 3 (ny 3 x). Thus ¢~ is R~~-bi1inear so it induces a 
homomorphism ¢: (M 3R N) 3R~~ R~ ---> W. If Y E ~ then 

¢«m ~ n) 3 x)y) = ¢«m ~ n) 3 xy) = mxy 3 (n 3 xy) = 

mxy ~(n 3 x)y =(mx 3 (n 3 x))y = ¢«m ~ n) €l x)y, so ¢ is 
R~-linear. 

To construct the inverse, suppose m E M, n E N, and 

x E ~. Writing V = (M 3 R N) 3R~~ R~, the expression (mx- 1 3 

n) 3 x E V defines an R-1inear map N ---> V. Fixing m and 

varying x E ~ we obtain an R-1inear map hm~: N 3 R R~ ---> V. 

If y E ~~ then h ~(n 3 j(y) x) = (m (j (y)-l 3 n) 3 j (y) x = 
m 

(mx- 1 j(y)-l 3 n) y 3 x = (mx- 1 3 ny) 3 x = h ~(my 3 x). 
m 

Hence hm' induces an R-1inear map hm: N 3R~~ R~ ---> V such 

that h (n S x) = (mx- 1 S n) 3 x. Since this expression is 
m 

R-linear in m we obtain \j!: M ~R (N 3R~~ R~) ---> V such that 

\j!(m 3 (n 3 y)) = (mx- 1 3 n) 3 x. Evidently \j! is an inverse 

for ¢, so ¢ is an isomorphism. 

Suppose f: M ---> Ml in mod-R~ and g: N ---> Nl in 

mod-R~~. Then ¢ 0 «f 3 R g) 3R~~ R~) sends (m ~ n) 3 x to 

f(m)x 3 (g(n) 3 x), while (f 3R (g 3R~~ R~)) 0 ¢ sends it 

to f(mx) 3 (g(n) 3 x). These two images are equal because 
f is ~-linear. Thus ¢ is natural. q.e.d. 

(1.6) COROLLARY. If M E mod-R~ has underlying R­

module j*M then 

M SR R~ 

as R~-modu1es. 
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Proof. Let j be the inclusion of the trivial sub­
group and apply (1.5) with N = R. 

We shall denote by 

M (Rn) 
=0 

the full subcategory of all M € mod-Rn which are finitely 
generated and projective as R-modules. 

(1.7) COROLLARY. The tensor product induces functors 

---:> M (Rn) 
=0 

and 

---> ~(Rn) 

which preserve short exact sequences in each variable. 

Proof. The exactness is clear since short exact 
sequences in P split, and, in M , they split as sequences of 

= =0 
R-modules. Moreover it is clear that M OR N € ~o if M, N € 

~o' If, further, P € ~, it remains to be shown that M OR P 

€ ~. By a direct sum argument it suffices to show this for 
P ~ Rn, in which case it follows immediately from (1.6). 
q.e.d. 

(1.8) DEFINITION. Let R be a commutative ring and let 
n be a group. We define 

According to (1.7) we can use OR to give GR(n) the structure 

of a commutative ring. Even more, if P € peR) and M € M (Rn) 
= =0 

then P 3R M € ~o(Rn), clearly and we can use this to make 

GR(n) a Ko(R)-algebra. The identity element of GR(n) is 

[R ]. We shall call the groups 
n 

K.(M (Rn)) 
1. =0 

(i = 0, 1) 

and 
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K. (P(RTI)) = K. (RTI) 
1. = 1. 

(i = 0, 1) 

the four basic G -modules. They are, indeed, GR(TI)-modules, -- R===::o. 
with action defined by 

[M] [N] = [M SR N] (i 0) 

and 

[M] [N, a.] = [M @R N, M @R a.] (i = 1) 

where M E ~o' N E ~o or~, as the case may be, and a. E 

AutRTI(N). Our notation is meant to suggest that, for fixed 

R, we view GR and the basic GR-modules as functors of TI. 

The sense in which they are such functors will be described 
in (1.10) below. First, however, we shall show how the 
category M (RTI) is related to the category M(RTI) in certain 

=0 = 

cases. 

(1.9) PROPOSITION. Let R be a commutative regular 

ring and let TI be a finite group. Then we have ~(RTI)C 

~o(RTI) C~(RTI), and the latter inclusion induces isomor­

phisms 

K.(M (RTI)) -> K.(M(RTI)) 
1. =0 1. = 

In particular, GR(TI) = Go(RTI). 

G. (RTI) , (i 
1. 

0,1) • 

Proof. If P E ~(RTI) then P E ~o(RTI) because RTI is a 

free R-module of finite rank ([TI: 1]). The second inclusion 
is obvious. 

Suppose M E ~(RTI). Since TI is finite M is also a 

finitely generated R-module, so hdR(M) = n < 00. Let 0 ---> 

P ---> P ---> ---> P ---> M ---> 0 be an exact n n-l ..• 0 

sequence of RTI-modules with P. E P(RTI) (0 < i < n). (Note 
1. = -

that RTI is right noetherian so we can do this.) Then since 
P. E P(R) also (0 < i < n) it follows that P E P(R), i.e. 

1. = - n = 
P E M (RTI). Now we can apply (VIII~ 4.6) to conclude that 

n =0 
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K.(M) --> K.(M) (i = 0,1) are isomorphisms. q.e.d .. 
1 =0 1 = 

(1.10) PROPOSITION. Let R be a commutative ring, let 

TI be a group, and let j: TI~ --> TI be the inclusion of a 

subgroup of finite index. Then restriction and induction 

induce exact functors 

and 

.* J 

j* 

Hence, if ~ denotes any of the basic GR-modules. we have 

induced additive maps 

.* J 

These satisfy the following conditions: 

(1) j*: GR(rr) ---> GR(rr~) is a ring homomorphism and 

.* * J : KR(rr) ---> KR(rr~) is j -semi-linear. I.e. j (ab) = 
* * j (a) j (b) for a £ GR(rr) , b £ KR(rr). 

(2) If a £ GR (rr) , a~ £ GR(rr~), b £ KR(rr) , and b~ E 

KR(rr~), then 

* 
a . j,., b ~ j* (j a . b) 

and 

* j* a ~ • b = j* (a' • j b). 

Proof. It is obvious that restriction preserves M 
=0 

and that induction preserves ~. The other two assertions 
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follow easily from the fact that RTI £ ~(RTI'). (In fact RTI is 
a free RTI'-module with the coset representatives as a basis.) 
This further implies that j* is exact, and j* obviously is 

exact· Therefore we obtain the indicated homomorphisms. 
Since j* preserves ~R (clearly) part (1) follows immediately 

from the definition of the action of GR on KR• Similarly, 

part (2) follows immediately from Frobenius reciprocity (1.5) 
in case KR is one of the KO'S. For the Kl IS this applies 

equally well because of the naturality of the Frobenius 
reciprocity isomorphism. Explicitly, suppose, in the setting 
of (1.5), that a £ AutRTI(M) and S £ AutRTI,(N). Then 

* * cp: (j*(j M ~R N), j*(j a ~R S)) -> (M 3R j*N, 

a 3j*S) 

is an isomorphism in the category, E(mod-RTI), of automor­
phisms of RTI-modules. Setting a or S equal to the identity 
now yields the two formulas of (2) where KR is a K1 • q.e.d. 

(1.11) PROPOSITION. In the setting of (1.10) let 

f: R' ---> R be a homomorphism of commutative rings. Then 

f*: mod-R'TI ---> mod-RTI preserves tensor products, in the 

sense that there is a natural isomorphism 

of RTI-modules for M, N £ mod-R'TI. Moreover f* induces exact 

functors M (R'TI) ---> M (RTI) and P(R'TI) ---> P(RTI) , and 
=0 =0 -- = = 

hence also additive maps 

The first of these is a ring homomorphism, and the second is 

semi-linear with respect to the first (i.e. f*(ab) f*(a) 

f*(b) for a £ GR,(TI), b £ KR,(TI)). Moreover, with j: TI ---> 

* * TI as in (1.10) we have f*j* = j*f* and f*j = j f*. 

In case R is a finitely generated projective R'­

module (i.e. R £ ~(R')) then the restriction functor 
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* f : mod-RTI ---> mod-R~TI induces functors M (RTI) ---> M (R~TI) 
=0 =0 

and P(RTI) ---> P(R~TI), and hence also an additive map 
--- = = 

* f : KR ( TI) -> KR ~ ( TI) • 

The maps f* also commute with j* and j*, and we have 

* f f* = multiplication by [R]R~' 

the class of R as an R~-module in K (R~) (or as a trivial) 
o 

R~TI-module in GR~(TI». 

Proof. We have f*M 0R f2N = (M 0R~ R) 0R (N 0R~ R) ~ 

M 0R~(N 0R~ R) ~ f*(M 0R~ N), and these are easily seen to 

be RTI-isomorphisms. It is clear from the definitions that f* 

preserves M and P. Its restrictions to these categories are 
=0 = 

exact because short exact sequences in M (R~TI) and P(R~TI) 
=0 = 

split over R~. The semi-linearity of f* follows from the 

preservation of tensor products. The commutativity of f* 

* (and of f ) with j* and j* was established in the discussion 

preceding (1.5). 

In case R ~ ~(R~) then P ~ ~(R~) for all P ~ ~(R). 

Therefore f*M (RTI) C M (R~TI). Similarly, RTI ~ ~(R~TI) so 

f*~(RTI) C P(;~TI). If ~o~ mod-R~TI then f*f*M f*(M eR~ R) ~ 
M 0R~ R, where we view R as an R~-module, or as an R~TI­

module with trivial TI action. This concludes the proof. 

§2. FROBENIUS FUNCTORS AND FROBENIUS MODULES 

In order to axiomatize the treatment of the induction 
theorems in the following sections we introduce the notion 
of a Frobenius functor on a category g. It is simply a 
functor G: S ---> ~, so we must describe the category 

Frob. 

Its objects are commutative rings. A morphism A ---> B in 
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Frob is a pair (i*, i*) of additive maps 

i* 
A <=====:> B, 

* i 

* such that i is a ring homomorphism and such that 

(1) (a E A, b E B). 

* If (j*, j ): B ---> C is another morphism then 

* * * (j*, j ) (i*, i ) = (j* oj) • 

To check that this is admissible suppose a E A and c E C. 

* * Then c • j*i*a = j*(j c • i*a) = j*(i*(i j*c a)). 

If G and G~ are Frobenius functors on C then we can speak of 
a morphism (= natural transformation) from G to G~. 

(2.1) EXAMPLE. Let g be the category whose objects 
are groups and whose morphisms are monomorphisms j: TI~ ---> 

TI of finite index, (i.e. [TI: j(TI~)] is finite). Let R be a 
commutative ring. Then it follows from (1.10) that 

is a Frobenius functor, with respect to the (induction, 
restriction) homomorphisms. If f: R~ ---> R is a homomor­
phism of commutative rings then it follows from (1.11) that 
f*: GR~ ---> GR is a morphism of Frobenius functors. 

Let G: C ----> Frob be a Frobenius functor. Then a 
Frobenius G-modu1e K c~sts of the following: 

(i) K assigns to each TI E C a G(TI)-modu1e K(TI). 

(ii) K assigns to each morphism j: TI ~ TI in ~ 

* a pair of additive maps K(j) = (j*, j ), 
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,~ * 
such that j is (j : G(rr) ---> G(rr~))-semi-linear (we write 

* G(j) (j*, j ) also, by abuse of notation) and such that 

j*a~ . b j*(a~ . * j b) (a~ E G(rr~), b E K(rr)) 

(2) * 
a . j*b~ = j* (j a b ~) (a E G(rr) , b~ E K(rr~)). 

~> f-> 
1, 

Moreover, we require that j j* and j j should 

each make K into a functor, the latter contravariant. The 
Frobenius G-modules are themselves the objects of a cate­
gory, which we denote by 

G-mod. 

If K, H E G-mod then a morphism f: K ---> H is a collection 
of G(rr)-homomorphisms f(rr): K(rr) ---> H(rr) (rr E g), which is 
a natural transformation simultaneously for the covariant 
and contravariant functors underlying K and H, respectively. 
We define K ~ H by (K ~ H) (rr) = K(rr) ~ H(rr) , etc., and this 
makes G-mod an additive category. In fact it is easy to see 
that G-mod is an abelian category. For example Ker(f) exists 
and is the obvious thing: Ker(f) (rr) = Ker(f(rr)), with the 

* morphisms those induced by j* and j . Similarly for Coker(f), 

Im(f) , etc. 

The fact that G-mod is abelian is technically very 
useful, as we shall see in the later sections. In spirit, 
we can treat the Frobenius functors on a fixed category g 
like commutative rings, and their Frobenius modules like­
modules over these rings. Note in particular that if G~ ---> 

G is a morphism of Frobenius functors then it permits us to 
view Frobenius G-modules as Frobenius G~-modules (by 
"restriction"). 

(2.2) EXAMPLE. Let GR: ~ ---> Frob be the Frobenius 

functor of example (2.1). Let KR be one of the "basic 

GR-modules" (see (1.8)). Then it follows from (1.10) that 

KR defines a functor ~ ---> Frob which is a Frobenius 

GR-module. If f: R~ ---> R is a homomorphism of commutative 

rings then it follows from (1.11) that f*: KR~ ---> KR is 
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(f*: GR~ ---? GR)-semi-linear. Equivalently, if we view KR 

as a GR~-module, via f*, then f*: KR~ ---> KR is a GR~­

homomorphism. Therefore its kernel, cokernel, etc. are also 
GR~-modules. 

Let FG denote the full subcategory of finite groups 
in g, and assume that R is a commutative regular ring. If rr 
£ FG then it follows from (1.9) that K.(M (Rrr)) = G.(Rrr) 

= 1 =0 1 

(i = 0, 1). With this identification the inclusion ~(Rrr)C 
M (Rrr) induces the Cartan homomorphisms. -
=0 

c. (RTI): K. (Rrr) -> G. (RTI) 
l. 1 1 

(i=O,l). 

These are evidently morphisms of Frobenius modules over 
GR: FG ---> Frob. Therefore, as above, their kernels, 

cokernels, etc., are also Frobenius GR-modules. 

(2.3) DEFINITION. Let C be a class of objects in a 
category g, let G: g ---> Frob be a Frobenius functor, and 
let K £ G=mod. Then-we define, for each rr £ ~, 

and 

* (IKer(j ), 

where j ranges over all morphisms j: rr~ ---> rr with rr~ £ C 

* and where K(j) = (j*, j ). 

(2.4) PROPOSITION. In the notation of (2.3) we have: 

C 
(a) G(rr) Kc(rr) + Gc(rr) K (rr) C KC(rr) , and G(rr) K (rr) 

+ GC(rr) K(rr) C KC(rr). 

(d) If f: K ---> H is a morphism of Frobenius 
C C 

G-modules then f(rr) (Kc(rr)) C Hc(rr) and f(rr) (K (rr)) C H (rr). 
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(e) Suppose that for each morphism j: rr~ ---~ rr in ~, 

/(Kc(rr» c Kc(rr~) (resp., j*(KC(rr~» C KC(rr». Then KC 

(resp., KC) is a Frobenius G-module. 

Proof. (a) Suppose j: rr~ ---? rr is a morphism with 

* rr~ E C. If a E G(rr) and b~ E K(rr~) then a j*b = j*(j a 

b) so G(rr) Kc(rr) C KC(rr). Similarly, if a~ E G(rr~) and b E 

K(rr) then j*a • b = j*(a . j*b) so Gc(rr) K(rr) C KC(rr), thus 

* proving the first part of (a). The maps j are GR-semi-linear 

* * * in the sense that j (a . b) = j a . j b for a E G(rr) and b E 

K(rr). The last part of (a) follows immediately from this. 

(b) follows immediately from (a). 

(c) With j as above, let a E G(rr), a~ E G(rr~), b E 

* K(rr), b~ E K(rr~). Then j*a~ . b j*(a~· j b) and a . j*b~ 
* * = j*(j a • b~). Therefore if b E Ker(j ) and a E Ker(j*) we 

have j*a~ • b = 0 = a • j*b~, thus proving (c). 

(d) follows from the fact that f commutes with the 

* j*'s and the j 'so 

(e) It follows immediately from the definitions that 

if j: 

* j preserves 

rr is a morphism in ~ then j* preserves KC and 

KC• Therefore if we assume further that j* 

(resp., j* preserves KC) then rr ~> KC(rr) preserves KC 

C 
(resp., K (rr» becomes a double functor whose value at rr is 

a GR(rr)-module (by part (b». The Frobenius reciprocity 
C 

formulas required for KC (resp., K ) to be a GR-module are 

satisfied because they are satisfied in K. q.e.d. 

(2.5) DEFINITION. Let e be a positive integer. We 
shall say that a group rr has exponent e if every element 

in rr has order dividing e. (I.e. xe = I for all x E rr if rr 
is multiplicative, or ex = 0 for all x E rr if rr is additive.) 
The set of exponents, if non empty, is the set of positive 
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integers in some ideal in ~, and we denote the least posi­
tive exponent by 

exp (71) 

if it exists. If A is an additive group and I is a subgroup 
we say I has exponent e in A if A/I has exponent e. In case 
A is a ring and I is a two sided ideal this is equivalent 
to the condition that the characteristic of A/I divides e, 
or that e . 1 E I. 

(2.6) PROPOSITION. ("Induction and Restriction 
Principles") Let G: C --> Frob be a Frobenius = = ~---=-_-=...:c~..;.-.::...:...::... 

functor. Let C be a class of objects in C and let 71 E C be 

such that GC(7I) has exponent e in G(7I). Then for all 
C Frobenius G-modules K, the groups K(7I)/KC(7I) and K (71) have 

exponent e. 

Proof. Using (2.4) (a) we have eK(7I) = eG(7I) K(7I) C 

GC(7I) K(7I) C KC(7I). Using (2.4) (c) we have eKC(7I) = eG(7I) 

C C 
K (71) C GC(7I) K (71) = O. q.e.d. 

(2.7) COROLLARY. Keep the notation and assumptions of 

(2.6). Let C denote the set of 7I~ E C for which there is a 
-- 71 

morphism 7I~ --> 71. Suppose that K(7I~) is torsion (resp., 

has exponent d) for all 7I~ E C . Then K(7I) is torsion (resp., 
71 

has exponent de). 

Proof. The hypothesis implies KC(7I) is torsion (resp., 

of exponent d), and (2.7) says K(7I)/KC(7I) has exponent e; 

the corollary follows immediately from this. 

(2.8) COROLLARY. Keep the notation and assumptions of 

(2.6). Let f: K --> H be a morphism of Frobenius G-modules. 

Assume that K(7I) is torsion free and that, for all 7I~ E C7I ' 

Ker(f(7I~» is torsion (e.g. that f(7I~) is a monomorphism). 

Then f(7I) is a monomorphism. 
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Proof. By (2.7), applied to Ker(f), Ker(f(n» is 
torsion. Since K(n) is torsion free this implies Ker(f(n» 
= O. q.e.d. 

§3. INDUCTION EXPONENTS 

Recall from §2 that G denotes the category whose 
objects are groups and whose morphisms are monomorphisms 
j: n~ ---> n of finite index (i.e. [n: j(n~)] is finite). 
Also FG denotes the full subcategory of finite groups. 

575 

We shall fix a class C of objects of G. If R is a 
commutative ring, and if nEg, we shall write 

for the exponent (see (2.5» of (GR)C (n) (see (2.3» in 

GR(n). Since the latter is a ring and the former is an 

ideal, ec(R, n) is the least positive integer e (if one 

exists) such that e . [Rn 1 E (GR)c (n). Except when we 

explicitly assert the existence of eC(R, n) its existence 

will be assumed. It is called the induction exponent of 
(R, n) with respect to the class C. Its importance is 
explained by the following immediate corollary of the 
"induction and restriction principles" (2.6): 

(3.1) PROPOSITION. Let R be a commutative ring and 

let GR: g ---> Frob be the Frobenius functor of (2.1). Then 

for any Frobenius GR-module K (e.g. K = Ki(~o(Rn» or K = 
Ki(Rn); i = 0, 1) and for any nEg, K(n)!Kc(n) and KC(n) 

have exponent eC(R, n). 

The results of this section describe the behavior of 
eC(R, n) as a function of R and of n. 

(3.2) PROPOSITION. Let f: R~ ---> R be a homomorphism 

of commutative rings, and let nEG. 
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(b) Suppose max(R~) is a noetherian space of dimen­

sion ~ d and that R is a projective R~-modu1e of (constant) 

rank n. Then ec(R~, n) divides ec(R, n)' nd+1 • Moreover, if 

n - [R]R~ has finite (additive) order m in K (R~) then 
- 0 

ec(R~, n) divides ec(R, n) • n • m. 

Proof.(a) f*: GR~ --> GR is a morphism of Frobenius 

functors. Hence f*(ec(R~, n) . 1) = eC(R~, n) . 1 E (GR)C(n). 

(b). Let e = eC(R, n). We have a restriction homomor­

* phism f : GR --> GR~' in this case, with commutes with 

restriction and induction homomorphisms induced from mor-

* * phisms in ~ (see (1.11». Therefore f (e • 1) = e f (1) E 

* (GR~)C (n). The element 1 E GR(n) here is [R]Rn' so f (1) 

[f*R]R~n' Thus (GR~)C (n) contains e[R]R~ • GR~(n), where 

[R] ~ is the class of R in K (R). It follows from (IX, 4.5) 
R 0 

that [R]R~ • Ko(R~) contains nd+1 • 1. Moreover, ifm ([R]R~ 
- n) = 0 then it contains m[R]R~ = m (n + ([R]R~ - n» = mn. 

q.e.d. 

(3.3) PROPOSITION. Let R be a Dedekind ring with 

field of fractions L, and let p E max(R). Let n be a finite 

group of order not divisible by char(L). 

(a) ec(R/E, n) divides ec(L, n). 

(b) ec(R, n) divides ec(L, n)2. 

Proof. By (1.2) Ln is semi-simple, so we have Swan's 
triangle (X, 1.1) 
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Using (1.9) we can identify this with a triangle 

The top and left side are induced by R ---> Land R ---> 
Rip, respectively, so they are morphisms of Frobenius 
functors (on !1D. The right side was deduced from surjec­
tivity of the top, so it is also a morphism of Frobenius 
functors. Therefore eeL, n) . 1 E (GR/~C (n), thus proving 

(a) • 

From (IX, 6.9) we have an exact sequence 

II G «R/E-h) _f_> G (Rn) 
E. E max(R) 0 0 

go 
--> G (Ln) 

o 

----> 0, 

where f is induced by the "restrictions" !1( (R/E) n) C !1(Rn). 
In particular they commute with the induction and restric­
tion homomorphisms arising from morphisms in FG. Let e = 
ec(L, n). Since G (Rn~) ---> G (Ln~) is surjective for all 

o 0 

n~ C n it follows that (GR)C(n) ---> (GL)C(n) is surjective. 

Therefore we can choose a E (GR)c(n) such that go(a) = e • 1. 

Thus e • 1 - a E Ker(g ), so we can write e • 1 - a = feb). 
o 

According to part (a) we have e . bEll (GR/E.)c(n) (E. E 

max(R» and so fee . b) = e feb) = e 2 ·1 - ea E (GR)c(n). 

Since ea E (GR)c(n) we conclude that e2 • 1 E (GR)c(n), thus 

proving (b). q.e.d. 

(3.4) COROLLARY. For any field L and any finite group 

n, ec(L, n) divides ec (9, n). For any commutative ring R, 

ec(R, n) divides e c (9, n)2. 

Proof. If char(L) = ° then L is a Q-algebra, and this 
follows from (3.2) (a). Similarly, in characteristic p > 0, 
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(3.2) (a) makes it sufficient to prove this for the prime 
field, ~/p~. In this case the assertion follows from (3.3) 
(a). Similarly, the last assertion follows from (3.3) (b) 
since R is a g-algebra. 

Next we shall fix R and vary n. 

(3.5) PROPOSITION. Assume that every subgroup of 

finite index in a group in C is also in C. Let j: n ---> n 

be a morphism in g. Then for any commutative ring R, 
* -

j «GR)C (n» C (GR)C (n~). Hence (GR)C is a Frobenius GR-

submodule of GR. Moreover eC(R, n~) divides ec(R, n). 

* Proof. Since j is a ring homomorphism it is clear 
that the last assertion follows from the first. The second 
does also, thanks to (2.4) (e). 

Now let i: n" ---> n be a morphism in g with n" E C. 

* The proposition will follow if we show that j (Im(i*» C 

(GR)C (n~). For convenience we shall identify n~ and n" with 

subgroups of n, so that j and i are inclusions. Given M E 

M (Rn") it suffices for * us to show that j i*[M] E (GR)c (n~). 
=0 * * 
Now j i* M = j (M €lRn" Rn), and it follows from the 

"Mackey Subgroup Theorem" (Curtis-Reiner [lJ, p. 324) that 

* j (M €lRn" Rn) '" ~ M(D) where D ranges over the double co-

sets D = n" x n~ and where M(D) is an induced module w.r.t. 

the morphisms j (D): x-1n"x n n~ --> n~; say M(D) = j (D)*ND. 

(Curtis-Reiner assume R is a field, but this is nowhere 

required in their proof. There are minor differences also 
in formulation here, because we are dealing with right 
modules.) Since both n" and n~ have finite index in n it 

follows that x-1n"x n n~ does also, and our hypothesis 
implies it is in C, being isomorphic to a subgroup of finite 
index in n". As an R-module j(D)*N is a direct sum of copies 

of N. It is also a direct summand of M so we conclude that 

* N E ~o (R[x-1n"x n n~]). Thus we have j i* [M] E LD Im(j (D) *) 

C(GR)c (n~). q.e.d. 
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(3.6) PROPOSITION. Assume that if a E C then every 

quotient, a/a~, where a~ is a finite normal subgroup, is 

also in C. Let n be a group and let n~ be a finite normal 

subgroup of order n (= [n: 1]). Let R be a commutative ring 

such that n E U(R). Then ec(R, n/n~) divides ec(R, n). 

Proof. We have Rn~ = Re * I where e = n- 1 L ~ x 
X E n 

is a central idempotent and I is the augmentation ideal. 
This is easy to see (use (1.1), for example, to split the 
exact sequence 0 ---> I ---> Rn~ ---> R ~ ---> 0). This 

n 
means that Rn~ is a product of two rings, one factor corres-

ponding to the trivial Rn~-module R ~ Re. Hence, for all 
n 

M E mod-Rn~, M = Me * MI is a canonical decomposition as 

Rn~-module, and it is compatible with tensor products (e.g. 

(M @R N)e = Me 0R Ne). In particular the functor 0Rn~ Rn~ is 

an exact functor that preserves @R' 

Let J = Rn . I. Since n~ is normal in n it follows 
that J is a two sided ideal in Rn, and clearly n~ goes to 1 
in Rn/J. On the other hand it is clear that Ie Ker(Rn ---> 
Rn"), where n" = n/n~, so it follows that Rn" = Rn/J. Now 
if M E mod-Rn we have MORn" = M/MJ = M/M·Rn·I = M/MI 

Rn 
= M 0Rn~ Rn~' Thus 0Rn Rn" is exact and preserves OR' thanks 

to the conclusions in the first paragraph. The latter also 
make it clear that if M is a finitely generated projective 
R-module then M @Rn Rn" is also, since, as an R-module, it 

is isomorphic to the direct summand Me of M. Thus we have an 
exact functor 0Rn Rn": ~o(Rn) --> ~o(Rn") which preserves 

OR' and hence a ring homomorphism p: GR(n) --> GR(n"). 

Let j: a --> n be a morphism in G with a E C. If we 
can show that p(Im(j*» C (GR)c (n") then it will follow that 

p«GR)C (n») C (GR)c (n"), and the proposition follows from 

this. 

Let a~ = j-l(n~) (a finite normal subgroup of a), let 
a" = a/a~, and let j": a" ---> n" be the induced monomor­
phism (of finite index). Our hypothesis on C implies a" E C. 
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Therefore it suffices for us to establish a natural isomor­
phism 

(j M) G R'IT" '" j II (M GRO") * R'IT * Ro 

of R'IT"-modules, for M E mod-Roo Explicitly, we want (M G 
Ro 

R'IT) 13 R'IT" '" (M 0 RO") G R'IT". But both sides are 
R'IT Ro RO" 

isomorphic to M GRo R'IT". q.e.d. 

§4. CLASSICAL INDUCTION THEOREMS AND THEIR APPLICATIONS 

In this section we shall quote, without proof, some 
fundamental induction theorems for finite groups. Some 
applications to representation theory are deduced from them. 

If e is an integer ~ 1 let w be a primitive (say 
th e 

complex) e root of unity, and set Z = Z[w ], the ring of 
=e = e 

algebraic integers in the cyclotomic field Q = Q[w ]. If R 
=e = e 

is a commutative ring, and if 'IT is a finite group, we say 
that R is large enough for 'IT if there is a ring homomorphism 
Z --> R, where e = exp('IT) (see (2.5)). If R is a field =e 
this just means that R contains all the e th roots of unity 
in its algebraic closure. 

Let p be a prime. A finite group H is called 
p-hyperelementary if H is a semi-direct product, H = N s:d P, 

where N is a cyclic normal subgroup of order prime to p, and 
where P is a p-group. H operates on N by conjugation and we 
shall write 

~(= ~(N)) c Aut(N) 

for the image of H (or of P) under this action. In case ~ 

{I}, i.e. if the semi-direct product is direct, we call H 
p-elementary. 

We call a finite group H hyperelementary (resp., 
elementary) if it is p-hyperelementary (resp., p-elementary) 
for some prime p. Unless H is abelian p is then character­
ized as that prime for which the Sylow p-subgroup is not an 
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abelian normal subgroup of H. Moreover, in the ambiguous 
case when H is abelian, ~ = {I} for any choice of p, so 

~ is essentially intrinsic. 

Let L be a field of characteristic zero, and let 

581 

H = N xd P be a p-hyperelementary group, as above. Choose 
s-

some isomorphism, j, of N with the group, jN, of [N: l]th 
roots of unity in some algebraic closure of L. Then L(jN)/L 
is a galois extension whose galois group is determined by 
its action on jN. Using j to pull this back gives us an 
isomorphism of Gal(L(jN)/L) with a subgroup 

'\ (N) C Aut (N) . 

Changing j has the effect of conjugating ,\(N) by an element 

of the abelian group Aut(N) (~ U(~/[N: l]~». Therefore ,\(N) 

depends, indeed, only on Land N. We shall call H a 
p-L-elementary group if 

~(N) C '\ (N). 

A group is called L-elementary if it is p-L-elementary for 
some prime p. 

For example, if L is large enough for TI then every 

L-elementary subgroup of TI is elementary. For in this case, 

if He TI then L contains the [N: l]th roots of unity, so 
AL(N) = {I}. At the other extreme we have: Every hyper-

elementary group is 8-hyperelementary. This follows because 

Ag(N) = Aut(N) for any cyclic group N. The relevance here of 

tnese notions is explained by the following beautiful 
theorem. 

(4.1) THEOREM (Witt, Berman). Let L be a number field 

and let (L-elem) denote the class of finite L-elementary 

groups. Then for any finite group TI, 

e(L_elem)(L, TI) = 1. 

This is proved in Curtis-Reiner [1], Theorem (42.3). 
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For a given finite group n the only L-elementary groups that 
intervene in determining e(L_elem)(L, n) are the L-elemen-

tary subgroups of n. Using this we can prove: 

(4.2) COROLLARY. Let C be a class of groups such 

that any subgroup of a group in C also belongs to C. Let R 

be the ring of algebraic integers (= integral closure of ~) 

in a number field L. Then for any commutative R-algebra A, 

and for any finite group n, 

where H ranges over the L-elementary subgroups of n. In 

particular e(L-elem)(A, n) = 1. 

Proof. Let d denote the 2.c.m. above. It follows from 
(3.5) that d divides eC(A, n). To show the opposite divisi-

bility we introduce the Frobenius GA-module, n~ r---> K(n~) 
= GA(n~)/(GA)C(n~). That this is, in fact, a GA-module 

follows also from (3.5). By definition of d, K(H) has 
exponent d for all L-elementary subgroups H of n. It follows 
therefore from (2.7) that K(n) has exponent e(L-elem) (A, n) 

• d. Thus the corollary will be proved if we show that 
e(L_elem)(A, n) = 1. According to (3.2) (a), e(L_elem)(A, n) 

divides e(L-elem)(R, n). According to (3.3) (b), e(L-elem) 

(R, n) divides e(L_elem)(L, n)2. According to (4.1), 

e( 1 )(L, n) 1, so we conclude, as claimed, that L-e em 
e (A n) = 1. (l-elem) , 

(4.3) COROLLARY. Let C be as in (4.2) , let n be a 

finite grouE! and let A be a commutative ring which is 

large enough for n. Then 

ec(A, n) = 2.c.m. {ec(A, E)}, 

where E ranges over all elementar~ subgrouEs of n. In 
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particular e(elem) (A, n) = 1. 

Proof. We can take R = Z and L = Q (where e = exp 
=e =e 

(n» in the corollary above. Then an L-elementary subgroup 
of n is elementary. q.e.d. 

The next few results give applications of (4.1) to 
representation theory. 

(4.4) THEOREM (Brauer). Let IT be a finite group of 

order n. Let L be a field whose characteristic does not 

divide n, and which is large enough for IT. Then LIT is split 

(i.e. is a product of full matrix algebras over L). 

Equivalently, if f: L ---> L~ is any field extension, and if 

M is a simple LIT-module, then M 3L L~ is a simple L~n­

module. 

Proof. The assertion is clearly equivalent to saying 
that f*~GL(IT) ---> GL~(IT) is an isomorphism. It is 

always a monomorphism (see (IX, 2.8». Now f* is a morphism 

of Frobenius GL-modules, say with cokernel K. Since, by 

(4.3), e(elem)(L, n) = 1 it suffices, by (2.7), to show that 

K(H) = 0 for all elementary subgroups H = N x P of IT. Since 
H is nilpotent (cf. (1.3) (b» it follows from a well known 
(and relatively easy) theorem that every simple L~H-module 
is deduced from a one dimensional L~H~-module for some 
subgroup H~ of H (cf. Curtis-Reiner [1], Theorem (52.1).) 

But since L contains all e th roots of unity in L~ (e = exp 
(n» we see that any such module is defined over L. Thus 
K(H) = O. q.e.d. 

(4.5) THEOREM (Brauer). Let L and IT be as in (4.4). 

Let R be a Dedekind ring with field of fractions L, and let 

k = R/~ for some m E max(R). Consider the commutative 

diagram 
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c (R7f) 
o 

K (k7f) 
o 

where the c 's are the Cartan homomorphisms, and where the 
o 

triangle is Swan's triangle (X, 1.1). 

(a) 0 (7f) is surjective. 
m 

(b) c 
0 

(k7f) is injective and 

exponent [7f : 
p 

1], where p = char(k) 

sub~rouE of 7f. 

its cokerne1 

and 7f is a -- p 

has 

Sylow p-

Proof. Since'L is large enough for 7f so also is R. 
(A homomorphism Z --> L must land in the integrally closed 

=e 
ring R.) Since all arrows in the diagram are morphisms of 
Frobenius GR-modu1es (cf. proof of (3.3) for the case of 

o ), and since e( 1 )(R, 7f) =l(see (4.3)), it suffices to m e em 
treat the case when 7f is elementary. In this case 7f = 7f x 

P 
7f~ where 7f~ has order prime to p. According to (4.4) L7f is 
split and k7f~ is split. According to (1.4) k7f is a local 

p 
ring, with residue class field k (= k ). It follows easily 

7f 
p 

from these observations that the decompositions L7f = L7f 
P 

0L L7f~ and k7f = k7fp Sk k7f~ induce corresponding decomposi-

tions GL (7f) = GL(7fp) S GL(7f~), Gk (7f) = Gk (7fp) S Gk(7f~) and 

K (k7f) = K (k7f ) S K (k7f~). Therefore both 0 and c 
o 0 p 0 ~ 0 

decompose into a tensor product, making it sufficient to 
prove the theorem separately for 7f and for 7f~. 

p 

Case 1; 7f = 7f • k7f is local so c (k7f) is represented ____________ ~p 0 

by the one-by-one matrix, (lengthk7f (k7f)) = ([7f: 1]), thus 

proving (b). Since Gk (7f) ~ ~ the ring homomorphism om must 
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be surjective. 

Case 2; 7T = 7T Let R~ and L~ denote the m-adic 

completions of Rand L, respectively. (R~ = lim R/mn , 
<--n -

and L~ is the field of fractions of the DVR R~, with maximal 

ideal m~ = mR~.) We still have k = R~ /m~. Moreover, since L7T 
is split, G~(7T) --> GL~{7T) is an isom~rphism. Therefore, we 

can repla~e (R, L, k) by (R~, L~, k) without essentially 
changing the questions at hand, so we shall now assume that 
R is m-adically complete. It follows that R7T is mR7T-adically 
complete, so (IX, 1.3 (0)) implies that ~ is an-isomorphism. 

m 

Since n = [7T: 1] is prime to p = char(k) it follows 
that n E U(R) , and hence, by (1.2), R7T is a maximal order. 
According to (III, 8.7), therefore, R7T is regular. Moreover 
n E U(k) so k7T is semi-simple. It follows that c (R7T) ahd 

o 
c (k7T) are isomorphisms, and hence all arrows in the left o . 
hand parallelogram above are isomorphisms. Consequently 0 

, m. 
must be surjective. (In fact, since g is surjective, both 

. 0 

g and 0 are isomorphisms in this case.) q.e.d. 
o m 

(4.5) COROLLARY. Let F be a field of characteristic 

p > O. Let 7T be a finite group, and let 7T be a Sylow p-
p 

subgroup. Then c (F7T) is a monomorphism, and its cokernel 
o 

has exponent [7T : 1]. 
p 

Proof. Let F be the prime field of F, and let F~ be 
o 

an algebraic closure of F. Then F7T = F 7T S F, so F7T is 
o F 

o 
"basically commutative" (see (IX, 2.8)), and therefore 
K (F7T) --> K (F~7T) and G (F7T) -.-> G (F~7T) are split mono-o o. 0 0 . . . 

morphisms. Thus we deduce inclusions Ker(c (F7T))C 
o 

Ker(co(F~7T)) and Coker(c (F7T))CCoker(c (F~7T)), which make it 
o 0 

sufficient to prove the corollary for F~. Let FI be the 

subfield of F~ generated by all nth roots of unity, for a 

large enough n so that K (FI7T) --> K (F~7T) and G (F l 7T) --> 
o 0 0 

G (F~7T) are isomorphisms. Then Fl is a residue class field 
o 
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of Z , and Q is large enough for n if we choose n divisible 
=n =n 

by, say, [n: 1]. We can apply (4.5) (b), therefore, t~ 
conclude that c (F1n) is a monomorphism with cokernel of 

o 
exponent [n : 1]. q.e.d. 

p 

Remark. Let R be a Dedekind ring with field of 
fractions L, and let n be a finite group of order not 
divisible by char(L). Then Rn is an R-order in the semi­
simple L-algebra Ln. If k = Rim, m E max(R) then c (kn) is 

- - 0 

a monomorphism. For kn is semi-simple if char(k) = 0, and 
otherwise it follows from (4.5). Thus Rn satisfies the 
"Cartan condition" of (X, 1.3), (cf. also (X, 1.8)). 

Now we return to questions about induction exponents. 
In order to make the type of information we are seeking 
accessible to the methods of commutative algebra it is of 
interest to have induction theorems for, say, the class 
(abel) of abelian groups. In fact there is already a 
reasonably effective theorem of Artin for the class (cyclic) 
of cyclic groups. This theorem will now be stated in the 
very precise form recently proved by Lam [2]. Reference will 
be made in the theorem to the following groups, (Q) , (D) , 

n n 
and (SD) , defined by generators a, b, and relations: 

n 

n n-l 
(Q) : a2 

n 
1, b 2 a2 bab- 1 = a- 1 

n 
CD) : 

n 
a2 1, b2 1, bab- 1 a- 1 

n 
-1 + 

n-l 
(SD) : a2 1, b 2 1, bab- 1 2 

= = a 
n 

(4.6) THEOREM ("Artin-Lam cyclic exponent theorem"). 

Let p be a prime. For a finite group n write 

e (n) 

e (n) 
p 

n 
p 

e(cyclic) (9, n), 

th the largest p power dividing e(n), and 

a Sylow p-subgroup of n. 
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(a) (G)( l' )(n) is generated additively by all Q cyc l.C 

j*[9n~] where -j: n~ C n ranges over all cyclic subgroups of 

n. Moreover. e(n) divides [n: 1] and e(n) = 1 <~ n is 

cyclic. 

n+l (b) Let [n : 1] = p • Then e(n ) divides e (n) and. 
- p -- p p 

if n is cyclic 
p 

and n '" or 
*pl -l : if p = 2 p (Q)n • (D) 

n 
(SD) 

n 

pn otherwise. 

(c) e (n) = sup{e (H)} where H ranges over the p-
p p -- -

hyperelementary subgroups of n. If n = N s~d np is p-

hyperelementary then 

e (n) 
p 

sup(e(n ), [A (N): 1]) 
p n 

provided. if P = 2, n is not one of the exceptional groups 
p 

(Q) , (D) , or (SD) • 
n n -- n 

Recall that A (N) above denotes the image of n in 
n p 

Aut(N) under the representation by inner automorphisms. This 
theorem completely determines e (n) except when p = 2 and n 

p p 
is one of the exceptional groups. To illustrate, suppose n 

is not excepti~nal. If there is a cyclic group N of order 
prime to p in n which is normalized by n , and on which n 

p p 

p 

acts faithfully by inner automorphisms, then e (n) = [n : 1]. 
p p 

(Note that n must be abelian in this case, because Aut(N) 
p 

is abelian.) In the contrary case we have e (n) = e(n ), and 
p p 

the latter is determined by part (b). 

Artin's induction theorem corresponds to part (a), 
and is not difficult to prove. Lam's proof of parts (b) and 
(c) is rather long, and it invokes a variety of techniques. 

(4.7) THEOREM. Let C be a class of finite nilpotent 

gr~ups containing all cyclic groups. Assume that a subgroup 
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of a group in C is also in C, and that a product of two 

groups in C which have relatively prime orders is again in 

C. Let TI be a finite group and let L be a field whose 

characteristic does not divide [TI: 1]. 

(a) ec(L, TI) divides e( l' )(L, TI), and hence it cyc ~c 
divides [TI: 1]. 

(b) IfL is large enough for TI then 

eC(L, TI) = ~ eC(L, TI ), 
p 

where p ranges over primes dividing [TI : 1], and TI is a -- p 
Sylow p-subgrouE of TI. 

Proof. (a) Clearly eC(L, TI) divides e( l' )(L, TI), --- cyc ~c 
and e( 1') (L, TI) divides e( l' )(Q, TI), by (3.4). Now cyc ~c cyc ~c = 
apply (4.6) (a). 

(b) By (3.5), ec(L, TIp) divides eC(L, TI), and part 

(a) implies eC(L, TI ) is a power of p. Hence IT ec(L, TI ) 
P P P 

divides eC(L, TI). On the other hand (4.3) implies ec(L, TI) 

= t.c.m. {eC(L, E)} where E ranges over the elementary 

subgroups of TI. Let E be a Sylow p-subgroup of E; we may 
p 

assume E C TI , and hence, again by (3.5), eC(L, E ) divides p p p . 
ec(L, TIp)' Therefore, if we prove the theorem for E then it 

will follow that ec(L, E) divides ~ eC(L, TIp)' and the 

theorem will be proved. Since E is elementary it is the 
direct product, E = IT E , of its Sylow subgroups. Moreover . p 
ec(L, E ) is prime to ec(L, E ) if P 1 q. Thus the theorem 
pq 

for E follows from the next proposition. 

(4.8) PROPOSITION. Let C, L, and TI be as in (4.7) (b), 

and write K(TI~) = GL(TI~)/(GL)C (TI~) for any grouE TI~. 

SUEEose TI = TIl x TI2 is the direct Eroduct of two grouEs of 

relatively Erime orders. Then there is a natural isomorphism 
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Hence eC(L, 'Tq x 'TT2) = eC(L, 'TTl) • eC(L, 'TT:». 

Proof. For any subgroup j: 11 ~ C 11 it follows from 
(1.2) and (4.4) that L11~ is a split semi-simple algebra. If 
11~ s C then 11~ is nilpotent and is hence the direct product 
of its Sylow subgroups. Hence 11~ = 111~ x 112~ where 'TTi~ = 
11~n11. (i = 1, 2), because 111 and 'TT2 have relatively prime 

l 

orders. If j.: 11. ~ C 11. then, since all the group algebras 
l l l 

are split, we can identify j*: GL(11~) ---~ GL (11) with 

jl*@ j2*: GL(111~) @ GL(112~) ---~ GL(111)@GL(112)·Nowas11 

ranges over all C-subgroups of 11, 111~ and 'TT2~ range indepen­

dently over all C-subgroups of 'TTl and of 'TT2' respectively, 

thanks to the hypotheses made on C. From this it follows 
that (GL)C ('TTl x 'TT2) = (GL)C ('TTl) G (GL)C ('TT2)' (We can 

identify the latter with its image in GL (111) G GL (112) since 

all these abelian groups are free.) By part (a) of (4.7) 
K(111) and K(112) have relatively prime order. Hence the first 

assertion of the proposition follows from: Let M C M and 
o 

M ~C W 
o 

be free abelian groups of finite rank such that 

M/M 
o 

Then 

and M~/M ~ are finite and of relatively prime orders. 
o 

(M @ M~)/(M G M ~) ~ «M/M ) G N~) G (M G (M~/M ~)). 
o 0 0 0 

This can be seen, for example, by choosing bases for M and 
M so that M is the image of an endomorphism of M represen-

o 0 

ted by a diagonal matrix, and similarly for M ~ C M~. We 
o 

leave the details as an excercise. 

Since eC(L, 11) = exp(K('TT)) the last assertion of the 

proposition follows from the first. q.e.d. 

§5. APPLICATIONS TO K (R11) AND G (R'TT). 
o 0 

The applications we shall describe here are all due 
to Swan. 
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(5.1) PROPOSITION. Let R be a commutative semi-local 

ring and let L = S-lR, where S is a multiplicative set of 

non divisors of zero. Let TI be a finite group. Then K (RTI) 
o 

---> Ko(LTI) is a monomorphism. Moreover, if P, P' E ~(RTI), 

then P 3R L P~ 3R L ~ P ~ P~. 

Proof. The first assertion implies the last. For if 
P 3R L ~ P~ 3R L then the first assertion implies Ip] = [p~] 

in K (RTI). If a = rad R then (R/a)TI is an Artin ring. Since o - -
[P/PaJ = [p~/ P~a] in K «R/a)TI), therefore, we conclude 

- - 0-

that p/p~ ~ P~/P~~ . But (RTI)~ C rad(RTI) so (III, 2.12) 

implies P ~ P ~ • 

Write K(TI) = Ker(K (RTI) ---> K (LTI)). Then K is a 
o 0 

Frobenius GR-modu1e. According to (IX, 1.4) Ko(RTI) is free 

abelian. Therefore we need only show that K(TI) is torsion. 

Since e( I' )(R, TI) divides e( I' )(Q, TI)2 (see (3.4)), cyc ~c cyc ~c = 
it divides [TI: 1]2 (see (4.6) (a)). Therefore (see (2.7)) it 

suffices to show that K(TI) is torsion when TI is cyclic. But 
in that case RTI is a commutative semi-local ring, so K (RTI) 

o 
---> H (RTI) is an isomorphism. Since S consists of non 

o 
divisors of zero for R, and hence also for RTI, H (RTI) ---> 

o 
H (LTI) is a monomorphism (IX, 3.1). Now the commutative 

o 
square K (RTI) 

o 

1 

---> K (LTI) 
o 

l 
H (RTI) -> H (LTI) 

o 0 

injective. q.e.d. 

shows that the top arrow is 

(5.2) THEOREM. Let R be an integral domain of 

characteristic zero. Let TI be a finite group such that no 

prime divisor of [TI: 1] is invertible in R. Then if P E 

~(RTI), the R TI-module P is free for all ~ E spec(R). 
p E. 
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Proof. According to (5.1) it suffices to show that 
P @R L is LTI-free. where L is the field of fra~tions of R. 

Let P1 ••••• P be the prime divisors of [TI: 1]. For each i 
n 

let p. be a minimal element among the prime ideals 
.:...3. 

of R 

containing p .• Let S = R -1 - U. p. and let R~ = S R. If we 
1 1 -1 

prove the theorem for R~ it will follow that (S-lp) 

P @R L is LTI-free. Hence it suffices to prove the theorem 

when R is semi-local and R/p.R has a unique prime ideal 
1 

each i. 

Let T be the trivial Frobenius GR-module: T (1T) 

for all TI. If TI ~ has finite index in TI then 

[TI: TI~] 
T(TI~) <--~~~---> T(TI). 

id. 

There is a canonical morphism r: K ---> T of Frobenius 
o 

GR-modules on the category of subgroups of TI defined by 

P 1---> [P: R] for P £ ~(RTI~). We claim: 

(i) r(TI~) is a monomorphism for all TI~C TI. 

for 

z 

(ii) If P £ ~(RTI~) then [TI~: 1] divides rIP] fP: R]. 

If we know these two facts then it follows that [P] - [(RTI)n] 

£ Ker(r(rr)) = 0 for some n and hence. as in (5.1), P ~ (Rrr)n. 

Proof of (ii). Let TI. be a Sylow p.-subgroup of rr 
1 1 

It suffices to show that [TI.: 1] divides [P: R] for each i. 
1 

By restriction of P to P(RTI.) it suffices to establish (ii) = 1 

when TI~ is a p.-group. Since [P: R] = [P/Pp.: R/Rp.] it 
111 

suffices to show that P/Pp. is a free (R/Rp.)rr~-module. But 
1 1 

(1.4) implies the latter is a local ring so the contention 
follows from (III, 2.13). 

Proof of (i). Since K (Rrr) is torsion free (recall R 
o 

is now semi-local) it suffices to show that Ker(r(TI~» is 
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torsion. As in (5.1) it suffices to show this when TI' is 
cyclic, using the Artin induction theorem «4.6) (a)). Since 
RTI' is then commutative and semi-local, K (RTI') ---? H (RTI') 

o 0 

is an isomorphism, so we need only show that H (RTI') has 
o 

rank one, i.e. that there are no idempotents e in RTI except 
e = 0 or e = 1. But this is so, for otherwise [e(RTI'): R] 
could not be divisible by [TI': 1], contradicting (ii) above. 
q.e.d. 

(5.3) THEOREM. Let R be a semi-local Dedekind ring 

with field of fractions L. Then, for any finite group TI, 

--> 

is an isomorphism. 

Proof. g is a morphism of Frobenius GR-modu1es and 
--- 0 

it is surjective because R --> L is a localization. Let 
K = Ker(g ). Since e(h 1 )(R, TI) = 1 it suffices to show o ype em 
that K(TI) = 0 when TI is a hypere1ementary group. 

K(TI) is generated by classes, [M] £ GR(TI) = Go(RTI) 

of R-torsion RTI-modu1es. These have finite length so we can 
further restrict attention to simple modules M, by 
"devissage". In this case M is a simple kTI-modu1e where k 
Rim for some m £ max(R). We wish to show that [M] = 0 in 
GR(TI). If TI d-;es not act faithfully on M then M is a kTI"-

module for some proper quotient TI" of TI. By induction on 
order we can assume [M] " = 0 in GR(TI"). But [M] is the TI TI 
image of [M]TI" under the restriction homomorphism GR(TI") 

GR ( TI ") --> GR ( TI) • 

We can therefore assume TI acts faithfully on M. 
According to (5.1) k (TI): K (RTI) --> K (LTI) is a monomor-

o 0 0 

phism. Hence, if hdRTI(M) < 00 we have [M]g(RTI) = 0 in Ko(RTI). 

But [M] is the image of [M]g(RTI) under the Cartan homomor­

phism K (RTI) --> G (RTI). Therefore it suffices to show that 
o 0 

hd (M) < 00. Since hd (kTI) < 00 (0 --> mRTI --> RTI --> kTI RTI RTI -
--> 0 is a finite RTI-projective resolution) it further 
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suffices to show that M £ ~(k~). Therefore the theorem 
follows from: 

(5.4) PROPOSITION. Let k be a field and let ~ = N x s-d 
P be a p-hypelementary group. Let M be a simple k~-module 

on which ~ acts faithfully. Then M £ ~(k~). 

Proof. Let q = char(k). If q does not divide [~: 1] 
then k~~emi-simple. by (1.2). Otherwise let ~q be a 
Sylow q-subgroup of ~; then either ~q C N or else q = p and 
~ P. .. 

q 

Suppose ~q C N. Then ~q is an (abelian) normal 
subgroup of ~. Let I be the augmentation ideal in k~q. Then 
I is nilpotent (see (1.4)) and J = I(R~) = (R~)I = 
Ker(R~ ---~ R(~/~q)). It follows that J is nilpotent, so 
J C rad R~, and hence MJ = 0 since M is simple. But then ~q 
acts trivially on M, contrary to assumption. Hence char(k) 
p, and [N: 1] is prime to p. The argument above shows further 
that ~ has no normal p-subgroups, so the action of P on N by 
conjugation is faithful. (The kernel of that action is 
normal in P and centralized by N). Moreover kN is commutative 
and semi-simple. 

Case 1. k contains the [N: l]th roots of unity (i.e. 
k is large enough for N). 

Then M is a direct sum of one dimensional kN-sub­
modules. Let M = ek be one of them. Then the induced k~-

o 
homomorphism Mo SkN k~ ---~ M is surjective because M is 

simple. If we show that this is an isomorphism then, since 
M £ P(kN) , it will follow that M £ P(R~). 
0== 

If N ~ C N ac ts trivially on M then N ~ is normal in 
o 

N (because N is cyclic) and Mo SkN k~ = Mo Sk(N/N~) k(~/N~), 

contrary to our assumption that the action of ~ is faithful. 

If x £ N then ex = eh(x) for some character h: N ---~ 
U(k), which we have just seen to be a monomorphism. If y £ 

P then eyx = eyxy-ly = eh(yxy-l)y = ey hy(x) , where hy(x) _ 

h(yxy-l). Thus eyk is a kN-submodule of M with character hy. 
Moreover we have h (h) for Yl, Y2 £ p. clearly. 

YlY2 Y2 Yl 
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Therefore h = h =? (h ) -I = hI' i.e. h -1 = h, 
Yl Y2 Yl Y2 Y2 Y1 

i.e. Y2- 1Y1 centralizes N. But P acts faithfully on N, as 

noted above, so Yl # Y2 =? 

modules. Therefore the sum 

h 
Yl 

# h =? eY1k ~ eY2k as kN­
Y2 

M = Z 
Y 

E P eyk is direct, so 

[M: k] 

q.e.d. 

[P: 1] = [Mo €lkN k'TT: k]. Hence Mo €lkN kTI ~ M. 

General case. Let k~ be an extension of k containing 
th all [N: 1] roots of unity. If M €lk k~ E ~(k~TI) then M E 

~(kTI) because M €lk k~ is a direct sum of [k~: k] copies of 

M, qua kTI-module. The same observation shows that the 
factors of a Jordan-Holder series of M €lk k~ over kTI~ must 

be TI-faithful, since this is even true of M €lk k~ as a kn­

module. Therefore, case 1 implies the Jordan-Holder factors 
of M €lk k~ are k~TI-projective, and hence M €lk k~ is the 

direct sum of its Jordan-Holder factors, and is k~TI-projec­
tive. q.e.d. 

For the rema~n~ng results we fix a Dedekind ring R 

with field of fractions L = S-I R (S = R - {a}) and a finite 
~ TI such that char(L) does not divide [TI: I}. Then, as 
in (X, §l, diagram (1») we have a commutative diagram 



VI 
\.0 
VI 

(1) 

kl (Rn) 
Kl (Rn) > Kl (L1r) ---> K (Rn, S). > K (Rn) 

o . 0 

k (Rn) 
o > K (Ln) 

o 

("') I q (Ln) c (Rn, S) 
o 

c (Rn) 
o 

("') c (Ln) 
o 

G1 (Ln) -----'> G (Rn, S) 
o 

" 
---> G (Rn) 

o 

( 11 P E max(R) Go«R/~)n» 

go(Rn) 
----'> G' (Ln) --> 0 

o 
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(5.5) THEOREM. In the diagram (1) above c (Rn, S) is 
o 

an epimorphism. 

Proof. It follows from (1.2) that Rn is contained in 
a maximal R-order B in Ln and that nB eRn, where n = [n: 1]. 
If char(L) = p > 0 then n E U(R) so Rn = B and is 
regular. Hence co(Rn, S) is an isomorphism. 

Otherwise let T = R - (U£) where the union is over 
all primes containing nR. It follows from (X, 1.9) that T is 
regular for Rn, and hence that K (Rn, T) ---> G (Rn, T) is 

o 0 

an isomorphism. 

For each p E max(R) let M (Rn) be the category of M E - ~ 

~(Rn) which are annihilated by a-power of ~. Let ~p(RTI) be 

the full subcategory of M E ~p(Rn) which have finite homo­

logical dimension. Then since-any torsion module over Rn is 
canonically the direct sum of its components in each M (Rn) 

=p 
we see that c (Rn, S) is the direct sum of the homomorphisms 

o 
Ko(~p(Rn)) ---> Ko(~~(Rn)). If ~n T = ~ then ~~(Rn) = 

~ -1 (T- 1Rn), and similarly for ~p' Hence, by separating 
£ -

the pIS which meet and do not meet T, respectively, we 
obtain a split short exact sequence of homomorphisms, 



U1 
\0 ..... 

o --e> K (Rn, T) --e> K (Rn, S) --e> K (T-1Rn, S) --e> 0 
o 0 I 0 

c (R1f, T) 
o 

c (Rrr, S) 
o 

c (T- 1 R n, S) 
o 

o --e> G (Rrr, T) --e> G (Rrr, S) -.--; G (T-1Rn, S) --e> 0 
000 
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We have seen that c (Rn, T) is an isomorphism, so it 
o 

suffices to show that c (T-lRn, S) is surjective. Consider 
o 

the commutative diagram 

----~> K (T-lRn, S) 
o 

------:> 0 

c (Ln) 
o 

c (T-lb, S) 
o 

---'> G (T-lRn S) 
o ' 

----~> 0 

It follows from the exact G-sequence of T-lRn ---> Ln and 

from (5.3), which applies because T-lR is semi-local, that 

the bottom row is exact. Therefore co(T-lRn, S) is 

surjective, and this concludes the proof. 

(5.6) COROLLARY. In the setting of (5.5) let B be a 

maximal R-order in Ln containing Rn. Then the natural 

diagram 



V1 
1.0 
1.0 

o ~> Ker(e (R~)) 

° 
------> Ker(k (Rn)) 

~O 
o ~ Ker(k (B)) 

lO 
o 

0 

e (Rn) t 
0 .> Ker(g (Rn)) --> 0 

( 
e (B) 

> Ker(g (B)) ->0 
0 

0 



600 K-THEORY OF PROJECTIVE MODULES 

is commutative with exact rows and columns. 

Proof. The top row is extracted from the diagram (1) 
above, with the zero on the right inserted with the aid of 
(5.5). The commutative square and the bottom zero come from 
(X, 1.9 (c», thanks to the fact that Rn satisfies the 
Cartan condition; i.e. c «R/p)n) is injective for all ~ £ 

o -
max(R). The top zero is then forced by the surjectivity of 
c (Rn) above. Finally, since B is regular, c (B) is an 

o 0 

isomorphism. q.e.d. 

Corollary (5.6) shows that all of the groups appear­
ing there are either quotients or subgroups of 

Ker(k (Rn): K (Rn) ---> K (Ln». 
o 0 0 

We can therefore estimate the exponents of all of them by 
estimating that of Ker(k (Rn». With the aid of Artin 

o 
induction we obtain such an estimate as soon as we have one 
when n is a cyclic group. 

Suppose more generally that n is abelian. Then 
Ker(k (Rn» = Rk (Rn). This is easy to see directly, but it 

o 0 

follows also from (5.1). Moreover, since R is Dedekind and 
n is finite we have dim(Rn) < 1, so it follows from (IX, 
3.8) that Rk (Rn) ~ Pic(Rn).-In this case also the maximal 

o 
order B above is just the integral closure of A = Rn in Ln. 
If c is the "conductor" (see §6 below) from B to A, i.e. the 
largest B-ideal contained in A, then the square 

A c B 

I I 
A/:=.. c 

is a fibre product (see (IX, 5.6» from which we deduce an 
exact Mayer-Vietoris sequence (IX, 5.3): 

U(A/E) ~ U(B) ---> U(B/£> ---> Pic(A) -> Pic (B) 

--> O. 
We have suppressed the terms Pic (A/£> and Pic(B/£> which 
should appear here, because they are zero, due to the fact 
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that A/c and B/c are Artin rings. Thus we obtain information 
about pic(RTI) (~Pic(A)) once we know Pic(B) , and once we 
know which units of B/c lift to units of B. Needless to say 
this last problem's analysis requires an explicit descrip­
tion of B and of the conductor, c. This matter will be taken 
up in the next section. 

In a certain case it is convenient to approximate 
Pic(RTI) with the aid of a somewhat different fibre product. 
We shall close this section with a discussion of this. 
example, which is due to Milnor. 

Fix a prime p, and let F = ~/p~. For each n > 0 let = 
denote cyclic group of order n with group ring A = TI a p , 

n n 
g TI and let R Z [w ], where w is a primitive p nth root n' n = n n 

of unity. Let T be an indeterminate. Then A +1 = 
~1 n 

g[T]/(TP -1), and Rn+1 = ~[T]/(~ n+l(T)), where 
p 

Let t be 

generate 

n+l 
TP 

pn 
- 1 = (T - 1) ~ n+l (T), 

p 

~ n+l (T) 
p 

~p (T) 

the image 

= 1 + T 

of T in 

+ + TP- l . 

An+l • Then ~ +1 pn 
(t) 

ideals in An+l with zero intersection, 

and 

and 

n 
t P - 1 

with 

corresponding factor rings Rn+l and An' respectively. If we 

factor out the sum of these two ideals we obtain the 
quotient of A by the ideal generated by ~ +1 (s), where s 

n pn 

is the image of t in A , a generator of TI • Thus ~ n+l (s) 
n n n p 

= ~ (sP) = ~ (1) = P. so An+l/«~ n+l (t)) + (tpn - 1)) = 
p p p 

An/pAn ~TIn' Therefore (see (IX. 5.5)) we have a cartesian 

square 
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(2) g g 

Since ~TIn is finite Pic(~TIn) = 0, so the Mayer-Vietoris 

sequence of (2) yields an exact sequence 

(3) h ---> U(~TIn) --> Pic(An+l ) 

---> Pic(Rn+l ) ~ Pic(An) ---> O. 

This sequence provides a basis for computing Pic(A ) by 
n 

induction on n. To carry this out it is necessary to deter­
mine Coker (h) , and this has not yet been done except for 
n = 0 (see (5.8) below). The following description of 
U(FTI ) is useful for this purpose. = n 

(5.7) PROPOSITION. As above, let ~ = ~/p~, and let 

TI be a cyclic group of order pn with generator s. Put d = 
n 

s - 1, so that I = d~TIn is the augmentation ideal. We have 

U(FTI ) = U(F) x (1 + I) . = n = 

Let J = {i E Z 

b n-e(i) . 
E.,YP ':::'1 

o < i < pn; p r i}; 

n-e(i)+l Th 1 + <p .~ 

if i E J define e(i) 

I is the direct product 

of the cyclic groups with generators 1 + di (i E J), and 

1 + d i has order pe(i). 

n n 
Proof. We have dP = (sp - 1) = 0, so ~TIn = ~[d] and 

dm 0, where m = pn. This relation implies [~TIn: ~] 2 m, so 

it is already a defining relation for ~TIn' $uppose now that 

m > 0 is arbitrary and that B = ~[d] with defining relation 

dm = O. Then clearly U(B) = U(~) x (1 + I) where I is the 
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nilpotent ideal dB. The order of the group 1 + I is card(I) 
[I: F] m-l = p = = p ,so 1 + I is a p-group. If 0 < i < m, 

therefore, the order of 1 + di is the least r > 0 such that 
. r . r 

(1 + d~)P = 1, i.e. such that dlP 0, i.e. such that ipr 
i r r . r-l 

> m. Therefore 1 + d has order p if ip > m and ~p < m, 
-r+l i.e. if mp-r ~ i < mp Thus, if e(i) is defined by 

-e(i) -e(i)+1 i e(i) 
mp < i < mp , 1 + d has order p • Let J 

{i £ ~ I 0 < i < m; p % i}. We claim that 1 + I is the 

direct product of the cyclic groups generated by the 1 + di 

(i ~ J). Once this is shown the proposition will be proved. 

0) , For m = 1 these elements generate (because I 
m-l 

so by induction on m. they generate modulo d B if m > 1. 
m-l m 1 m-l 

But d B = d - ~, clearly, and 1 + d E = Ker(U(B) ---> 
m-l - m-l 

U(B/d B)) is the cyclic group generated by 1 + d . If 

m - 1 = pri with i prime to p then 1 + dm- l = (1 + di)pr. 

This proves that 1 + di (i £ J) generate 1 + I. 

To see that the 1 + di (i £ J) are independent gen-
. e(i)-l 

erators it suffices to show that the elements 1 + d~P 
(i £ J), which have order p, are independent. The conclusion 
of the last paragraph shows that these elements generate 
the group G of elements of order p in 1 + I, and there are 
card (J) such generators. Hence it suffices to show that 

[G: 1] = pcard(J). If x £ I then (1 + x)p 1 <=? xP = 0 <=? 

,x £ drB, where r = [m/p]. Therefore G = 1 + drB and it has 

cardinality pm-r. But m - r = m - [m/p] is the number of 
integers between 0 and m minus the number which are multi­
ples of p, i.e. m - r = card(J). q.e.d. 

In order to see which units of F~ lift to units of = n 
Rn+l = g[wn+l ], we look for some natural source of units in 

Rn+1 • One such source is the following (see (6.3) below): If 

u and v are roots of unity of the same order then a = 
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(1 - u)/(l - v) is a unit in ~[v]. For u = vi for some i > 

0, and hence a = 1 + v + ~ vi - l £ ~[v], and similarly 
-1 j-l -

a = 1 + u + ••• + u £ ~[v] for some j > O. The homo-

morphism f~: Rn+l ----> ~TIn is defined by f~(wn+l) = s, and 
n n 

hence f ~ (WI) 
i-I + wI 

= f~(wn+lP ) = sP = 1. We have a = 1 + wI + 

£ U(Rn+l ) (0 < i < p), as we saw above, and f~(a) 

= 1. Thus 

Moreover this image contains f~(wn+l) s = 1 + d, which 

n generates a subgroup of order p of 1 + I. 

(5.8) COROLLARY. In the sequence (3) above, Coker(h) 
n is a finite group of exponent p whose order divides 

p 
pn_(n+l) 

Proof. U(FTI ) = U(F) x (1 + I) and the remarks above 
= n = 

show that Coker(h) is a quotient of 1 + I modulo a subgroup 
n of order p • It follows from (5.7) that 1 + I has exponent 

n n p -1 P and order p • q.e.d. 

(5.9) COROLLARY. As above, let TI be a cyclic group of 
n 

order pn, and let R = Z[w ], where w is a primitive pnth n = n ----- n ~ 

root of unity. Then 

from (3) above, is an epimorphism whose kernel is of 

exponent pn and of order dividing ppn_(n+l). Hence 

I 0 , if n 0 

Pic(~TIn) ~ Pic(R1), if n 1 

o , if P < 3 and n < -2. 
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Proof. The first assertions follow immediately from 
(5.8) and the exact sequence (3). They imply that (5) is an 
isomorphism when n = 0, in which case Pic(ZTI ) = Pic(Z) = O. = n = 
In case p = 2 the first assertions again imply (5) is an 
isomorphism for n ~ 1. Moreover Ro = Rl = ~, in this case, 

and R2 is the ring of Gaussian integers, a euclidean ring. 

Hence Pic(R ) = 0 for n < 2 if P = 2. The same is true if 
n 

1 + 1=3 p = 3. In this case Rl = Z [ ] has class number one, 
= 2 

i.e. Pic(R1 ) = 0 (see Borevich-Shafarevich [1], Table 4). 

The only further point to be checked when p = 3 is that 
f~: U(R2) ---> U(~TIl) is surjective. The image contains U(~) 

and 1 + d, as we have seen, and U(!TI 1 ) 

elements plus 1 + d2 • But (1 + d2)-1 

is generated by these 

1 - d2 = 1 - (s2 - 2s 

+1) = 2s - s2 -s (1 + s) = f~(-w2) f~(l + w2), and 1 + w2 

§6. THE CONDUCTOR OF AN ABELIAN GROUP RING 

If R is the ring of integers in a number field then 
it follows from the theorems of (X, §2) that all the groups 
appearing in Corollary (5.6) above are finite groups. With 
the aid of the induction theorems we can obtain information 
about their exponents provided we know how they behave when 
TI is an abelian (or even cyclic) group. When TI is abelian 
the integral closure of RTI is a product of rings of 
algebraic integers, so its arithmetic is relatively well 
understood. In order to make a careful comparison of RTI with 
its integral closure we must first compute the conductor. 
That is the purpose of this section. . 

To start with, let A be a commutative ring in which 
the zero ideal is an irredundant intersection of minimal 
prime ideals: 

(O)=Pln ••. np. 
- -=-n 

Then Ai = A/~i is an integral domain (1 ~ i ~ n) and A C B = 

IT Ai' The projections Pi: A ---> Ai are then induced by the 
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coordinate projections in B. The conductor from B to A is 

~ = £p, / A = {a E: A I aB C A}. 

It is the largest B-ideal contained in A. Being a B-ideal 
it is the direct sum of its components: 

c = ll~ 

(1) 
c. = {a E: c I p.(a) = 0 for all j # i} 
-~ - J 

Thus ~ c Iii E.j 

p.' .r]. P.) 

{a E: A I p.(a) = 0 for all j # i}. Since 
J 

-~ J"'~ -J 
o we have c. C annA(p.). But annA(p.) is a 

-J.. -~ -~ 

module over A/p., hence 
-~ 

it is a B-ideal, and hence it is 

contained in c. Thus we conclude that: 

Let I = {l, ... ,n]. If J C I set BJ n. JA .. If 
J E: J 

f = f J : A ---> BJ is the map induced by the projection B 

---> BJ we shall write AJ = Im(f) and ~ = Ker(f). Assume 

that annA(~) = N • A, the principal ideal generated by some 

N E: A. Since annA(~ contains all ~j (j E: J) it follows that 

feN) is not a zero divisor in AJ , (or even in BJ ; we use the 

fact that c. # 0 for all j). Now we claim: 
-J 

(3) 

If a E 

Nbp. 
-J 

For each j E: J, annA(p.) = N • f-I (annA (f(p.»), 
. -J J -J 

and hence f(ann.(p.» = feN) • annA (f(p.» • 
.fi -J J -J 

N • A ~ annA(p.). 
-J 

For since ~C ~j we have annA(~) 

annA(p.) write a = Nb, and apply 
-J 

f to tne equation 

O. As remarked above feN) is not a divisor of zero so 

feb) E annA (f(p.». Thus annA(p.) eN' 
J -J -J 

f- I (annA (f(p.»). 
J -J 

Suppose, conversely, that b E: A and feb) E: annA (f(p.». 
J -J 
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Then bp. C Ker(f) = a. Therefore, since N • A = annA (_a) , we 
-J -

have Nbp. = 0, i.e. Nb E annA(p.). The second equation 
-J -J 

follows by applying f to the first. 

Now assume further that annA (f(p.») 
J -J 

principal ideal. Then we claim, for j E J: 

(4) c. = NdA, 
J 

f(d)AJ , a 

For if a E A then f(dap.) = f(a) fed) f(p.) = 0 so 
-J -J 

dap. C Ker (f) = a, and hence Nda p. = 0 since Na = o. Thus 
-J - -J -

NdA C annA(p.) = c .. Conversely, suppose ap. = O. Then (3) 
-J -J -J 

implies a = Nb where feb) f(p.) = O. Hence feb) = fed) fCc) 
-J 

for some c, i.e. b - dc E Ker(f) = a. Therefore, since Na = 
O~ a = Nb = Ndc. q.~d. 

Now we shall apply these remarks to the following 
data: 

R an integrally closed integral domain. 

L field of fractions of R, of characteristic zero. 

(5-) 
'IT = finite abelian group of order n = ['IT: I] . 

L'IT n L. , where L. are (finite cyclotonic) i E I 1 1 

field extensions of L. 

A R'IT 

B n 
I Ai' where A. is the projection of A in i E 1 

L .. 
1 

Let p. '" Ker(p.) where P.: A --> A. C L. is the 
.:..;]. 1 1 1 1 

projection. Then the p. are prime ideals and 
-1 

n 
i E I.!:i (0) 
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because A C LTI =ilL .. It is easy to see that this inter­
~ 

section is irredundant, i.e. that j~J P. ~ 0 for all 
E -J 

proper subsets J C I. This follows, for example, from the 
fact that A is an R-1attice in LTI. Alternatively one can use 
primary decomposition theory (which has not been discussed 
in these notes). 

th If m > 1 write ~m for the group of m roots of unity 

(in the algebraic closure of any field we choose to consider 

here). Then L. = L[~ ] where ~ = P.(TI). We define the 
~ m. m. ~ 

~ ~ 

kernel Tli by the exact sequence 

(6) 

Since A 

1 ---> TI. ---> TI 
~ 

RTI we have A. 
~ 

Pi 
---=~> ~ ---> 1. 

mi 

Pi (A) R[~ ]. 
m. 
~ 

We propose to compute £ = £B/A c. (i E I) by the 
"""""l. 

method described above. Fix an i E I and consider the commu­
tative triangle 

A RTI --------------~> A .. 
~ 

Then, in the notation introduced above, A' = AJ where J = 

{j I TliC TI.} = {j I P.(TI.) = {l}}. The ideal a = Ker(f) is 
J J ~ 

generated by all 1 - x (x E TI.). We claim: 
~ 

(7) annA (a) = N.A, - ~ 
where a = Ker(RTI ~ R[TI/TI.]) 

~ 

and N. 
~ 

L x E TI. X. 
L 

Since A is a free RTI.-modu1e and since £ is generated by 
~ 
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elements ofRrt. it suffices 
~ . 

to prove this when n = n .. It is 
~ 

clear that xN. = N. for all 
1. ~ 

X E n{, so N.a = O. Conversely, 
-'- ~-

if a = ~ a x (x En.) and a x ~ 
• a = 0 then ya = a for all y E 

n. so a 
~ x 

a for all x En .. 
yx ~ 

Thus a = al • N., as claimed. 
~ 

Let o. nln., a cyclic group of order m .. Choose a 
~ ~ 1. 

generator s = f(t) of o. (t E n). Then Ro. = R[s] = R[S]I 
~ ~ 

(P (S»), where 

m. 
p (S) S ~ - 1 

is the factorization of P into monic irreducible polynomials 
in L[S]. Note that this is the same set J introduced above, 
and we have Lo. = L[s] = L[S]/(p(s)) = • 11 J L[S.]/(P.(S)). 

~ J E J 
Since R is integrally closed the coefficients of each p. are 

J 
in R, and A. = R[S]/(P.(S» = A~/f(~.), where f(~.) = P.(s)K. 

J J J J J 
We can describe P.(S) as the minimal polynomial of p~.(s) 

J J 
P.(t) over L. In particular, when j = i, w = P.(t) is 

J J 
a primitive m.th root of unity, and A. = R[w]. Set 

~ 1. 

11 mi 
Q(S) = • .J. • p. (S) = (S - 1) IP. (S) . 

j E J, J T ~ J ~ 

Then it is clear that the annihilator in A~ of f(p.) 
-~ 

P. (s)R[s] is Q(s)R[s]. Note that Q(s) = Q(f(t) = f(Q(t»). 
~ 

Now we can apply (4) above. The N. here plays the 
~ 

role of N there, thanks to (7), and Q(t) here plays the role 
of d in (4). We shall recapitulate the setting, and formulare 
the conclusion, as a proposition. 

(6.1) PROPOSITION. Keep the notation of (5) and (6) 

above. Let p. = Ker(p.: A ---> A.) (i E I), and let c = 
-~ ~ ~ 

~B/A be the conductor. Then 

c = U c. (i E I) - -~ 

P.(c.). Choose tEn such 
~ -~ 
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that w = P.(t) generates}l = P.(TI), and set Q(T) = 
1. m. 1. 

m. 1. 

(T 1. _ l)/P(T), where peT) is the minimal polynomial of w 

over L. Let N. L x where TI. = Ker(p.: TI -->}l ). 
--- 1. 1. mi -- -- 1. x £ TI. 

1. 

Then we have 

(8) c. N. Q(t)A, 
-'l. 1. 

and hence 

In order to complete this calculation we would like a 
more explicit description of the ideal Q(w) R[w] in (9) 
above. We shall undertake this now in case R is a ring of 
cyclotomic integers. 

For each integer m > 1 write 

R ~[}l], and 
m - m 

L = Q[}l ]. 
m - m 

(These were denoted Z and Q , respectively, in §4.) It is 
=m -m 

known that R is the full ring of algebraic integers (= 
m 

integral closure of ~) in Lm' Set 

Then }l 
m 

card(<I> ) 
m 

where 

<I> {... t h f'} m pr1.m1.t1.ve m roots 0 un1.ty 

{generators of }l }. 
m 

is the disjoint union of the <l>d (dim), and [Lm: ~] 

¢(m) (the Eucler ¢-function). 

¢d(T) II (T - w) (w £ <I> d) 
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. h dth 1 . 1 . 1 1S t e cyc otom1C po ynom1a . 

we 

(6.2) PROPOSITION. Suppose w E ¢ (m > 1). Then 
m 

NL /Q (1 - w) 
m -

¢ (1) 
m 

p if m is a power of the 

prime p 

1 if m is composite. 

Proof. Since ¢m is the set of conjugates of w over ~ 

have NL /Q (1 
m -

w) = IT (1 - u) = ¢ (1). If p is u E ¢ m 
m 

prime then ¢ (T) 
p 

n-l 
1 + T + ... + TP- 1 and ¢ (T) = ¢ (TP ) 

pn p 

for n > 1. Hence ¢ (1) = p, thus proving the proposition 
pn 

for prime powers. Suppose m is composite and that we know 
the result, by induction, for all proper divisors of m. We 
have 

m-l 
1 + T + ... + T (dlm,d>l), 

and so m = IT ¢d(l) (dim, d > 1). The right side is ¢m(l) 

times the product of all ¢d(l) (dim, 1 < d < m). The 

composite d's among these contribute ¢d(l) 1, by induction. 

If m = pnm~ where p is a prime not dividing m~ then we get n 

factors ¢ .(1) = p (1 < i < n), and these contribute, 
1 - -

p n 
altogether, a factor p • Letting p vary now we see that 

IT ¢d(l) (dim, 1 < d < m) equals m. The equation above there­

fore implies m = ¢ (1) • m so ¢ (1) = 1. q.e.d. 
m m 

(6.3) COROLLARY. Suppose u, v E ¢ (m > 1). Then 
m 

(1 - u)/(l - v) 

is a ("cyclotomic") unit in R . If m is composite then 1 - u 
m 

itself is a unit. 

Proof. We can write u i 
v so that (1 - u)/(l - v) 
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i-I 1 + v + .•• + V E R • By symmetry its inverse is also in 
m 

R • Alternatively, (6.2) implies it has norm one (over ~), 
m 

and, since it is an algebraic integer, it must be a unit. 
This argument applies equally well to 1 - u when m is 
composite. q.e.d. 

This corollary shows that 1 - u and 1 - v generate 
the same ideal in R , and hence also in any ring containing 

m 
R • Moreover, it is the unit ideal if m is composite. If m 

m 

pn, p a prime, then this ideal depends only on pn. Since p 

n (1 - v), and since card(~ ) = ¢(pn) = (p _ l)pn-l 
v E ~ n pn 

p 
we conclude that: 

(10) !f p is a prime and if u E ~ then 
pn--

or 

These are to be interpreted as equations between principal 
ideals in R n, or, more generally, in any integral domain 

p 
containing R n. The second equation signifies that (1 - u) 

is the uniqu~ principal ideal whose ¢(pn)th power is (p). 

We shall also record the equation above: 

(11) (p) = II (1 - u) (u E ~ n) for each n > 1. 
p 

(6.4) PROPOSITION. Let m and n be positive integers 

with prime factorizations m = II pffip and n II pnp. Let hp 

max(m , n ) and r = min(m , n ), so that h II php = ~.c.m. p p - p p p 
r 

(m, n) and r = II P P g.c.d. (m, n). 

Let w £ ~m have minimal polynomial peT) ~ Ln' and 

m set Q(T) = (T - l)/P(T). Then 

(12) Q(w) R [w] = n (p) 
n 

s 
p 

(p 1m) , 
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where 

III (p - 1) 

s = r = min(m , n ) p p p p 

if P r n (i.e. if n = 0) 
p 

if pin (i.e. if n > 0). 
p 

If plm and if p is a prime ideal of Rn[w] (= ~) which 

divides p then 

(13) v (Q(w) R [w]) = lph
p

-
1 

p n h - 1 
- r (p - l)p P 

P 

Remark. It is clear that Rn[W] = ~. Moreover it 

follows from the fact that p ramifies completely in pth 
power cyclotomic fields, and not at all in R when m is 

m 

613 

prime to p, that 
h 

v (p) = cj>(p p) 
p 

h - 1 
= (p - l)p P ,for p as 

- s h 
above. Therefore v «p) p) 

1: 
s ¢(p p), so (13) follows from 
p 

(12) • 

Note that, in the extreme cases, the proposition 
gives: 

Q(w) R [w] 
n 

I IT (p)l/(p - 1) 

= if g. c.d. (m, n) 

(m) if min. 

(p 1m) 

(14) 1 

Proof of (6.4). Thanks to the remark above we need 
only prove (12). Let C denote the set of conjugates over 
L of w. Then C C ¢ and Q(T) = IT(T - u) (u € ~ - C). The n m m 
ideal generated by w - u = w(l - uw- 1 ) depends only on the 

order of uw- 1 , and it is the unit ideal if uw- 1 has compos­

ite order (see (6.3». Moreover, according to (10), if uw- 1 

has order a power of the prime p then the ideal (1 - uw- 1) 
is some fractional power of the ideal (p). Hence we have 
some formula of the type 
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Q(w) R [w] = IT (p)sp (plm), 
n 

and we must determine the rational numbers s • 
p 

Fix a prime divisor p of m and put q = P~. We must 
1 th 

find out which u £ ~m - C are such that uw- has p power 

order. Write w wowl where Wo £ ~ and wI has order prime 
q 

to p. (Since w £ ~ it then follows 
m 

that Wo £ ~ .) Similarly 
q 

factor u = uoul' Then uw- l £ ~ <=:> ul 
q 

wI' In this case u 

is not L -conjugate to 
n 

w <=> u 
o 

is not L -conjugate to 
n 

Thus, if C is the 
p 

set of L conjugates 
n 

s 
(p) p = IT (1 - uw- l ) (u £~ -C). 

o 0 0 q P 

of w 0' we have 

w . 
o 

Now Aut(~ ) ~ U(Z/qZ) = U(z/p~Z), and the automor-
q = = = = 

phisms induced by Gal(L (w )/L ) correspond to the "congru­
non 

rp 
ence group" of level p = g.c.d. (q, n), i.e. the auto-

morphisms that fix ~ r 
(p p) 

= ~ n L • (It is here that we 
q n 

make essential use of the fact that L is cyclotomic, and 
n 

not any number field.) It follows from this that 

Therefore 

w -l(~ m - C ) 
o (p P) P 

if P ¥ n 

t = max(O, m - n ) if pin. 
p p p 

w -1 ~ m 
o (p P) 

- w 
o 

if P ¥ n 

~ t 
(p p) 

if pin. 
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-1 Now w ]J m _ 1 C <I> m ,an d]J m -]J t 
o (p P (p P) (p p) (p p) 

U 
t < j < m 

<I>(pj). Therefore we can apply (10) and (11) to 
p - p 

obtain 

s 
(p) p 

U E 

m -1 m 
p p I¢(p p) 

(p) 

m - t 
(p) P P 

(p)l/(p - 1) if p ( n 

if pin. 

Since m - t m - max(O, m - n ) min(m , n ) the 
P P p p p p p 

proposition is now proved. 

(6.5) COROLLARY. In the setting of (6.1) assume that 

R = R • Then in the notation of (6.1), B = ITA. is the 
n 1 

integral closure of A = R n in L n. Moreover 
- n - n 

where 

s 
Pi(~i) = (mimi) IT (p) P 

~ 11 (p - 1) 

sp =~ min(v (m.), v (n» 
p 1 P 

if P r n 

if pin. 

Hence mB C c and Bv:£ = BrmB. (Here v (m) denotes the power to 
p 

which p divides m.) The conductor ~ is its own radical in B 

if and only if m = [n: 1] is square free (so n is cyclic) 

and either g.c.d. (m, n) = 1 or g.c.d. (m, n) = 2 and 4 r n. 

Proof. B is integral over A and integrally closed, as 



616 K-THEORY OF PROJECTIVE MODULES 

remarked above; hence the first assertion. According to 
(6.1) P.(c.) (m/m.) Q(w) R [w], and (6.4) tells us that 1. -J.. 1. n 

s 
Q(w) R [w] = IT (p) P (plm.), as above. Since each s > 0 it 

n 1. p 
follows that every prime in A. dividing p divides p.(c.) if 1. 1. -1. 
plm., and the same is clearly true if pl(m/m.). Therefore 

1. 1. 
P.(c.) has the same radical in A. as rnA .• It follows from 

1. -J.. 1. 1. 
(1.2) that mB C c. The last assertion follows from a simple, 
but· tedious, case analysis, using (13). We leave the details 
to the reader. The case when m and n are relatively prime 
can be deduced readily from the following, more precise, 
statement: 

(6.6) COROLLARY. Suppose, in (6.5), that g.c.d. (m, n) 

1 (e.g. that n = 1, in which case A = ~TI). Then 

(p 1m.). 
1. 

Let p be a prime, let ~ be a prime ideal of Ai dividing p, 

and let t = v (m.). Then 
p 1. 

{
pt -1 (v (m/m.) (p - 1) +1), if t >0 

v (P.(c.)) = P 1. 
E. 1. -J.. V (m/m.) , if t = 0 

P 1. 

Proof. The first assertion follows from (6.5). The 

second follows from the first by virtue of the fact that 
t t t-1. 0 d vp(p) = ¢(p ), and </l(p ) = (p - l)P 1.f t > • q.e •• 

For later applications we shall also want the 
following formulas: 

(6.7) PROPOSITION. Let A = ~TI where TI is an abelian 

group of order m=[TI: 1]. Let B be the integral closure of A 

in gTI, and let ~ be the conductor from B to A. !! p is a 

prime divi~ing m write TI = TIp x TIp~' where TIp is the Sylow 

p-subgroup. Then we have: 
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h (A) 
0 

1 

h (B) h (Qn) = ITh (Qn ) (p 1m) . 
0 o = 0 = P 

h (A/c) L h (F n ~) (p 1m) 
0 - o =p P 

h (B/c) L h (Qn ) h (F n ~) (p 1m) . 
0 - o - p 0 =p p 

The abelian group 

M = Coker(H (B) ~ H (A/c) --> H (B/c» 
o 0 - 0-

is free of rank h (A) - (h (B) + h (A/c» + h (B/c). It o 0 0 - 0-

vanishes if and only if m is a prime power. 

Proof. It follows from (5.2) that h (A) 
o 

1, and it 

is clear that h (B) = h (Qn). 
o 0 = 

If m and n are relatively prime then the fields L 
m 

and Ln are linearily disjoint over S, so Lm 0Q Ln ~ Lmn' 

and R 0z R ~ R . Suppose 
m n mn 

n~ has order n ana A~ = ~n~ has 

integral-closure B~ in £n~. Then it follows from the remarks 

just made, since S[n x n~l = Sn 0Q Qn~ and similarly for 

__ Z[n x n~l, that h (Q[n x IT~) = h-(Qn) h (Qn~) and that 
o 0 0 

B 0 B~ is the integral closure of Z[n x n~). The first 
Z = 

of these conclusions implies that h (Qn) = IT h (Qn ) (plm). 
o 0 = p 

Since c and mB have the same radical in B (see (6.5» 
and hence also in A, we can use mB in place of c to compute 
h 'so Moreover m2 B C mA C mB so we have 

o 

h (B/c) = h (B/mB) and h (A/c) o - 0 0 -
h (AlmA). 

o 

Evidently h (A/mA) = L h (A/pA) = L h (F IT) = L h (F n ~). 
o 0 0 =p 0 =p p 

The summation is over primes p dividing m, and the last 
equality results from the fact that n acts trivially on the 

p 
simple F n-modules. 

=p 

Similarly we have h (B/mB) 
o 

L h (B/pB). Given p 
o 
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write B = B GZ B ~ corresponding to the decomposition TI = 
P - P 

TI X TI ~, as in the paragraph above. In each factor of B , 
P P P 

P ramifies completely, so B /pB is a product of h (QTI ) 
P P 0 = p 

Artin local rings with residue class fields F • Moreover, =p 
since TI ~ has order prime to p, B ~ and ZTI ~ have the same 

p p p 
Z-localization at p, so B ~/pB ~ = (ZTI ~)/p(ZTI ~) = F TI ~. 
= P P P = P =p P 
Therefore, modulo a nilpotent ideal, B/pB = (B /pB ) 3z p p -
(B ~/pB ~) becomes a product of h (QTI ) copies of F TI ~ 

P P 0 - P =p P 
Thus h (B/c) = Z h (QTI ) h (F TI ~). 

o - 0 = p 0 =p p 

The cartesian square 

A c B 

j j 
c B/!::.. 

yields an exact sequence (see (IX, 5.11» 

o -> H (A) -> H (B) ~ H (A/c) 
o 0 0-

h 
--> H (B/c) 

o -

in which M = Coker(h) is a torsion free abelian group. Being 
finite generated, clearly, we conclude that M is free of the 
indicated rank. If m is a power of the prime p then the 
formulas above show that h (A/c) = 1 and h (B/c) = h (QTI), 

o - 0 - 0 = 
and hence M = O. 

Finally, suppose m = m m~ where m is a power of a 
q q 

prime q and m~ > 1 is prime to q; we claim now that M 1 o. 
For the rank of M is 

r(TI) = 1 - h (QTI) + Z h (QTI ) (h (F TI ~) -1) 
o = P 0 = P 0 =p P 

1 - h (QTI ) h (QTI ~) 
o = q 0 = q 

+ Z f= h (QTI ) (h (F TI ~) -1) 
P q 0 = p 0 =p p 

+ h CQTI ) (h (F TI ~) -1) 
o = q 0 =q q 
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1 - h (Q7T ~) 
o = q 

+ ~ .J. h (Q7T ) (h (F 7T ~) - 1) 
p r q 0 = p 0 =p p 

+ h (Q7T ) (h (F 7T ~) - h (Q7T ~)) 
o = q 0 =q q 0 = q 

> r(7T ~) + h (Q7T ) (h (F 7T ~) - h (Q7T ~)) 
q 0 = q 0 =q q 0 = q 

> o. 

The last inequality holds since r(7T ~) > 0 and 
q -

h (F 7T ~) > 
o =q q 

h (Q7T ~), the latter since 7T ~ has order prime 
o = q q 

to q. The 

strict inequality occurs when we replace the terms h (F 7T ~) 
o =p p 

above (with p 1= q) by the strictly smaller terms h o (£;p7Tp"), 

where 7T 
P 

7T X 7T ". This concludes the proof. 
q p 

§7. APPLICATIONS TO K1 (R7T) AND Gl(R7T). 

For the first part of this section we shall fix the 
following data: 

R is the ring of algebraic integers in a number 
field L. 

7T is an abelian group of order m = [7T: 1]. 

(0) A = R7T 

B is the integral closure of A in L7T, and 

£ is the conductor from B to A. 

As in (6.1) we have B = IT Ai' and the projections Pi: A 

---> A. are surjective. Moreover c = liC., where c. projects 
~ 4.. -~ 

isomorphically onto its image in A .• 
~ 

(7.1) THEOREM. (a) (Higman) Every unit of finite 

order in V(R7T) is of the form ux, where u is a root of 

unity in R, and x E 7T. 

(b) V(R7T) is a finitely generated abelian group of 
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rank ho(~ Gg Ln) - ho(Ln). 

(c) (Milnor) Let U~(Rn) be the subgroup of U(Rn) 

generated by all U(Rn~), where n ranges over the cyclic 

subgroups of n. Then U(Rn)/U(Rn~) is a finite group of 

exponent e( 1') (L, n)2. cyc lC 

Recall from (3.4) that e( 1') (L, n) divides cyc lC 

e (Q n), and the latter divides m (see (4.6)). 
(cyclic) =' 

Proof. (a) The proof uses the orthogonality relations 
for characters, as indicated below. 

We can clearly assume that L is large enough for n. 

Let el, ... ,e be the primitive idempotents in Ln ~ Lm. If 
m 

x E n we have x = Z p.(x)e .. Hence, if a = Z a x (x E n) 
1 1 x 

then p. (a) = Zap. (x). The consequence of the "orthogon-
1 x 1 

a1ity relations" that we require is the formula (see 
Curtis-Reiner [1], p. 263): 

a 
x 

m- 1 Z p.(a) P.(x) 
1 1 

(1 ~ i ~ m) , 

where we view each term in the sum as belonging to L. Now 
suppose a E U(Rn) and a has finite order. For any embedding 
of L into C we have 

(1 < i ~ m) 

< 1 

because p.(a) and P.(x) are roots of unity for each i. 
1 1 

Hence, NL/Q (ax)' being a product of (complex) conjugates of 

a , has absolute value < 1. But a E R is an algebraic 
x - x 

integer, so we must have iNL/ Q (ax)i 

therefore, we must have p.(a)=p.(x) = a 

o or 1. If a 1= 0 
x 

for all i, for 
1 1 x 

otherwise the inequality above would be strict. Thus p.(a) 
1 

a P.(x) = p.(a x) for all i, so a = a x, where x is chosen 
x 1 1 X X 

so that a 1= O. 
x 
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(b) follows from the Dirichlet Unit Theorem (X, 3.1) 
since U(A) has finite index in U(B). (This is because U(A) 
contains U(B, ~) = Ker(U(B) ---> U(B/~». 

(c) We can identify U(Rn) with the image of KI (Rn) 

---> KI (Lrr) , and, as such, it is a Frobenius module over the 

Frobenius functor GR' As such U~(Rrr) is simply U( l' ) (Rrr) cyc 1C ' 

so it has exponent e( 1') (R, n) in U(Rn) , by cyc 1C 

(3.1). By (3.3) e( 1') (R, IT) divides e( 1') (L, rr)2. cyc 1C cyc 1C 

q.e.d. 

Theorem (7.1), part (c), can be used to obtain a set 
of generators and relations for a subgroup of finite index 
in U(~rr). (See Bass [3]). 

(7.2) THEOREM. Assume, above, that R Z. 

(a) The natural homomorphism 

SKI (A, ~) --> SKI (A) 

is surjective, and SKI (A, ~ = SKI(B, ~) = 

(b) Let rr. = Ker(p.(n) and write m. 
--- 1 1 1 

[n.: 1]. Then 
1 ---

SK (A., p. (c . ) ) 
1 1-1 )Jr ' 

i th 
the r. roots of unity in A., where 
--- 1 1 

1, if m. < 2 
- 1 

IISKI(A., P.(C.)). 
1 1-1 

[ n: n. J and 
1 

r. 2 g. C • d . (m., n.), if m. > 2 is odd and 4[ n . 
1 1 1 -- 1 1 

g. c . d • (m., n.), 
1 1 

otherwise. 

Hence SKI (A, ~), and therefore also SKI (A) , has exponent e, 

where e = exp(rr). 

Proof. (a) Since A/c is semi-local the surjectivity 
of SKI(~ --> SKI (A) f~llows from (V, 9.3). The final 
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assertion of (a) follows from (IX, 5.8). 

(b) We have Ai = ~[~m.]' where ~m 
1 i 

P.(')!), so the 
1 

the number of roots of unity in A. is 
1 

~ 
m. 

1 
m ~ = 

i 2m. 
1 

if 21m. 
1 

if 2 ~ m .• 
1 

r. = 1 if m. < 2 (i.e. if A. 
11- 1 

~), and otherwise r i is 

defined as follows: 

(plm.~), 
1 

where jp is the nearest integer in the interval [0, v (m.~)] 
p 1 

to 

min I 
E..P in A 

[

V (P.(c.)) 
P 1 -1 

i v (p) 
p 

According to (6.6) 

(p I m.) • 
1 

Thus, if plm. and pip, then, since n 
1 - i 

m/m. , 
1 

and 

v (P.(c.)) 
P 1-:l 

v (n.)/v (p) 
p 1 P 

v (n.) + (lip - 1) vp(p), 
£ 1 

v(n.),so 
p 1 

jp = min(v (m.), v (n.». 
p 1 P 1 

This shows that r. and g.c.d. (m., n.) agree in all factors 
111 

corresponding to primes that divide m .. Since r is 
1 i 
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divisible only by primes dividing m. ~ this leaves only the 
1 

case p = 2 and m. 
1 

is > 2 and odd. If p[2 then v (P.(c» = _ p 1-

v (m/m.) 
p 1 

v (n.), and 
p 1 

1/(2 - 1) = 1, so j2 = 2-the nearest 

integer in the interval [0, v2(m.~)(= 1)] to v2(n.) -1. Thus 
1 1 

j2 = 0 if v2(n.) < 1 (i.e. 4 ~ n.) and j2 = 2 if 4[n .. This 
1 - ~ 1 1 

establishes the formula for r .. The latter shows that r.lm. 
1 1 1 

or r.[2m. if m. is odd and m is even. Hence in any case r. 
1 1 1 1 

divides e = exp(TT). It now follows from part (a) that 

SKI (A, c) and SKI (A) have exponent e. q.e.d. 

(7.3) PROPOSITION. In the setting of (7.2), assume, 

for some prime p, that the Sylow p-subgroup, TTp' of TT is 

cyclic. Then SKI(~TT) has no p-torsion. Hence SKI(~TT) = 0 if 

TT itself is cyclic. 

Proof. Let pn = [TT : 1]. We argue by induction on n, 
p 

the case n = 0 following from (7.2) (b). Assume n > 0 and 
let TT~ = TT/O, where 0 is the subgroup of order p. Let a = 
Ker(~TT ---> ~TT~). Then we have an exact sequence 

and the right hand term has no p-torsion, by the induction 
hypothesis. It is clear that a contains all components c. of - ~ 

c such that P.(o) # {l}. Moreover, if b is the sum of these 
- 1 -

c. then b has finite index in £. (They are Z-lattices in the 
-1 -

same two sided ideal of ~TT.) According to (IX, 3.11) there-

fore SKl(~TT, ~) ---> SKI(~TT, £) is surjective. Moreover 

(IX, 5.8) implies that SKl(~TT, ~) = SK1(B, ~), because b is 

a B-ideal. Now SKI(B, ~) is the direct sum of those SKI (Ai' 

P.(c.» for which P.(o) f {l}, so the proof will be complete 
1 ~ 1 

if we show that none of these have p-torsion. The condition 

P.(o) f {l}implies p. is faithful on TT , because the latter 
1 1 P n 

is cyclic. Therefore, in the notation (7.2), p 1m. and 
1 

p Y n .. Thus, in this case, SK1(A., P.(c.» ~ ~r. where 
1 1 1 -1 1 



624 K-THEORY OF PROJECTIVE MODULES 

v (r.) < min(v (n.), v (m.) = O. q.e.d. 
p l - P l P l 

Remark. There are no examples known of abelian rr as 
above for which SK 1 (~rr) F O. Lam [1] and Kervaire (unpub-

lished) have shown that SK1 (~rr) = 0 if rr is an abelian p­

group with two generators, one of order p. Lam has also 
shown that SK1 (~rr) has no p-torsion if rr is any finite 

abelian group such that [rr : 1] = p2. If there is an example 
p 

for which SK1 (~rr) = 0 the elementary p-groups seem a likely 

place to look for one. The group of type (p, p, p) with p = 
3 is the first unsettled case. 

(7.4) THEOREM. Assume, in (0) above, that L is a 

cyclotomic field. Then 

f: G1(B) -> G1(A) 

is an isomorphism, and G1(B) ~ r.r U(A.). 
l l 

Proof. We have a commutative triangle 

Since B is regular we have Gl(B) = Kl(B) = ITK1(A.) = ITU(A.) 
l l 

(by (VI, 7.4», and the last equality implies gl, and 

hence also f, is a monomorphism. It follows from (IX, 5.9) 
that 

is surjective. Hence it suffices to show that the image of 
G1(A/£) ---> G1(A) lies in Im(f). If M E ~(A, £) then M has 

a characteristic finite filtration, 0 = Mo C M1C" .CM such 
n 

that each M./M. 1 is annihilated by some m E spec(A). 
J J-

Since A/£ is Artinian we must have m E max(A). Let p be a 
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minimal prime of A contained in m. Then Alp = A. for some i, 
- - l 

so M./M. 1 is a B-module. (This uses the fact that L is a 
J J-

cyclotomic field, which implies that the projections Pi: 

A ---> Ai are surjective.) Now if a E AutA(M) then a leaves 

each M. invariant and induces, say a., on M./M. l' Then in 
J J J J-

GI(A), [M, a] = Z[M./M. l' a.] E Im(f). q.e.d. 
J J - J 

The results above for abelian groups, together with 
Artin induction, now imply the following result for 
arbitrary finite groups. 

(7.5) THEOREM. Let TI be any finite group, and con­

sider the commutative diagram 

o -> SKI (gTI) -> KI (gTI) ---:> KI (STI) 

(1) 

-g-I-:> GI (3TI ) 

with exact top row (see (X, 3.6». 

(a) SKI(gTI) is a finite group of exponent 

e ( 1') (Q, 1T) 2 • cyc lC -

(b) Im(k l ) is a finitely generated group of rank 

(rank K (R1T) - rank K (Q1T», and whose torsion subgroup has 
o = 0 = 

exponent e(cyclic) (S, 1T)2 • e, where e = exp(1T), or 

2 exp(1T) if [1T: 1] is odd. 

(c) The cokernel of CI(g1T) is finite, and Ker(gl) is 

a finite group of exponent e(cyclic) (Q, 1T)2. 

Proof. The diagram (1) consists of morphisms of 
Frobenius modules over the Frobenius functor Gz' Hence all 

all of the estimates or exponents follow from (3.1) and 
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(3.3), once we verify the appropriate estimates when TI is 
cyclic. 

If TI is cyclic then SK1(~TI) = 0 (see (7.3)) and gl 

is injective (this follows immediately from (7.4)). Moreover 
(7.1) (a) implies Im(k1) has torsion subgroup ±TI when TI is 

cyclic. The formula for rank Kl (~TI) follows from (X, 3.5 

(b)) in the general case. This establishes everything except 
the finiteness of Coker(cl(~TI)), and that follows from 

(X, 3.5 (c)). q.e.d. 

HISTORICAL REMARKS 

As stated in the introduction, the major portion of 
the material in this chapter is taken from Swan [1] and [3] 
and from Lam [1]. The material on the classical induction 
theorems can all be found in Curtis-Reiner [1], though the 
exposition here was greatly influenced by Serre [4]. 

The example discussed at the end of §5 was communi­
cated to me by Milnor. The calculation in §6 is adapted 
from Bass-Murthy [1]. The applications to Kl in §7 are 
based, in part, on results of Higman [1], Milnor (see Bass 
[3]), Bass-Mi1nor-Serre [1], Lam [1], and Kervaire 
(unpublished). 



Chapter XII 

POLYNOMIAL AND RELATED EXTENSIONS: 

. THE FUNDAMENTAL THEOREM 

Let T be an infinite cyclic group with generator t. 
This chapter studies the groups K.(A[t]) and K.(A[T]) (i = 

~ ~ 

0, 1), as well as G (A[t]). The results are most effective 
o 

when A is regular, so we begin (in §2) by proving Hilbert's 
Syzygy Theorem which asserts that A[t] and A[T] are regular 
whenever A is. This is, of course, important for induction 
arguments when extending the theorems to several variables. 

The first main result is a theorem of Grothendieck 
which asserts that G (A) ---> G (A[t]) ---> G (A[T]) are 

o 0 0 

isomorphisms for noetherian A. The analogue for K follows 
o 

from this when A is regular. 

In §5 we compute Ker(K 1 (A[t]) ---> K1(A)), via the 

the augmentation t I---~ 1, and show that its elements are 
represented by unipotents of the form I + vet - 1) where v 
is a nilpotent matrix over A. It then follows, when A is 
regular, that Kl (A[t]) ---> K1(A) is an isomorphism. 

In general the kernel above is not zero, and we show 
that it is isomorphic to the Grothendieck group, Nil(A) , of 
the category of pairs (P, v) (p E ~(A), v E EndA(p), v 

nilpotent) modulo those pairs of the form (p, 0). 

In contrast with its analogue for Ko' the map 

627 
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K1(A[t]) ---> Kl(A[T]) is not an isomorphism, even when A is 

regular. Indeed, for commutative A, this is obvious because 
t E U(A[T]) but t is not invertible in A[t]. Thus Kl (A[T]) 

contains at least a copy of T in addition to K1(A). It turns 

out that it even contains a copy of K (A) 3 T, and that this 
o 

gives a natural embedding of K (A) as a direct summand of 
o 

K1(A[T]). The precise formulation of this result (Theorem 

(7.4)) shows that there is a canonical decomposition 

where Ni1+(A) are two copies of Ni1(A). 

This theorem has a number of important applications. 
One principle to which it gives rise is that general 
theorems about Kl imply (via the Fundamental Theorem) gen-

eral theorems about K . The first application of this is 
o 

that the Fundamental Theorem itself has an analogue for K . 
o 

In the latter there appears a functor which bears the same 
relation to K t~at K bears to Kl' Accordingly, it is 

. 0 0 

called K_ 1 . Now this procedure can be iterated yielding K_2' 

K_ 3 , ••• Finally, in §8, these functors are fitted into a 

"long Mayer-Vietoris sequence". Further, similar considera­
tions apply to the functor Nil, and to various others to 
which the construction gives rise. 

In order to organize notation efficiently we intro­
duce, in §7, the notation of a "contracted functor". The 
definition is contrived so that the Fundamental Theorem 
says, essentially, that Kl is a contracted functor. It 

further says that K = LKI and Nil = NK1 , where, for any 
o 

functor F from rings to abelian groups, LF and NF are 
certain functors derived from F. The formalism then consists 
in showing that, if F is a contracted functor then NF and LF 
are also, and NLF = LNF. The Fundamental Theorem can be 
abbreviated by writing K1(A[T]) = (1 + 2N + L) K1(A), with 

NKI = Nil and LKl = Ko' This first formu1~ applies to any 

contracted functor, in particular to LKl and NK1 . Therefore 
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an induction on n shows, for example that 

where A[Tn ] is the group ring of a free abelian group of 
rank n. 

The long Mayer-Vietoris sequence is derived by 
showing that if (F l , F ) are contracted functors which fit 

o 
into a (six term) Mayer-Vietoris sequence, then the same 
holds for (NK 1, NF ) and (LF1, LF ). Since (Kl' K ) = (Kl' 

o 0 +1 0 
LK1) is such a pair, so also is (LnK l , Ln Kl ) for all n ~ 0, 

and we can therefore splice together a long Mayer-Vietoris 
sequence. 

In §9 the results here are used to compute K of a 
o 

category which, for a commutative ring A, is equivalent to 
the category of algebraic vector bundles on the projective 
line over A. The computation is not quite definitive, 
however. 

Some of the main calculations of Bass-Murthy [1] are 
deduced in §lO. These are greatly clarified by the intro­
duction of the operations Land N above. 

In §ll we prove a theorem of Stallings on Kl of a 

free product. By the general principle stated above, this 
implies the corresponding result for K . The latter is a 

o 
theorem of Gersten which was proved in precisely this way. 

§l. THE CHARACTERISTIC SEQUENCE OF AN ENDOMORPHISM. 

Throughout this section t will denote an indetermi­
nate. If A is a ring and if M E mod-A we shall identify 
M 3A A[t] with 

m. E M and m. = 0 
1 1 

for almost all i }. 
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If f: M ---> N is a homomorphism of A-modules then we have 

i 
f[t]: M[t] -> N[t]; f[t] 0: m. t ) 

1. 

i 
L: f (m.)t , 

1. 

which is the A[t]-homomorphism corresponding to f 0A A[t]. 

Since A[t] is A-free the functor M 1---7 M[t] is exact. 

If M E mod-Art] then it is determined completely as 
an A[t]-module by (i) the underlying A-module M, and (ii) 
the A-endomorphism f: M ---> M, f(m) = mt. Moreover these 
data may be prescribed arbitrarily. Thus, if M E mod-A and 
if f E EndA(M) then we define an A[t]-module, 

i 
to be M as additive group, and with A[t]-operation m(L: ait ) 

= L: fi(m)a .. In this way we obtain an isomorphism of mod-
1. 

A[t] with the category of endomorphisms of objects of mod-A. 

Given M E mod-A and f E EndA(M) as above, there is a 

canonical A[t]-epimorphism 

i L: f (m.). 
1. 

The characteristic sequence of f is the exact sequence (1) 
below. 

(1.1) PROPOSITION. Let M E mod-A and f E EndA(M). 

Then 

t . 
1M[ t] - f[t] <P f 

(1) 0--> M[ t] > M[ t] > Mf 

> 0 

is an exact seguence in mod-Art]. Moreover (M, f) 1-> (1) 

defines an exact functor from the category of endomoq~hisms 

of A-modules (which we can identify with mod-Art]) to the 

category of short exact seguences in mod-Art]. 
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Proof. It is clear that (1) is functorial in (M, f). 
It is exact because (M, f) 1---> Mf and (M, f) t---> M[t] 

are (evidently) exact. 

It remains to show that (1) is an exact sequence. We 
have seen that ¢f is surjective, and we have 

¢ (t • ~[t] - f[t]) 0: i 
m. t ) f l 

Hl i 
¢f(L(mit f(m.)t ) 

l 

L(fHl (mi ) i O. f (f(m.») 
l 

Since t • lM[t] - f[t] raises degree by one, and preserves 

"leading coefficient", it is a monomorphism. Finally suppose 

x = L mit i £ Ker(¢f), i.e. L fi(mi ) = O. Then x = x -

iii i i 
L f (mi ) = Li > 0 (mit - f (mi » = Li > oCt 'lM[t] - f ) (mi ) 

-f[t]), 

where h. = LO . . 
l 2. J < l 

Remark. Suppose above that A is commutative and that 
M is a free A-module with basis e 1 , ••• ,en' Then M[t] is a 

free A[t]-module with the same basis, and f[t] is represent­
ed by the same matrix as f. Thus 

is the characteristic polynomial of f. But (see (IX, 6.6 

(a» over a commutative ring B, if g: Bn ---> Bn is a B­
homomorphism, Coker(g) • det(g) = O. Applying this to the 
characteristic sequence of f above we see that Pf(t) anni-

hilates Mf . However the endomorphism of Mf defined by Pf(t) 

is just Pf(f). Thus we have the Cayley-Hamilton Theorem: 

Pf(f) O. 
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§2. THE HILBERT SYZYGY THEOREM. 

It asserts that rt. gl. dim. A[t] 
(see (2.2)). 

1 + rt. gl. dim.A 

(2.1) PROPOSITION (Kap1ansky). Let B be a ring and 

let A = B/tB where t is a non divisor of zero which lies in 

the center of B. If M r 0, M E mod-A, and if hdA(M) = n < 00, 

t Proof. The exact sequence 0 ---> B ---> B ---> A 
---> 0 shows that a projective A-module P has hdB(P) < 1, 

If P ~ 0 equality must hold because, since Pt = 0, P cannot 
be B-projective. By induction now, assume n > 0, and let 
o ---> N ---> P ---> M ---> 0 with P A-projective. Then N 4 
o and hdA(N) = n - 1 so, by induction, hdB(N) = n, and 

hdB(P) = 1. It follows now from (I, 6.8) that hdB(M) ~ n + 1, 

with equality if n > 1. 

If n = 1 write M = Q/H with Q B-projective. Then we 
have exact sequences of A-modules, 

o -> H/Qt -> Q/Qt -> M -> 0 

and 

o -> Qt/Ht -> H/Ht -> H/Qt -> O. 

Since Q/Qt is A-projective so also is H/Qt (because n = 1) 
and hence the second sequence splits. Thus M ~ Qt/Ht is a 
direct summand of H/Ht, showing that H/Ht cannot be 
A-projective. Therefore H cannot be B-projective, so hdB(M) 

> 1. q.e.d. 

(2.2) THEOREM (Hilbert). Let A be a ring and let t be 

an indeterminate. Then 

rt. g1. dim A[t] rt. gl. dim. A[t, t- 1 ] 

1 + rt. gl. dim. A. 

Proof. We shall carry out the proof in three steps, 
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which establish more precise results. Put B 
o A[t] and Bl 

(i) !f N € mod-Bi then hdA(N) ~ hdB (N) (i = 0, 1). 
i 

For since B. is A-free, a B.-projective resolution 
l l 

of N is also, by restriction, an A-resolution. 

(ii) If M € mod-A then hdB. (M GA Bi ) = hdA(M) 
l 

(i 0, 1). 

As A-module, M GA Bi is a direct sum of copies of M, 

so part (i) implies >. If P ---> M is an A-projective resolu­

tion, then P GA B. ---> M GA B. is a B.-projective resolu-
l l l 

tion, since GA Bi is exact This establishes the opposite 

inequality. 

(iii) Let s t - 1. If M € mod-B. (i 
l 

o or 1) then 

(1) hdB (M) ~ 1 + hdA(M), 
i 

with equality if M = 0 and Msn = 0 for some n > O. 

The last assertion follows immediately from (2.1) 
if hdA(M) < 00, and it follows from (i) above if hdA(M) 00 

Since Bl = r-1Bo' where T = {tn I n ~ a}, we have, for M € 

mod-B l , M = T-IM, so hdB (M) ~ hdB (M), since localization 
1 0 

is exact. Hence it suffices to establish (1) for i = 0; 
B A[t]. 

o 

We can write M = Mf (f = multiplication by t), and 

then we have the characteristic sequence (1.1): 

o ---> M [ t] ---> M [t] ---> M --> O. 

According to (ii) hdB (M[t) = hdA(M). It follows from 
o 

(I, 6.8) that hdB (M) < 1 + hdB (M[t), thus proving (iii). 
o 0 
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Evidently the theorem follows from (iii), since A 
B./sB. (i = 0, 1). 

l l 

In the next two results T denotes a free abelian 
group or monoid on one generator t, and Tn denotes a product 
of n copies of T. By induction on n, (2.2) implies 

(2.3) COROLLARY. rt. gl. dim. A[Tn ] = n + rt. gl. 
dim. A. 

(2.4) THEOREM (Swan). Let A be a right noetherian 

ring and let S be a central multiplicative set in A. 

(a) If A is right regular then A[Tn ] is also. 

(b) If S is regular for A then S is also regular for 

Proof. Part (a) follows from part (b) in the special 
case 0 ~and part (b) follows, by induction, from the 
case n = 1, with the aid of the Hilbert Basis Theorem. 

1 -1 n I We can write A[t, t- ] = U A[t], where U = {t n ~ 

O}. Therefore, the result for A[t, t- 1] will follow once we 
know it for A[t], thanks to the following general fact: If 
Sand U are central multiplicative sets in a right noether­
ian ring B, and if S is regular for B, then S is also 

regular for U- 1B. For, given any M E ~(U-1B), we can write 

M = U-lN where N E li(B) , and we can choose N C M. Therefore 
if Ms = 0 for some S E S we have Ns = 0 also. Assuming S is 
regular for B the desired conclusion, h~-lB(M) < 00, now 

follows from hdB(N) < 00 and hdu-1B(U-1N) 2 hdB(N). 

Finally, we must show that if M E li(A[t]) and if Ms = 
o for some s E S, then hdA[t](M) < 00. According to part 

(iii) of the proof of (2.2) we have hdA[t](M) 2 1 + hdA(M), 

so it suffices to show that hdA(M) < 00. Let Mo C M be a 

finitely generated A-submodule which generates M as an 

A[t]-module: M = .ZO M ti. Put M M + M t+ ... +M tn; then 
l> 0 n 0 0 0 

M = colim(M ) as an A-module. Hence it suffices to prove: 
n 
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(i) hdA(Mn ) is bounded as n ---> 00 

(ii) hdA(colim(M » < 1 + sup hd (M ). 
n - n>O A n 

Proof of (i). Consider the sequence of epimorphisms 

t t M -----> MI/ M -----> Mz/MI ----> .... Since M is a 
o 0 0 

t 
noetherian A-module there is an n such that M /M 1 -----> 

o n n-

Mn+l/Mn is an isomorphism for all n ~ no' Let d = max(hdA(Mo)' 

hdA(M 1M 1»' By induction on n > n we claim that 
n n - 0 

o 0 

hdA(M ) < d. This is obvious for n = n . If n > n we use 
n - 0 0 

the exact sequence 0 ---> Mn_l ---> Mn ---> Mn/Mn_l ---> 0 

and the isomorphism M 1M 1 Z M /M 1 together with the 
n n- no n o- , 

induction assumption hdA(Mn_l ) ~ d, to conclude that 

hdA(Mn ) ~ d. 

Since each Mn E ~(A) and Mns = 0 we have hdA(Mn) < 00 

for each n, since S is regular for A. Now sup hdA(Mn ) ~ 
O<n 

sup(d, hdA(Mo), •.• ,hdA(Mn » < 00, by the last paragraph. 
o 

q.e.d. 

Proof of (ii). We have an exact sequence 

o --> U M -L> U M 
n>O n n>O n 

f 
-----> colim(M ) 

n 

-----> 0 

defined by j(m , ml, mz,' .. ) = (m , ml - mo' mz - ml"") o 0 

and f(m , ml, mz ••.. ) = L m,. (A similar construction can be 
o ~ 

made for any colimit of a sequence of modules.) Hence 

1 + sup hdA(Mn). q.e.d. 
n>O 

§3. GROTHENDIECK'S THEOREM FOR K (A[T]): SERRE'S PROOF 
o 

The theorem is: 
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(3.1) THEOREM. Let A be a right regular ring and let 

T be a free abelian monoid or group. Then K (A) ---> K (A[T]) 
a a 

is an isomorphism. 

Since K commutes with direct limits one can assume, 
for the proof,a that T has a basis of finite cardinality n. 
Then, thanks to Hilbert's Basis Theorem (III, 3.6) and 
Syzygy Theorem (2.4), an induction on n reduces this further 
to the case n = 1, in which case the theorem asserts that i 
and j in 

K (A) 
a 

i ---> K (A[t]) ~> K (A[t, t- 1 ]) 
a a 

are isomorphisms. Since A[t] ---> A[t, t- 1 ] is a localiza­
tion of a right regular ring it follows from (IX, 6.5) that 
j is surjective. Moreover ji has a left inverse, induced 
by the augmentation A[t, t- 1 ] ---> A. Thus the theorem will 
follow if i is surjective. This, in turn, follows from the 
more general: 

(3.2) THEOREM. Le t A = II A -=-b.:::.e--=:.a-,g""r::..:a::..:d::..:e::..:d=-=r.::::i~g:..::,h..=.t n>O n ~ 
regular ring. Then the inclusion of Aa in A induces an 

isomorphism K (A ) ---> K (A). 
a a a 

tions. 
The proof of (3.2) requires some preliminary observa­
Let A = n~O An be any graded ring. We shall agree 

that A 
n 

= 0 for n < O. A graded right A-module M is a right 

A-module together with a 

MAC M +m (n, m E Z). 
n m n = 

decomposition M = II M such that 
n n 

These are the objects of the 

category gr mod-A in which a morphism f: M ---> N must be 
A-linear and such that f(M ) C N for all n. We have the 

n n 
full subcategories 

gr ~ (A) C gr :1(A) C gr mod-A 

whose objects are those which belong to ~(A) and ~(A), 
respectively, as ungraded modules. If M E gr ~(A)-then, 
since any generating set contains a finite one, M is 
generated by a finite set of homogeneous elements. In parti­
cular M = 0 for all sufficiently small n, i.e. M is 

n 
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"bounded below". 

Suppose h: F ---> P is a morphism in gr mod-A and 
there is a homomorphism g: P ---> F of ungraded modules such 

that hg = lp' If we set gn equal to the composite PCP 
n 

~> F --> F , then g~ = II g ~: P --> F is easily seen 
n n 

to be a morphism in gr mod-A such that hg~ lp' 

If M E gr mod-A and h E ~ then M(h) E gr mod-A is 
defined by M(h)n Mn+h • A free-graded module is defined to 

be a direct sum of modules of the form A(h). Every M E gr 
~(A) is a quotient of a free module in gr ~(A), since M has 
a finite number of homogeneous generators.-If P E gr ~(A) 
choose an epimorphism h: F --> P with F a free module in 
gr ~(A). Then there is a homomorphism g: P --> F of 
ungraded modules such that hg = ~. Thus we conclude from 

the last paragraph that P is a direct summand in gr ~(A) of 
a free module. 

(3.3) PROPOSITION (Swan). Let A ~O An be a graded 

ring. Then GA A: gr ~(Ao) --> gr ~(A) induces a bijection 
o 

on isomorphism classes of objects. 

Proof. We view A as a graded ring concentrated in 
----- 0 

degree zero, and we can identify A with A/A , where A+ 
o + 

n~O An is a homogeneous ideal. Therefore we have the 

functor T: gr ~(A) --> gr ~(Ao)' T(P) = P 3A Ao = P/PA+. If 

P E gr peA ) then evidently there is a natural isomorphism o = 0 

Po T(P o GA A). Next suppose P E gr ~(A). The projection 
o 

f: P -> T(P) is an epimorphism in gr mod-A , so there is 
o 

a homomorphism g: T(P) --> P, of graded A -modules, such 
o 

that fg: IT(P)' This yields h = g 3A A: T~) 3A A ---> P, 
o 0 

a morphism 
Since T is 
is bounded 

in gr f(A), and clearly T(h) is an isomorphism. 
right exact we have T(Coker(h)) = O. But Coker(h) 
below, and evidently M/MA+ = 0 ~? M = 0 if M is 

bounded below. Therefore h is surjective. But P is projective 
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so h is split, and by a morphism in gr ~(A), as we 
above. Therefore Ker(h) E gr ~(A), and T(Ker(h)) = 
as above this implies Ker(h) ; O. Thus P ~ T(P) 0A 

saw 
O. Just 

A. 

q.e.d. 
o 

With A graded, as above, we grade the polynomial 
ring, A[t], by 

A[t] = 
n 

II n-i 
o < i < n Ai t . 

We shall identify A with A[t]/(l - t) A[t]. Note that this 
projection A[t] ---> A is not a homomorphism of graded 
rings. 

(3.4) PROPOSITION. Let A be a right noetherian graded 

ring. The functor 

GA[t] A: gr ~(A[t]) --~> ~(A) 

is exact, and it induces a surjection on isomorphism classes 

of objects. 

Proof. Given M E ~(A) write M = An/N, where N is 
generated by elements a.-= (a. , ... ,a. ) (1 < i < m). Let d 

l II In --

be an upper bound for the degrees of all non zero homogene­
ous components of all a ... If a = a + al+ ... +ad E A, (a. E 

lJ 0 l 

A. ) 
l 

the 

~ d set a = a t 
o 

+ altd- l + ... +ad E A[t]d' Let N' C A:t]n be 

submodule generated by a. ~ = (a' l ~, ... ,a. ~) (1 < i < m), 
l l In --

n g n h and set M~ = A[t] /N~. Then 0 ---> N~ ---? A[t] ---> M~ 

---> 0 is an exact sequence in gr ~(A[t]), which induces 

N~ GA[t] A ---> An ---> M~ GA[t] A ---> O. Clearly 

Im(g GA[t] A) is the submodule generated by all ai~ = ai~(t) 

at the special value t = 1. But ai~(l) = a i so Im(g SAlt] A) 

= N, and thus M ~ M~ SAlt] A. This proves the last assertion 

of the proposition. 

The functor is right exact, so the proof of exactness 
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reduces to showing that if M~ C M in gr ~(A[t]) then the 
inclusion M(l - t) C M~ n W (1 - t) is an equality. Suppose 
m = mi + mi +l + •.. E M and mel - t) E M~. Since the homo-

geneous components of mel - t) = mi + (mi +l - mit) + (mi +2 
- mi +l t)+ •.• belong to M~ we conclude, by induction on j 

(~O) that each m. E M~; i.e. m E M~. q.e.d. 
J 

Proof of (3.2). We claim that i: K (A ) ---> K (A) is 
o 0 0 

an isomorphism, where A is graded and right regular. The 
retraction A ---> A A/A induces a left inverse for i, so 

o + 
we need only show that i is surjective. 

Given P E ~(A) there is an M E gr ~(A[t]) such that 
M GA[t] A ~ P, thanks to (3.4); here we identify A with 

A[t]/(l - t) A[t]. By the Syzygy Theorem (2.4) A[t] is right 
regular. Say hdA[t] (M) = n. Choose an exact sequence E = 
(0 ---> Pn ---> ••• ---> Po ---> M ---> 0) with Pi E gr ~(A[t]) 

(0 < i < n). Then automatically P E gr reACt]). 
- n -

According to (3.4), E GA[t] A is an exact sequence in ~(A). 

Since M GA[t] A ~ 

i 
~ (-1) [Pi GA[t] 

that, for each i, 

P we conclude that, in K (A), [P] = 

A]. Since A[t] = A it follows from (3.3) 
o 0 

p. Q. GA A[t] for some Q. E gr peA ). 
1 1 1 = 0 

o 
Therefore Pi GA[t] A (Qi GA A[t]) GA[t] A ~ Qi 

o 
G A A, so 

o 
q.e.d. [p] = ~ (_l)i [Q. GA A] E Im(K (A ) -> K (A». 

1 0 0 0 
o 

The following corollary of (3.1) is sometimes useful. 

(3.5) COROLLARY. Let B be a ring with a two sided 

nilpotent ideal J such that A = B/J is right regular. Let T 

be a free abelian group or monoid. Then K (B) ---> K (B[T]) 
o 0 

is an isomorphism. 

Proof. The ideal JB[T) is also nilpotent, so (IX, 
1.3 (0» implies that the verticles in the commutative 
square 
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K (B) 
o 

K (A) 
o 
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----~> K (B[T]) 
o 

----~> K (A[T]) 
o 

are isomorphisms. The corollary now follows by applying 
(3.1) to the bottom arrow. q.e.d. 

This corollary applies notably when B is an Artin 
ring. 

§4. GROTHENDIECK'S THEOREM FOR G (A[T]): GROTHENDIECK'S 
PROOF 0 

The theorem is: 

(4.1) THEOREM. Let R be a commutative noetherian ring, 

let A be a finite R-algebra, and let T be a free abelian 

monoid or group with a finite basis. Then G (A) ---> G (A[T]) 
o 0 

is an isomorphism. 

Proof. By induction on the number n of generators of 
T we reduce, with the aid of the Hilbert Basis Theorem, to 
the case n = 1, in which case we claim that i and j in 

G (A) 
o 

i 
---> G (A[t]) ~> G (A[t, t- 1]) 

o 0 

are isomorphisms. Since A[t, t- 1] is a localization of A[t] 
it follows that j is surjective. Let s = 1 - t and consider 
the augmentation A[t, t- 1 ] ---> A (s 1--> 0). The resulting 
functor GA[t, t- 1] A is not exact, but it has an exact 

restriction to the full subcategory M (A[t, t-1]CM(A[t, t- 1]) 
=0 = 

consisting of modules M on which multiplication by s 
is a monomorphism. If M € tl(A[t, t- 1]) we can take an exact 
sequence 0 ~ N ~ P -=-> M ---> 0 with P € peArt, t-1]) 
and then clearly N € M (A[t, t- 1]). Therefore it=follows 

=0 

from (VIII, 4.2) that 
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K (M (A[t, t- I ])) --> K (M(A[t, t- I ])) 
o =0 0 = 

= G (A [t, t- I ]) 
o 

is an isomorphism. Therefore we can define h: G (A[t, t- I ]) 
o 

---> Go(A) via the exact functor ~A[t, t- I ] A: ~o(A[t, t- 1 ]) 

---> ~(A). Evidently h is a left inverse for j . i. ThereforE 
it will suffice to prove that i is surjective. 

If a is a two sided ideal in A write 

i : G(A/a) -> G «A/a) [t]), 
Q. - 0-

so that i = i(O)' If i is not surjective choose a maximal a 

(by noetherian induction) so that i is not surjective. 
a 

Replacing A by A/~ we can then assuie i is surjective for 
a 

all a .;, O. 

Suppose M £ ~(A[t]), M # O. Among the ideals annR(x) 

(x £ M, x 1 0) let p be a maximal one. One sees immediately 
that ~ is prime, and that MI = {x £ M I x~ = O} is an A-

submodu1e of M which is a torsion free (R/p)-rnodu1e. Repeat­
ing this construction on M/MI , etc. and using noetherian 

induction, we conclude that M has a finite filtration with 
successive quotients which are torsion free (R/p)-modu1es 
for various p £ spec(R). Therefore, since i is not surjec­
tive, there is an M £ ~(A[t]) and a p £ spec(R) such that 
[M] ¢ Im(i) and such that M is a torsion free (R/p)-modu1e. 
If Q. = annA(M) we must have ~ = 0, for otherwise we would 

contradict the surjectivity of i • Thus A is torsion free 
a 

R/p-a1gebra, so we can assume R is an integral domain. Let 
L De the field of fractions of R. Then A is an R-order in 
A ~R L. If this finite dimensional algebra were not semi-

simple we would have a nilpotent two sided ideal N in A. 
But we have a commutative square 
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G (A) 
o 

i 
, Go (Arll 

G (AlN) 
o 

-----:> G «A/N) [t]) 
iN 0 

in which iN is surjective. Moreover (IX, 2.3) implies that 

the verticals are isomorphisms. Since i is not surjective 
this is a contradiction. We conclude that A @R L is semi-

simple. Write L S-lR, S = R - {O}. Then we have a commu­
tative diagram 

---:> G (A) --> G (S-lA) --> 0 
o 0 

i i" 

K (M (A[t]) -> G (A[t]) -> G (S-lA[t]) -> 0 
o =S 0 0 

with exact rows (see (IX, 6.2». Here ~S(A) is the category 

of N E ~(A) such that Ns = 0 for some s E S, and similarly 
for ~S(A[t]). Thus i~ is the direct limit, over s E S, of 

the homomorphism i sA ' and hence i~ is surjective. If we 

show that i" is surjective then the diagram implies i is 
surjective, thus giving us the required contradiction. 

But S-IA = A @R L is semi-simple, as we saw above. 

Hence S-IA and S-lA[t] are right regular, and i" is isomor­

phic to K (S-lA) ---> K (S-lA[t]), which, by (3.1), is an 
o 0 

isomorphism. q.e.d. 

(4.2) COROLLARY. In the setting of (4.1) let S be a 

multiplicative set in R. Then 

(1) G (A, S) --> G (A[T], S) 
o 0 

is an isomorphism. 
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Proof. Recall that Gi(A, S) = Ki(~S(A)) where ~S(A) 

is the category of M E M(A) such that S-IM = 0, and simi­
larly for Gi(A[T], S). Since ~S(A) is the (directed) union 

of the subcategories ~(A/As) (s E S), and similarly for 
A[T], we conclude tha~ (1) is the direct limit of the homo­
morphisms 

G (AlAs) 
a 

---> G «A/As) [T]) (s E S). 
a 

Each of these is an isomorphism by (4.1). q.e.d. 

(4.3) COROLLARY. (cf. (3.1)) In the setting of (4.2), 

if S is regular for A, then 

K (A, S) 
a 

---:> K (A[T], S) 
a 

is an isomorphism. In particular, if A is right regular, 

then 

K (A) 
a 

---> K (A[T]) 
a 

is an isomorphism. 

Proof. It follows 
regular~A[T], so the 

responding G 's, and the 
a 

from (2.4) (b) that S is also 
K 's above coincide with the cor­

a 
present assertion reduces to (4.2). 

The last assertion is just the first one in the special case 
S = {O}, q.e.d. 

§5. LINEARIZATION IN GL(A[t]). 

The title refers to the following well known device, 
whose origin I can't determine (cf., for example, Higman 
[1]) • 

(5.1) PROPOSITION. Let R be a subring of a ring A 

and let MeA be an R-bimodule which, together with R, 

generates A as a ring. Let A+ = AMA be the A-ideal generated 

Ex M. Suppose a = (a .. ) i, j > i is a "formally infinite" 
1J -
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matrix over A, i.e. one such that a .. = 0 .. for all suffici-
1J 1J 

ently large i and j. Then there exist El, E2 E E(A, A+) such 

that ElaE2 = a o + al' where a o is a formally infinite matrix 

over R, and where al has all coefficients in M. !f a E GL(A) 

we can arrange that El = I. 

Proof. The hypotheses imply that A is a quotient of 

the tensor algebra, TR(M). Thus A = L Md (d ~ 0), where MO 

Rand Md+l = Md • M. 

We can write " = (~ ~) where 6 

for some n. Further, S = So+ ... +Sd for 

is an n x n matrix 

some d ~ 0, where S. 
1 

has coefficients in Mi (0 2 i 2 d). We shall prove the pro­

position by induction on d. If d < 1 we can take El = I = E2, 

so assume d > l. Then we can write Sd L y.x. (1 < j 2 m) 
J J -

where x. E M and Y j 
has 

J 
coefficients in Md- l (1 2 j 2 m). 

Now in the ring of matrices of size n(m + 1) we multiply 

(~ ~nm) first on the left, and then on the right, by 

elements of E(A, A+), to achieve the following transforma­

tions: 

S-Sd Yl Ym 

- I nX1 
S' 

I 
nm 

- I x 
nm 
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In case S is invertible we can achieve the first transforma­
tion also by right multiplication. Since S ~ has "degree" .2. 
d - 1 we can complete this procedure by induction. q.e.d. 

(5.2) PROPOSITION. Let A 

and let A+ II 0 A • n > n 

il A be a graded ring, n > 0 n ~~~~~~~~ 

(a) If a € Al then 1 - a E U(A) <=7 a is nilpotent. 

(b) Assume Ao and Al generate A as a ring. If a € 

GL(A) then a admits a factorization 

a = a (I + v)e: 
o 

with a E GL (A ), E E E(A, A.), and with v a matrix having 
-- 0 0·'"1- -

coefficients in AI' Such a matrix v is necessarily nilpotent. 

Proof. (a) If a is nilpotent then (1 - a)-I = E a i 
--- i>O 

EA. Conversely, suppose (1 - a)-I = E b. E A (b. E A.).-
1 1 1 

Then 1 = (I-a) (E b i ) = b o + (b I - abo) + (b2 - ab I ) + ...• 

i i 
By induction we see that b i = a . Therefore a = b i = 0 for 

large i. 

(b) We can apply (5.1) with R = A and M = AI' Then 
o 

we obtain E E E(A, A+) such that aE- I = a + al where a. has 
o 1 

coefficients in Ai (i = 0, 1). Factoring out the ideal A+ we 

see that a € GL(A ), so we can write aE- I = a (I + v) where 
o 0 0 

v - "0-1"1' Write v = (~. ~)Where v' ,Mn (Al) for some n. 

Since I + v~ E GL (A) = U(M (A)) it follows from part (a) 
n n n 

that v~, and hence also v, are nilpotent. 

(5.3) COROLLARY. Let A be as in (5.2) (b). Then 

and every element of K1(A, ~) is represented by a unipotent 
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I + v where v has coefficients in AI' Moreover, 

(a) 1i nAI = 0 for some n > 0 then every element of 

KI(A, A+) has finite order dividing some power of n. 

(b) 1i A is right regular then KI(A, A+) = O. 

Proof. The direct sum decomposition follows from 
(IX, 2.6) because GL(A) = GL(A, A) x GL(A) is a semi-

+ s-d 0 

direct product. The assertion concerning unipotents follows 
directly from (5.2) (b). 

(a). Suppose a = I + S £ GL (A) where S has coeffi­
n 

cients in AI' and hence is unipotent. In M (A) let R be the 
n 

(commutative) subring generated by I and S, and let ~ be the 
nilpotent ideal SR. By assumption we have n~ = 0, and say 

d 
a d+l = O. Then it follows from (X, 3.8 (c» that (I + S)n 
= I. 

(b) follows immediately from the first assertion, 
thanks to (IX, 2.2). 

(5.4) COROLLARY. Let A be a right regular ring and 

let T be a free abelian monoid. Then 

---> KI (A[T]) 

is an isomorphism. 

Proof. A[T] is a polynomial ring in several variables, 
so it has a natural grading. Moreover the Syzygy Theorem 
(2.4) implies that A[T] is right regular. Therefore the 
corollary follows from (5.3) (b) above. 

Remark. Note that T above is not allowed to be a 
group. Indeed, the next two sections are devoted to an 
analysis of K1(A[t, t- 1). By the direct techniques of this 
section we can obtain partial results, as indicated in (5.6) 
below. 

(5.5) COROLLARY (Gersten). Let A be as in (5.4) and 

let M be an A-bimodule isomorphic to a coproduct of copies 
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of A. Let B = TA(M) be the tensor algebra of Mover A. Then 

---:> Kl (TA (M» 

is an isomorphism. 

Remark. If X is an A-basis for M then TA(M) is the 

free associative algebra over A generated by X. Equivalently, 
it is the monoid algebra over A of the free (non commutative) 
monoid generated by X. 

Proof. B = A ~M ~ (M 0 M) ~ •.. is a graded ring, 
generated by Mover A. Therefore Kl(B) = Kl(A) ~ K1(B, B+) 

as in (5.3), where B+ is the ideal generated by M. Moreover 

every element of K1(B, B+) has a representative of the form 

I + v £ GL (B) for some n, where v has coefficients in M. 
n 

We must show that I + v £ E(B). Let (x.) be a bimodule 
l i £ J 

basis for M. Thus the x, commute with elements of A, but not 
l 

with each other. Write v L a,x, (1 < i < n) where a, £ 
l l - - l 

M (A). Then v m = 0 for all large m. The monomials in the x, 
n l 

are a free monoid whose elements are linearly independent 
m over A. Hence, when we expand v and set coefficients of each 

monomial in the x, equal to zero, we find that any product 
l 

of m of the a, 's is zero. We will show now, by induction on 
l 

m, that I + v is a product of matrices of the form I + aw 
where a is a nilpotent matrix over A, and w is a monomial in 
the x, IS. For consider 

l 

I + v~ = (I - Cl'.lXl) ... (I - Cl'. x) (I + v). 
mm 

We can write v L S,y, (1 < j < s) where each S,y, is a 
JJ - - JJ 

monomial of degree ~ 2 in the Cl'.ixi' Hence any product of at 

least (m/2) of the S, 's is zero. Applying induction to I + 
J 

(L S.z,), where the z, 's are new variables which generate a 
J J J 

free algebra over A, we deduce that I + v~ is a product of 

matrices I + yw where y is nilpotent over A and w is a 
monomial in the Yj'S, and hence also in the Xi's. 
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To complete the proof we must show that I + aw € E(B) 
if a is a nilpotent matrix over A and w is a monomial in the 
x .. But it follows from (5.4) that 1+ aw € E(A[w]). q.e.d. 

l 

In a special case, which will arise in one of our 
calculations, we can refine (5.3) and (5.4) as follows: 

(5.6) PROPOSITION. Let A be a subring of B = IT A., 
--- l 

and assume that the projection of A into each Ai is 

surjective. Assume that B is right regular, and that NB C A 

for some integer N > 0. Let T be a free abelian monoid, 

and let L1(A, T) Ker(K1(A[T]) ---> K1(A)), where the homo-

morphism is induced by the augmentation A[T] ---> A. Then 

every element of L1(A, T) has finite order dividing some 

power of N. 

Proof. An induction argument, using Hilbert's Basis 
and Syzygy Theorems, reduces the problem quickly to the case 
when T has one generator, say t. Writing s = t - 1 we then 
have L1(A, T) = K1(A[s], sA[s]). According to (5.3) each 

element of L1(A, T) has a representative of the form a = I + 

sv € GL (A[s]) where v is a nilpotent matrix over A. In 
n 

M (A[s]) = M (A) [s] let R be the subring generated by I and 
n n 

a. Then R consists of polymonials of degree ~ d in sv with 

integer coefficients, where vd+l = 0, say. Applying (X, 3.8 

(c)) to R/NdR, and the ideal generated by sv, we find that 

Nr d Nr 
a = I mod N R for some r > 0. Hence we can write a = I + 

(a1s+ ... +adsd)Nd , where each ai is an integer times vi. Set 

d-i Nr 
6. = N a. (1 < i < d) and put 6 = a = I + 61Ns + ... + 

l l 

d d 
6d (Ns) . Let y = I + 61S + ... +6ds ; clearly y is unipotent. 

Therefore, since B[s] is right regular, (5.3) (b) implies 
y € E(B[s], sB[s]). Define f: B[s] ---> B[s] by feb) = b 
(b € B) and f(s) = Ns. Then fey) = 6 so 6 € E(B[s], sNB[s]). 
Now sNB[s] C A[s] so it follows from (IX, 5.8) that 

Nr 
E(B[s], sNB[s]) = E(A[s], sNB[s]). Thus a 
6 € E(A[s]), sA[s]). q.e.d. 
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We close this section now by applying (5.1) to 
A[t, t- 1 ]. The conclusions are somewhat more complicated than 
in the case of polynomials. 

(5.6) PROPOSITION. Every a E GL(A[t, t- 1]) admits a 

factorization 

(1) 

where: 

£ i E E (A [ t], ( 1 - t) A [ t ]) ( i 

a E GL(A) 
o 

1, 2), 

+1 
w+ I + (t- - l)v+, v+ a nilpotent matrix over A. 

Moreover T+ = 0+ ~ I where 0+ E GLn(A[t, t- 1 ]) is of the font! 

+1 
0+ = lpo[t, t- l ] ~ t- ~l[t, t- l ] for some decomposition 

An = Po ~ Pl' (In fact Pi = Ker(o+ - t::ti In) C An, (i = 0, 

1).) Moreover we can choose T so that it is diagonal and 

commutes with a. 

Proof. Say a E GL (A[t, t- l ]). Then for sufficiently 
m 

large N, tNa has polynomial coefficients. Set T 
put s 1 - t. Then we can write 

t-NI and 
m 

as in (5.1), with £i E E(A[t], sA[t]) (i = 1, 2). The 

augmentation A[t, t- 1 ] ---> A (s 1---> 0) sends a to a E 
o 

GL(A) so we have 

(2) 

where y 

B = I + yet - 1), 

-ala -1 has coefficients in A. 
o 
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To complete the proof we will show that 8 admits a 
factorization 

with factors of the type indicated in the proposition. Then, 
using (2) above we will have 

eto eto . 
Since et o E GL(A) we can write w+et o = eto w+ ,and w+ 1S of 

the same type as w+. Hence it suffices to establish the 

factorization (3) above for 8 I + yet 1). 

We claim that YU(I - y)v = 0 for some u, v ~ O. For 

8 = I + yet - 1) = a + yt (0 = I - y) has an inverse 8- 1 = 
i 1 L y.t in GL(A[t, t- ]): 

1 

Thus 

i 
L (oy.+ yy. l)t I. 

1 1 -

a Yo + yy 
-1 

I, and 

if i f:. O. 

Since a and y commute the latter equations show that, for 
any u, v > 0, we have 

v-1 v 2 -0 yY-2 = (_1)2 a - y2Y_3 

v v 
(-1) y y-(V+1)' 

and 

u-1 2 u-2 2 
-y oY1 = (-1) y a Y2 

For sufficiently large u and v we have y-(v+1) = 0 = Yu' so 

oVY_1 = 0 = yUYo . Now use the equation oYo + YY_1 = I above 
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to obtain 

~v+l u u+l 
u y Yo + y 8Y_l = 0. 

Say S E GL (A[t, t- 1 ]), so y E M (A). In the subring 
n n 

of M (A) 
n 

n u 
EndA(A) generated by y, the elements y and 

(I y)v generate the unit ideal. It follows, since yU(I _ y)v 

= 0, that An = P ~ PI where P Ker(yu) and PI = 
o 0 

v 
Ker(I - y) . Write J. = lp 

1 i 

induced by y (i = 0, 1). We 

their respective extensions 

and y. = the endomorphism of p. 
1 1 

shall identify J. and y. with 
1 1 

-1 ._ to Pi [t, t ] (1 - 0, 1). Then 

S = I + yet - 1) = So ~ Sl where S. = J. + y.(t - 1). 
n 111 

Moreover Yo and J 1 - Y 1 are nilpotent. Let S 0 ~ = S 0 ~ J 1 'and 

Sl~ = J o ~ S1' so that S = So~Sl~ = Sl~So~' Now we put 

w = S ~ 
+ 0 

I + v (t - 1) 
n + 

where v+ = Yo ~ ° is nilpotent. The factorization (3) will 

be achieved now by factoring Bl~ into w_,+ as in (3). First 

consider Sl; we have 

-1 (J 1- Yl)t ) (tJ 1) 

(J 1- Yl) (t-1-l» (tJ 1)· 

Therefore we achieve the desired factorization of Bl~ = J ~ 
o 

Bl~ by taking '+ = J ~ tJ 1 and w = I + v (t- 1-l), where 
o - n 

v 0 ~ (J 1-Y1) is nilpotent. q.e.d. 

Remark. It will follow from the results of §7 that 
the factorization (1) above has some strong invariance pro­
perties. For application to the projective line (see §9) it 
would be preferable to have a factorization of the form 
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w 

+1 +1 +1 
with s+ E E(A[t-], (t- -1) A[t- ]) and with w , T, and a + 0 

like the correspondingly denoted factors in (1) above. 
Actually, the following related result would suffice for 

this application: For any a E GL(A[t, t- 1 ]), the coset 

a • E(A[t, t- 1 ]) and the double coset E(A[t- 1 ])a E(A[t]) 

coincide. If A is a field this holds (even in each GL ). 
n 

Examples of Gersten (unpublished) show that it is not true 

in general, however. 

§6. THE CATEGORY OF NILPOTENT ENDOMORPHISMS 

Let ~ be an admissible subcategory of an abelian 
category, in the sense of (VIII, 1.1). We now introduce the 
category 

whose objects are pairs (M, v), where M E ~, and v E EndC(M) 

is nilpotent. It is a full subcategory of the category 
of endomorphisms of objects of ~. Moreover we have two 
exact functors 

and 

Since FZ 

Z: C --~> Nil(£) , Z (M) (M, 0) ("zero") 

F: Nil(£) ---> ~, F(M, v) = M ("forget v"). 

l~ we obtain a split exact sequence 

Z 
--> 

which defines Nil(~). 
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(6.1) PROPOSITION. !f ~ is an abelian category then 

Nil(~) = O. 

Proof. If (M, v) E Ni1(~) we have a filtration M ~ vM 
2 

~ v M ~ .•• which induces a filtration of (M, v) in Nil (f) . 

Thus, in K Ni1(C) , [M, v] = E [viM/vi+~, 0] E Im(Z~b~ve. 
0-- = 

q.e.d. 

(6.2) PROPOSITION. Let C C C be admissible subcate-
--- =0 = 

gories of an abelian category. Assume that each object of 

~ has a finite ~o-reso1ution. Then every object of Ni1(~) 

has a finite Ni1(C )-reso1ution, and hence K (Ni1(C » ---> 
= =0 0 = =0 

Ko(Ni1(~») is an isomorphism. 

Proof. The last assertion follows from the first by 
virtue of (VIII, 4.2). 

Given (M, v) E Ni1(C) let n be the length of a finite 
~0-reso1ution of M. By ind~ction on n we claim (M, v) has a 

Ni1(C )-reso1ution of length n. Assume n > 0, for the case --- =0 
n = 0 is trivial. Choose an exact sequence 0 ---> N ---> P 

__ f_> M ---> 0 with P E C and such that N has a C -reso1u-
=0 =0 

tion of length n - 1. 

Say vh+1 O. Let Q = P 0 ~ P 1 ~ ••• ~ Ph with each Pi :: 

P, and define lJ E EndC (Q) by letting lJlp i-1 be the identity 
= 

morphism from P. 1 to P (1 < i < h), and lJ(p ) = O. Then 
~- i - - h 

h+1 
lJ = 0 so (Q, lJ) E Nil(fo)' Define g: Q -> M by glp. = 

- 1 

vif. Since Pi = lJ~O we see that glJ = vg. Hence we have an 

exact sequence 

o -> (H, lJIH) -> (Q, lJ) ---1L-> (M, v) -> 0 

in Ni1(~), with Q E ~o' The fact that g is an epimorphism 

follows because glpo = f, and f is an epimorphism. This 
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further makes it clear that H = Ker(g) ~ Ker(f) ~ P2 ~ ••• ~ P. 
h 

Since N = Ker(f) has a ~o-reso1ution of length n - 1, 

and since each Pi E ~o' H has a ~o-resolution of length 

n - 1. Therefore we can complete the resolution of (M, v) by 
applying the induction hypothesis to (H, ~IH). q.e.d. 

For a ring A we shall write 

Ni1(A) = Nil(~(A)). 

(6.3) COROLLARY. Let A be a ring. Then Nil(A) 

Ni1(~(A)) and Ni1(A) = 0 if A is right regular. 

Proof. The first assertion follows from (6.2) 
because~definition, the objects of H(A) have finite 
P(A)-resolutions. If A is right regular=then H(A) M(A) is 
~be1ian so (6.1) implies Ni1(~(A)) = O. q.e.d~ = 

(6.4) PROPOSITION. Let T+ be a free monoid on one 

generator t, and let A be a ring. The natural isomorphism 

~ mod-Art] with the category of endomorphisms of right 

A-modules (see §l) induces isomorphisms 

and 

Hence 

~ (A[ t]) 
+ 

~T (A[t]) 
+ 

---> Nil(~(A)) 

---:> Nil (~(A) ) . 

Ko(~T (A[t])) = Ko(A) ~ Nil(A). 
+ 

Remark. We shall later also consider the monoid T 
1 

generated by t- hence the notation. 

Proof. Recall that ~T (A[t]) is the category of M E 

+ 
~(A[t]) such that T+-1M = 0, or, equivalently, such that 

Mtn = 0 for some n > O. The only point in the first 
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assertion that is not entirely obvious is that such an M is 
finitely generated as an A-module. Each of the modules 

Mti-l/Mt i (i > 1) is finitely generated over A[t], and hence 
over A. These-are the successive quotients in a finite 
filtration of M, so M E ~(A), as claimed. 

If M E ~T (A[t]) then, since hdA(M) ~ hdA[t](M) (see 
+ 

part (i) of the proof of (2.2», we have M E g(A). Converse­
ly, if M E mod-A[t] and if hdA(M) < 00 then, since hdA[t](M) 

~ hdA(M) + 1 (part (iii) of the proof of (2.2», we have 

hdA[t](M) < 00. This establishes the second isomorphism of 

categories above. 

Using this and (6.2) we have Ko(~T (A[t]» = 
+ 

Ko(Nil(~(A») = Ko(Nil(~(A») = Ko(~(A» e Nil(~(A» 
Ko(A) e Nil(A). q.e.d. 

If (p, v) E Nil(~(A» we shall write d1(V) = Ip - V 

E AutA(P). Similarly we have (p[t], tv) E Nil(~(A[t]») and 

d1(tv) = Ip[t] - tv. There is a canonical embedding of 

EndA(p) in EndA[t](P[t]) so we can define 

d+: Nilq(A» ----> l: ~(A[t]), 

(1) 
(p, v) >----'> (p [t], d+(V», 

where d+(V) = d1(V)-1 d1 (tv). The map on objects above 

clearly defines an exact functor. Moreover the augmentation 
t ~> 1, from A[t] to A clearly sends d+(V) to ~. If v 

= 0 then d+(V) = ~[t]' Hence the functor (1) induces a 

homomorphism 
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---'> Kl (A[t], (t - l)A[t]). 

~2) d+[P, v] = [p[t], d+(V)], where 

d + (v) = d1 (v) -1 d1 (tv), and d 1 (v) I-v. 

We shall see in the next section that (2) is an iso­
morphism. For the moment we only prove: 

(6.5) PROPOSITION. The homomorphism (2) above is 

surjective. 

Proof. Put s = t - 1. It follows from (5.3) that 
every element of Kl (A[t], sA[t]) has a representative of the 

form I - SV 1 € GLn(A[t], sA[t]) (for some n) where vI is a 

nilpotent matrix over A, which we can identify with an 

endomorphism of An. 

Let v be any nilpotent endomorphism of An. We want to 
choose v so that d+(V) = I - sVl' Recall that 

dl(V)-1 (I - tv) 

dl (v) -1 (I - v - (t - 1) v 

We complete the proof now by showing that vI = d1 (v)-1 v 

where v = I - (I + v 1)-I. The last equation implies dl(v) 

(I + v 1)-I, i.e. I + vI = dl(V)-I, i.e. vI d1 (v)-I- I. 

But dl(v)-l Li > 0 vi so d1(V)-1- I = Li > 0 vi = 

§7. THE FUNDAMENTAL THEOREM 

-1 It is a description of K1(A[t, t ]). Its most impor-

tant feature is the appearance of K (A) as a natural direct 
o 

summand of K1(A[t, t- 1]). As a general principle we conclude 
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that "general theorems" about Kl imply analogous theorems 

about K . This principle has numerous applications, some of 
o 

which are explored in later sections of this chapter. The 
first application, however, is that the fundamental theorem 
itself has an analogue for K . In this analogue there 

o 
appears a functor which bears the same relation to K that 

o 
Ko bears to K1; we christen this new functor K_1 . We can 

then iterate this whole procedure, and watch it give birth 
to K_ 2 , K_ 3 , ..• The main point is that all of these functors 

fit into a long exact sequence, extending to (K1 , Ko)­

sequence to the right (see §8). 

The approach taken here is somewhat axiomatized with 
the result that the fundamental theorem (7.4) comes only 
after some of the formalism is established. 

We shall write 

(rings) 

for the category of rings and ring homomorphisms. If A is a 
ring and G is a monoid, an unspecified arrow A[G) ---> A 
will always denote the augmentation, sending the elements of 
G to 1. Its kernel, the augmentation ideal, will be denoted 

A[G] '" Ker(A[G] -> A). 

The augmentation is a left inverse for the inclusion A ---> 

A[G]. Therefore, if F: (rings) ---> ~-mod is a functor, 
F(A[G) ~ F(A) $ Ker(F(A[G) ---> F(A», canonically. 

By an oriented cycle we shall mean an infinite cyclic 
group T with a designated generator, t. We shall often denote 
this by (T, T+), where T+ is the submonoid generated by t, 

and T is the submonoid generated by t-l. 

Let (T, T+) be an oriented cycle, and let 

F: (rings) ----:> Z-mod 
'" 

be a functor. We shall associate with F two new functors, 
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NF, LF: (rings) 

as follows: 

(1) NF(A) = NT F(A) 
+ 

---:> ~-mod, 

--~> F(A». 

(The arrow is understood, as always, to be induced by the 
augmentation.) Thus we have an identification 

F(A[T+]) = F(A) ~ NT F(A), 
+ 

which is functorial in A. 

The inclusions '+: A[T+] C A[T] induce a homomorphism 

F(A[T+]) ~ F(A[T ]) > F(A[T]) 

and we define 

(2) LF(A) LTF(A) = Coker(,). 

,Note that NF and LF are functorial in F; i.e. a natural 
transformation ¢: F ---> F~ induces N¢: NF ---> NF~ and 
L¢: LF --> LF~. With this definition we introduce 

(3) 

SeqF(A) = Seq F(A) = 
T 

(0 -> F(A) e 
---> -'-> F(A[T]) 

where e(x) = (x, - x). (We have identified F(A[T+]) = F(A) ~ 

N F(A), as above.) It is obvious that SeqF(A) is a complex 
T+ 

which is acyclic except, perhaps, at F(A[T+]) ~ F(A[T_]), 

and it is functorial in A. The condition that SeqF(A) is 
exact is equivalent to the condition that '+ are both 

monomorphisms, and that Im(,+) n Im(, ) = F(A). In this case, 
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if we regard T+ as inclusions, we have Im(T) = F(A[T+]) + 

F(A[T_)) = F(A) $ NT F(A) $ NT F(A). We shall be interested 
+ -

in functors F for which SeqF(A) is not only acyclic, but 
even contractible; this amounts to the added requirement 
that Im(T) is a direct summand of F(A[T]). 

(7.1) DEFINITION. Let 

F: (rings) ---:> Z-mod 

be a functor, and let (T, T+) be an oriented cycle. A 

contraction of F is a natural homomorphism 

which is a right inverse for the canonical projection p: 
F(A[T]) ---> LTF(A). The pair (F, h) will be called a 

contracted functor if, further, SeqTF(A) is acyclic for all 

A. 

The naturality in the definition above is with 
respect to both A and (T, T+). Thus, if (S, S+) is a second 

oriented cycle, and if f: T ---> S is a group homomorphism 
(which is determined by an integer n, since T and Shave 
given generators), then the square 

f 

hT, A 
=-----:> F (A [T)) 

f 

----::------:> F (A [S]) 
hS A , 

is required to commute. The f on the right is induced by 

A[T] "A[f]" > A[S], and the one on the left is induced by 
that on the right via the definition of the left hand 
groups as quotients of those on the right. For the functors 
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we shall deal with below, the map on the left above will be 
multiplication by n, where n is the integer defining f. In 

particular, the involution, t 
plication by -1 on LF, in our 
effect of changing (T, T+) to 

~> t- 1 , of T induces multi­
examples. In other words, the 
(T, T_) will be to change 

+ 
hT to -h A' in our examples below. , A T, 

If (F, h) is a contracted functor then we have 

(4) F(A[T]) = F(A) ~ NT F(A) ~ NT F(A) ~ Im(hT A)' 
+ - ' 

the last term being isomorphic to LTF(A). Moreover this 

direct sum decomposition is natural in A. For the term 
Im(hT A) this follows from the definition of a contraction. , 
The terms Im(,+) = F(A) ~ NT F(A) are each 

+ 
so also is F(A), clearly. Finally, NT F(A) 

+ 

invariant, and 

is the set of 

elements in Im(,+) killed by the augmentation, F(A[T]) ---> 

F(A), so each of these terms is natural also in A. Using the 
direct sum decomposition (4) we can construct a contraction, 
cT, A' of the complex SeqTF(A) , such that the contraction 

is natural in A. We define cT A by the homomorphisms c2 ' , 

F(A) 

Of course c 
o 

and 

is just hT , 

-'--> F(A[T]) 
<---

cl 

A. We put 
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for a, a+ E F(A) and n+ E NT F(A). Since e(a) = «a, 0), 
+ 

(-a, 0)) and T«a+, n+), (a_~ n_)) = (a+ + a_, n+, n ,0) we 

see that cT A is, indeed, a contraction. Moreover, the , 
naturality in A of the direct sum decompositions with 
respect to which we took coordinates shows that cT A is , 
natural in A. 

Let (F, h) and (F~, h~) be two contracted functors, 
and let ¢: F ---> F~ be a natural transformation. We call ¢ 
a morphism of contracted functors if the square 

hT, A 
-----"-'-----> F (A [T]) 

--:-h-:-~ ----> F ~ (A [T]) 
T, A 

commutes for all A. It is then clear that the homomorphism 
of complexes 

(5) 

is compatible with the contractions cT A and its analogue , 
c~ A' of the respective complexes. Consequently Ker(S) = 
T, 

SeqTKer(<jl) (A), Coker(S) = SeqT Goker(¢) (A), etc., inherit 

contractions which are natural in A. In particular (Ker(<jl), 
hI) and (Coker(¢), hl~) are contracted functors, where hI 

is induced, via restriction, by h, and hl~ is induced, 

passing to the quotient, by h~. 

(7.2) PROPOSITION. Let ¢: (F, h) -> (F~, h~) be a 

morphism of contracted functors. Then there are h~ and hl~ 

induced by h and h~, respectively, so that (Ker(¢), hI) and 

(Coker(¢), hl~) are contracted functors. 
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In particular, there are contracted functors (NF, Nh) 

and (LF, Lh). Further, there is a natural isomorphism (LNF, 

LNh) ~ (NLF, NLh) of contracted functors. 

Proof. The first assertion was demonstrated above. We 
have 

NF(A) Ker(F(A[T+]) --> F(A» 

and 

LF(A) = Coker(F(A[T ]) lB- F(A[T ]) --> F(A[T]). + -

Both of these arrows are morphisms of contracted functors, 
clearly, so we can apply the first conclusion to obtain 
contractions, Nh and Lh, of NF and LF, respectively. 

If (S, S+) is an oriented cycle we have, by defini­

tion, a split exact sequence of contracted complexes 

o -> SeqT NS F(A) -> SeqTF(A[S+]) 
+ 

--> 

--> O. 

The right ends (i.e. the LT-terms) of these complexes con­

stitute the exact sequence 

--> 

--> O. 

By definition the 
NS LTF(A) , so we 

+ 

kernel of the right hand arrow here is 
have a canonical isomorphism, LT NS F(A) 

+ 
~ NS LTF(A). This is evidently 

+ 
ing contractions. q.e.d. 

compatible with correspond-

Using (7.2) we can obtain an elegant formula for 

F(A[Tn ]) where Tn = Tx ... xT (n times) is a free abelian 
group of rank n. For this purpose the following notation is 

convenient. Let P(X, Y) = Z a .. Xiyi be a polynomial in two 
1.J 

variables with integer coefficients a .. > O. Then if 
1.J 
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F: (rings) ---> ~-mod is a functor we shall write 

pel, N)F = U a .. LiNjF, 
lJ 

where a .. LiNjF denotes the direct sum of a .. copies of 
lJ lJ 

(7.3) COROLLARY. Let (F, h) be a contracted functor 

and let (T, T+) be an oriented cycle. Then, with the notation 

just introduced, we have 

and 

F(A[Tn ]) = (1 + 2N + L)n F(A) . 

Proof. The case n = 1 follows from the definitions. 
Moreover, it follows from (7.2) that (P(L, N)F, pel, N)h) 
is a contracted functor for any polynomial P as above. 
Therefore the general case follows by induction on n, using 
the fact that NL = LN, up to natural isomorphism (see (7.2». 
q.e.d. 

be an 

---> 

(7.4) THEOREM ("Fundamental Theorem"). Let (T, T ) --- + 
oriented cycle, and le~ A be a ring. Let d+: Nil(A) 

NT K1(A) be the homomorphism in (6.5) above. Define 
+ 

h ---> Kl (A[T]) 

h[P] = [P[T]' t lp[T]], (P E ~(A». 

(a) d+: Nil ---> NKI is an isomorphism of functors. 

(b) The homomorphism h induces, on passing to the 

quotient, an isomorphism Ko ---> LTK 1. If we use this to 

identify Ko with LKI then (K 1 , h) is a contracted functor. 
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Notation. We shall sometimes write K 
-n 

Proof. We consider T : A[T ] ---> A[T] to be a local------ + + 
ization with respect to the multiplicative set T+. This 

yields the exact K-sequence (IX, 6.3) in which the relative 
group is Ko(A[T+], T+) = Ko(~T (A[T+])). According to (6.4) 

+ 
we can identify ~T (A[T+]) with Nil(~(A)). For purposes of 

+ 
computing Ko we can further replace ~(A) by the subcategory 

~(A), thanks to (6.2). Since there is a canonical isomor­
phism 

K (Ni1(P(A))) 
o --- = 

K (A) ~ Ni1(A) 
o 

we obtain a diagram 
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Here the top row is the exact sequence of the localization 
T+, with Ko(Nil(~(A))) substituted for KO(A[T+], T+), as 

indicated above. The map d is the analogue of d in (6.5). 
- + 

Explicitly, 

d [P, v] [P [T ], d (v)] 

(7) d (v) 

d1(V) = I - v 

Finally, h is the homomorphism defined in the theorem, and 
it is evidently well defined. The commutativity of the 
square in (6), as well as the proof of the fundamental 
theorem, will be deduced from the next proposition. 

(7.5) PROPOSITION. There is an exact functor 

---'> L ~(A[T]) 

defined by 1l+(P, v) = (P[T], (I - v)-l (t • I - v)) (I = 

~[T])' The homomorphism ll+: KoNil(P(A)) -> K1(A[T]) which 

it induces coincides with the composite, 

(8) II + = (h, T _) 0 (lK (A) ~ a ) 
o 

in diagram (6). Furthermore, 

Before proving this we give the: 

Conclusion of the proof of (7.4). We know from (6.5) 
(or its analogue for d ) that 1 ~ d is surjective. It 

follows from (8) and (9) that it is injective, and further 

that (:_): Ko (A) ~ NT_ K1 (A) --> K1 (A[T]) is also injective. 

The first of these conclusions shows that a : Nil(A) ~ 
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NT K1(A) is an isomorphism. Since all the homomorphisms 

here are clearly natural in A this establishes part (a) of 
(7.4). The second conclusion above implies that T_: K1(A[T_]) 

= Kl(A) ~ NT Kl(A) ---> K1(A[T]) is a monomorphism. 

This is because K1(A[T]) = K1(A) ~ Ker(K1(A[T]) ---> K1(A» 

and T induces the identity on Kl (A) and a monomorphism of 

NT K1(A) into the second direct summand. By symmetry, T+ 

is likewise a monomorphism. From (9) we conclude that 

and we have seen that 

and 

Im(T+) = K1(A) ~ NT K1(A) 
+ 

The theorem follows immediately from these decompositions. 
q.e.d. 

Proof of (7.5). If (p, v) E Nil(~(A» we identify v 
with its extension, v[T], to PET], and write I = Ip[T]' 

as above. With dl(v) = I - v we have 6+(P, v) = 
(P[T], 6+(V», where 

6+(v) dl(v)-l (t . I - v) 

(t . I) . dl(V)-l (I - t- 1 v) 

(t • I) d (v) (see (7) above). 

This shows that 6+(v) E AutA[T] (P[T]), since t E U(A[T]), 

so 6+ does define a functor into L ~(A[T]), and it is 

clearly exact. The calculation above further shows that, in 
K1(A[T]), we have 
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[P[T], t • I] + [P[T], d (v)] 

hlP] + L [peT ], d (v)]. 

In the latter we consider that d (v) E AutA[T ]CP[T_]), of 

course, by restriction. This equation establishes formula 
(8) • 

where 

To prove (9) we first recall from (IX, 6.3) that 

,\[P[T], L'l+(v)] 

[M] E Ko qh (A[T+])), 
+ 

M = Coker(P[T+] 

Under the identification of ~T+ (A[T+]) with Ni1(~(A)) , 

corresponds to the pair (M as A-module, t • ~). Thus (9) 

will be established if we show that M and P (see §1) are 
v 

isomorphic A[T+]-modu1es. 

M 

We have L'l+(v) = dl(v)-l (t • I - v), and dl(V) I­

v induces an automorphism of P(T+]. Hence M = 
Coker(dl(v)-l (t • I - v)) ~ Coker(t . I - v). But 
t • I - v is the "charactistic endomorphism" of v, so it 
follows from (1.1) that 

t • I - v > peT ]) 
+ 

as A[T+]-modules. q.e.d. 

P 
v 

Before carrying the formalism further we shall 
amplify certain aspects of the fundamental theorem. First we 
record an immediate corollary of the fact that K is (i.e. 

o 
admits the structure of) a contracted functor. 
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(7.6) COROLLARY. If we identify Ko with LKI as in 

(7.4) then (K , Lh) is a contracted functor. Hence, if A is 
-- 0 

a ring and if (T, T+) is an oriented cycle, then 

and 

K (A[Tn ]) ~ (1 + 2N + L)n K (A). 
o 0 

If P £ ~(A[T+]) then P is stably isomorphic to Po[T+] 

for some Po £ ~(A) if and only if there is a P~ £ P(A[T_]) 

such that P 3A[T+] A[T] and P~ GA[T ] A[T] in ~(A[T]) are 

stably isomorphic. 

Proof. The first assertions follow immediately from 
(7.4) and (7.3). 

In the last assertion the "only if" is trivial; we 
take P~ = P [T ]. For the converse, the hypothesis implies 

o -
that, in Ko(A[T]), 

[P ~A[T ] A[T]]A[T] 
+ 

£ T+ Ko(A[T+]) n T Ko(A[T_]) = Ko(A), 

so [P]A[T ] = [Po[T+]]A[T ]' where Po = P eA[T ]A 
+ + + 

is the 

augmentation of P. We have here used, of course, the 
exactness of 

0-> Ko(A) -> Ko(A[T+]) ~ Ko(A[TJ) -> Ko(A[T)), 

which follows from the first part of the corollary. The 
equality of [P]A[T] and rpo[T+]]A[T ] implies that P and 

Po [T+] are stably isomorphic. q.e.d: 

Remark. Horrocks [1] has shown that, if A is a commu­
tative noetherian local ring, the last part of Corollary 
(7.6) is valid with the word "isomorphism" replacing "stable 
isomorphism" throughout. When A is commutative these two 
notions coincide form invertible modules. 
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(7.7) COROLLARY. Let (T, T+) be an oriented cycle 

and let A be a commutative ring. If P E Pic(A[T+]), and if 

Po = P eA[T+] A E Pic(A) , then P ~ Po[T+] if and only if 

there is a P' E Pic(A[T_]) such that P ~A[T ] A[T] ~ 
+ P' eA[T ] A[T]. In other words, the sequence 

is exact. 

o -> Pic(A) -> Pic(A[T+]) $ Pic(A[T_]) 

_T_> Pic(A[T]) 

Proof. As above the "only if" is trivial. If there 
exists ~as above then (7.6) implies there is a PI E ~(A) 

such that PI[T+] and P are stably isomorphic. It follows 

from this that PI and Po in ~(A) are stably isomorphic, so 

we conclude that the invertible modules P and Po [T+] are 

stably isomorphic, say P $ A[T+]n ~ Po[T+] $ A[T+]n. Taking 

d . ( . A n+ 1) f h d 1 1 d h etermlnants l.e. Hot ese mo u es we conc u e t at 
P ~ Po[T+]. q.e.d. 

I do not know whether Pic is a contracted functor (on 
commutative rings) though this seems very likely. It would be 
interesting to find a familiar interpretation of LPic(A) = 

Coker(T). This would help understand LK , for which we also 
o 

lack an interpretation. 

The functor U(= units) is contracted, and we shall 
now describe this situation. Let T be an infinite cyclic 
group with generator t. We define a natural homomorphism, 
for any commutative ring A, 

Dh = DhT, A' Ho(A) ----:> U(A[T]) 

Dh(f) = "t f ". 

Here t f denotes the unique element in U(A[T]) whose image 

in U(A [T]) is tf(~) for each ~ E spec(A). Once we show 
~ 
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that this does define a unique element of D(A[T]) it will 
be clear that Dh is a natural homomorphism. The uniqueness, 
moreover, is obvious. For the existence, write 1 = L e 

n 
(n E Z) where supp(e A) = f-I({n}); then t f = L e t n works. = n n 
Evidently Dh is a monomorphism. 

In the next proposition all functors are considered 
as functors from commutative rings to abelian groups. 

(7.8) PROPOSITION. Let (T, T+) be an oriented cycle 

and let A be a commutative ring. The homomorphism DhT A' , 
H (A) --> D(A[T]) induces, on passing to the quotient, an 

o 
isomorphism Ho ---> LTD. If we use this to identify Ho with 

LD then (D, Dh) is a contracted functor. Moreover 

det: (Kl, h) ---:> (D, Dh) 

is a split epimorphism of contracted functors, and the 

diagram 

Kl (A[T]) 

(10) h 

K (A) 
o 

det 
---=-=----> D (A [T]) 

Dh 

commutes. Further, we have 

NT D(A) = 1 + nil(A) • A[T+], 
+ 

where nil (A) is the nil radical of A and A[T+] = Ker(A[T+] 

---> A) is the augmentation ideal. 

Proof. We have an exact sequence of complexes 

det ( o ---> SeqT SKI (A) --> SeqT Kl (A) --> SeqTD A) 

--> 0 
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which is split by a natural homomorphism SeqTg: SeqTU(A) 

---> SeqTK1(A). Here g = gA: U(A) ---> K1(A) is the natural 

transformation, g(u) = [A, u . lA] E K1(A). It follows that 

all of these complexes are acyclic, because SeqTK1(A) is. 

Moreover, with the aid of g, h induces a contraction, h~, of 
U, by the commutative diagram 

h h~ 

Kl (A[T]) ---d-e-t--~> U (A[T]) . 

This, in turn, identifies LTU(A) with Im(h~) = det(Im(h)). 

Recall that, for P E ~(A), we have h[P] = [P[T], t ~[T]]' 

Since det h[P] E U(A[T]) we can compute it by localizing A 
at each P E spec(A) , and we find that 

det h[P] 

Dh(rk[l']) . 

Since Dh is clearly a monomorphism, this shows that Dh 
induces an isomorphism of Ho(A) with LTD(A) such that Dh 

corresponds to h~, and hence so that diagram (10) commutes. 

There remains only the calculation of NT U(A). The 
+ 

conclusions above imply it equals det (NT Kl (A)), and hence 
+ 

clearly contains 1 + (nil A) A[T+]. Moreover we have seen 

that every element of NT K1(A) = K1(A[T+], A[T ]) is 
+ + 

represented by a unipotent. Over a field, and hence over an 
integral domain, unipotents have all eigenvalues 1, and 
hence determinant 1. Therefore, in general, if a is uni­
potent, 1 - det(a) lies in every prime ideal, so it is 
nilpotent, i.e. det(a) is unipotent. We conclude that an 
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element of NT U(A) is of the form 1 + a with a E A[T+] and 
+ 

nilpotent. We must further show that a E nil(A) • A[T+]. If 

~ E spec(A) then (A/~) [T+] is an integral domain, so a E 

E. A[T+]. Varying E. we have a E nil(A) • A[T+] n A[T+] = 

nil(A) A[T+]. q.e.d. 

Proposition (7.8) says that SKI is the kernel of a 

morphism of contracted functors. Therefore we conclude that: 

det 
(7.9) COROLLARY. (SKI' Sh) = Ker«K I , h) --> 

(U, Dh)) is a contractor functor, and L SKI = Rk o ' 

Proposition (7.8) describes NU and LU = H . We round 
o 

off that discussion with: 

(7.10) PROPOSITION. NH = 0 
o 

whenever i > 1 or i = 1 and j > O. 

o 

Proof. It suffices to show that, if T is an infinite 
cyclic group, say with generator t, then every idempotent 

in A[T] lies in A. Let e = L a.t i be idempotent; we claim 
1 

a. 
1 

= 0 for i ~ O. If A is an integral domain then A[T] is 

also. Therefore we have a. E nil (A) for i ! 0, and a maps 
1 0 

onto an idempotent in A/nil(A). According to (III, 2.10) 
there is an idempotent e E A such that e = a mod nil A. 

o 0 0 

Now e - ee E nil(A) A[T], and it is idempotent, so e = ee 
o 0 

Similarly e = ee so e = e . q.e.d. 
000 

(7.11) COROLLARY. Let A be a commutative ring and let 

(T, T+) be an oriented cycle. Then 

and 

U(A[Tn ]) ~ (1 + 2N)n U(A) e nH (A). 
o 

Proof. Since U is a contracted functor (7.3) implies 
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the first formula, as well as 

(1 + 2N + L)n U(A). 

But (1 + 2N + L)n (1 + 2N)n + n(l + 2N)n-1 L + ... and 

(7.10) implies (1 + 2N +L)n U «1 + 2N)n + nL) U. Since 

LU = H (see (7.8)) this concludes the proof. 
a 

§8. THE LONG MAYER-VIETORIS SEQUENCES 

We shall write 

for the category whose objects are cartesian squares 

A ------------> A2 

C: q 

------~~--> A' 

in the category (rings) such that fl or f2 is surjective. A 

morphism is just a morphism of diagrams, in the usual sense. 

If F: (rings) --> Z-mod is a functor then we have 
the sequence 

(cI' - c2) (:: :) 
F(A) > F(A I ) (Do F(A2) > F (A') 

associated with F and C. We shall always understand this 
sequence below, even when writing it with the arrows 
unlabeled. 

(8.4) DEFINITION. A Mayer-Vietoris pair is a triple 
(F I , Fa' 8), where FI , Fa: (rings) --> ~-mod are functors, 
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and where 8 associates to each C £ Cart as above, a homomor­
phism 

__ -C> F (A) 
o 

which is natural in C and is such that the sequence 

M - V(Fl' F ; C) 
0 

(FI(A) F I (A I) ~ FI (A2) FI(A~) 
8 

--> --> --> 

--> F 0 (AI) ~ Fo (A2) --> F (A~» 
0 

is exact. 

F (A) 
0 

(8.1) PROPOSITION. Let «FI, hI), (F , h ), 8) be a 
o 0 

Mayer-Vietoris pair of contracted functors and let J denote 

either N or L. Then «JF I , Jh l ), (JF , Jh ), J8) is again 
-- 0 0 

a Mayer-Vietoris pair of contracted functors. (J8 will be 

defined in course of the proof.) 

Proof. Let (T, T±) be an oriented cycle, and let C £ 

Cart as above. Then clearly 

also. We define N8 so that 

--> M - V(FI, Fo; C) --> 0 

is a (split) exact sequence of complexes. In particular the 
left hand term is acyclic. 

Similarly, we define L6 so that 

(*) T 
--> 
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is an exact sequence of complexes. If we replace the left 
hand term by Im(T) we obtain an acyclic subcomplex of the 
middle term. The long homology sequence of the resulting 
short exact sequence of complexes shows that the right hand 
term, M - V(LF I , LFo; C), is acyclic except, perhaps, in the 

middle position of 

(**) LF (A) -> LF (AI) ~ LF (Az) -> LF (A~). 
000 0 

But this does not involve 8, and the contractibility of F 
o 

implies that the exact sequence (*) splits on the right, as 
a sequence of complexes, at the terms occurring in (**). 
Hence (**) is also exact. The contractibility of NFi and LFi 

follows from (7.2). q.e.d. 

(8.2) COROLLARY. Let (F, h) be a contracted functor, 

and suppose there is a 8 such that «F, h), (LF, Lh), 8) is 

a Mayer-Vietoris pair. Then if 

C 

A ----------~> Az 

J I 
Al :> A~ 

there is a "long Mayer-Vietoris sequence", 

n-l n F(A) -> ... -:> L F(A~) -> L F(A) -> 

n n n n+l L F(AI ) ~ L F(Az) -> L F(A~) -> L F(A) ••• 

which is exact. Moreover «NiF, Nih), (LNiF, LNih) , 8) is 

likewise a Mayer-Vietoris pair, so there is a corresponding 

long Mayer-Vietoris sequence for the functors (L~iF) n ~ 0, 

for each i > O. 

Proof. The last assertion follows from (8.1), which 

also implies that «LF, Lh), (LzF, LZh) , L8) is a Mayer­
Vietoris pair of contracted functors, and similarly for 
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n n n+l Ln+lh), Ln~) «L F, L h), (L F, u for all n > O. We obtain 

the long sequence by splicing M - V(Ln-IF, LnF. Ln-IeS) with 

M - V(LnF, Ln+IF, LneS) for each n > O. 

According to Milnor's Theorem (IX, 5.3) we have a 
Mayer-Vietoris pair (K I , Ko' eS). According to the Fundamental 

Theorem (7.4) we can identify Ko with LKI so that (K I , h) 

and (K , Lh) are contracted functors, where h is the homo-
o 

morphism in (7.4). Therefore we are in a position to apply 
(8.2), from which we immediately deduce: 

(8.3) THEOREM. Let C be as in (8.2). Then, for each 

i > 0, there is a long Mayer-Vietoris sequence 

where F 

becomes 

F(A) -> --> 

i 
N KI • We recall from (7.4) that 

LnNiK 
I 

NiLnK 
I ' 

NKI Nil, and 

LKI K 
0 

In the case i o of this theorem the sequence above 

KI (A) -> •• -> Ko (A~) -> K_I (A) -> K_I (AI) 

~ K_I (A2) -> K_I (A~) --> K_2 (A) -> 

where we write K (A) = LUK (A) 
-u 0 

u+l 
L KI (A) • 

§9. K OF THE PROJECTIVE LINE OVER A. 
o 

The group we propose to study is K (pl(A», where 
o 
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pI (A) is the "projective line" over A. This group will be 
defined by 

K. (P I (A)) = K. (P (P I CA) ) ) , 
l l = 

(i = 0, 1) 

where ~CpICA)) is the category of "algebraic vector bundles 

over pICA). We shall define none of these terms, but rather 

directly define the category ~Cpl(A)); this is clearly 
sufficient for our purpose. 

As in the last section, T is an infinite cyclic group 
with generator t, and T± denote the submonoids generated by 

±l 
t , respectively. For any ring A, the square of inclusions 

A c A[T ] 

n 

A[T] 

is cartesian (because A = A[T+] n A[T_]). However, since 

neither T nor T is surjective we cannot obtain a Mayer-+ -
Vietoris sequence involving the groups K.(A). Nevertheless 

l 

we can form the fibre product of the categories 

~(A[T ]) 

\ 
~ 

~(A[T+]) --> ~(A[T]), 

and it is this fibre product that we denote by ~(pl(A)). 
Thus we have a cartesian square 
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g -~(pl (A)) > ~(A[T ]) 

(1) g+ T 

~(A[T+]) 
T+ 

> ~(A[T]) 

of functors of categories with product ($-) in the sense of 

(VII, §3). Recall that the objects of E(pl(A)) are triples 
(P+, a, P_) where P± E ~(A[T+]) and a:-T+P+ ---> T P is an 

A[T]-isomorphism. Here we have written T±P± = p+ eA[T ] A[T]. 

A morphism (P+' a, P_)---> (Q+, S, Q_) is a pair of m6rphisms 

f±: P± ---> Q± such that (T_f_)a = S(T+f+). The functors 

g± are just the left and right coordinate projections. 

The functors (T , T ) are easily seen to be a + -
"cofinal pair" in the sense of (VII, 3.2). Hence we can 
apply (VII, 4.3) to (1) to obtain the Mayer-Vietoris 
sequence 

(2) 

KI (A[T]) 

KICA[T+]) $- KI (A[T_]) 

_0,,---_:> K ~ (p I (A)) _G_o_> 

° T 

_0_> K (A[T)). 

° 
Here we have Gi " (::_) and 'i " ('+' ,_), The ,equence i, 

guaranteed by (VII, 4.3) to be exact except, perhaps, at 
K 1 (A[T+]) $- KI (A[T _]). We note further that there occurs" 

group K ~(pl(A)) rather than K (pICA». The former is a 
o ° 

quotient of the latter, defined in (VII, §4). We shall 
discuss below the possible discrepency between these two 
groups. 
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According to the Fundamental Theorem (7.4) Kl is a 

contracted functor with Ko = LK1 , so we have canonical iso­

morphisms: 

(3) 

(4) 

Kl (A) 

(5) Ker(T ) = K (A). 
o 0 

K (A) 
o 

If a E GLn(A) then ([a], - [a]) E Ker(Tl) (~ K1(A)) is the 

image under G1 of [(An[T+], 1 , An[T_]), (a[T+], a[T_])] 
An[T] 

E Kl(p1(A)). This shows that (2) is exact, even at the point 
not covered by (VII, 4.3). 

Having used (3), we now use (4) and (5) to extract a 
short exact sequence 

(6) o -> Ko(A) _d_> K ~(pl (A)) 
o 

e 
--> K (A) --> 0, 

o 

where d is induced by c, using (4), and e is induced by G , 
o 

using (5). 

It is convenient now to introduce the additive 
functors 

and the corresponding homomorphisms 

The homomorphism e in (6) is defined by 

where p±~ E ~(A) is defined by p±~ P± ~A[T±] A, the tensor 
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product being with respect to the augmentation. This follows 
n from (7.6). Thus we see that e is split by each h , so the 

hn are monomorphisms and we have 

with each summand isomorphic to K (A). 
° 

In order to determine d, it suffices, as we see from 
the decomposition of KI(A[T]) in (7.4), to evaluate 0 (in the 

Mayer-Vietoris sequence (2) above) on the Ko(A)-term, 

Im(hT, A) C KI (A[T)). Recall that h = hT, A: Ko (A) -> 

KI(A[T]) is defined by h[P] = [P[T], t • lp[T]] for P £ ~(A). 

It follows from (VII, 4.3) (where we wrote a in place of the 
present 0) that 

Thus d 

(7) 

hI - he, and we have 

[P[T+], t • lp[T]' P[T_]]~ 

- [P[T+], lp[T]' P[T_]]~ 

hI[P] _ harp]. 

In KI(A[T)) we have [P[T]' t2~[T]] = 2[P[T], t ~[T]] 

for P £ peA). But a calculation like that above shows that = 
o[P[T], t 2l p [T]] = h2[P] - harp]. Thus we conclude that h2 -

hO = 2(h l - he), i.e. 

If we formally define a product on the hn,s by hnhm 

= hn+m then we can write (8) more suggestively as 
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Given that the hnK (A) generate K '(pl(A)), the relation (8), 
o 0 

together with its "translates", hn+1 - 2hn + hn- 1 = 0 (n E 

~), already imply (7) above. Thus (8) and its "translates" 

are a complete set of relations between the hn. We now 
summarize: 

(9.1) THEOREM. Let A be any ring, and define 

---> K ' (P I (A) ) 
o (n E ~) 

Ex hn[p] = [P[T+], t n • ~[T]' P[T_]]'. Then the hn are 

monomorphisms, and a complete set of additive relations 

between them is 

o (n E ~). 

Moreover 

When A is commutative this theorem has a much more 
satisfactory formulation. Before giving that, however, we 
must comment on the troublesome fact that we have a K ' 

o 
above, rather than the bona fide K . We recall from (VII, 

o 
§4) that 

where M is the subgroup of K (pI (A)) generated by elements 
o 

of the following type. Suppose P = (p , a, P ) E E(pl(A)) + - -
and that aI' a2 E AutA[T] (T+P+). Writing Pal = (P+, aal, 

p) E ~ (p I (A)) we put 

<P, aI, a2> = [P ala2] + [P] - ([P a2] + [P a2]) 

E K (p I (A)) • 
o 

These elements are the generators of M (for variable P and 
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and u.). We had to factor out M in order to define the con-
1 

necting homomorphism 0 in the Mayer-Vietoris sequence. On 
the other hand (VII, 4.2) gives a criterion for the vanishing 
of M. The condition is that the cartesian square (1) above 
be liE-surjective" in the sense of (VII, 3.3). In the present 
circumstances that condition is easily seen to be equivalent 
to the following one: 

Given a E GL(A[T]) and E E E(A[T]), there 
(*) 

exist E± E E(A[T±]) such that UE = E U E+ 

This is precisely the condition discussed at the end of §5. 
It is valid if A is a field, though not in general. 1i (*) 

holds then Ko~(pl(A» = KO(pl(A», so the latter is then 

completely determined by (9.1). 

A noteworthy feature of Theorem (9.1) is that the 

K ~(pl(A» considered is defined using only ~, despite the 
o 

fact that short exact sequences in ~ (p 1 (A» do not (at 
least not obviously) split. .Neverthe1ess the class of every 

object in K ~(pl(A» coincides with the class of a direct 
o 

sum of objects of the form (P[T+], t n 1p [TJ' P[T_J) 

(P E ~(A), nEg)' Granted condition (*) above, therefore, we 

would be able to conclude that every object of ~(pl(A» is 
stably isomorphic to such a direct sum. 

Now assume that A is commutative. Then there is a 
natural tensor product in ~(pl(A»: 

Moreover the functor 



684 K-THEORY OF PROJECTIVE MODULES 

introduced above preserves tensor products, and 

hO(A) 0 W " W for all W s ~ (p I (A)) . 

Further, we have 

hn(p) 0 hm(p) hn+m(P) 

(p s ~ (A)) . 
hn(p) hn(A) o h ° (P) 

This shows that K (p I (A) ) 
° 

is a commutative ring, that hO 

makes ita K (A)-algebra, and that the subgroup generated 
° the images of all the hn : K (A) 

° 
--> K (P I (A)) 

° 
is just the 

subalgebra generated over K (A) 
° 

by 

h = [hI (A)]. 

I have not been able to confirm the analogue of the 
relation (8) above: 

(~ - 1) 2 = 0 ? 

We can, however, show that K ~ (P I (A)) inherits an algebra 
° structure and then the relation above makes sense and is 

by 

valid in K ~. What is required is to show that the subgroup 
° Me Ko(pl(A)) defined above is an ideal. Let <P, aI' a 2> be 

one of the generators of M, as above, and let Q = (Q+, S, 

Q_) s ~(pl(A)). We must show that <P, aI' a 2> [Q] s M. If 

y s AutA[T] (j+P+) put y~ = y 0A[T] lj+Q+. Then clearly 

p y 0 Q = (p 0 Q) y ~ • 

It follows from this that <P, aI, a2> [Q] 

<P ~ Q, al~' a2~>. 

Now we can restate (9.1) in the commutative case, as 
follows: 
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(9.2) COROLLARY. Let A be a commutative ring. Then 

K ~(pl(A)) is (via hO) a commutative K (A)-algebra. It is 
° ° presented, as a K (A)-algebra, by a single generator, h~ 

° [hl[A])~, and the single relation, 

§10. GROUP RINGS OF ABELIAN GROUPS 

In this section we shall use the theory developed 
above to compute Ko and Kl in some special cases. These 

examples will include group rings, ~rr, where rr is a finitely 
generated abelian group. 

We shall fix an oriented cycle (T, T+). Further, we 

shall call a ring A quasi-regular if it contains a two sided 
nilpotent ideal J such that A/J is right regular. Thus any 
right Artinian ring is quasi-regular. It follows also from 

n n 
Hilbert's Basis and Syzygy Theorems that A[T+ ) and A[T ) 

are quasi-regular for all n ~ 0 if A is. 

(10.1) PROPOSITION. If the ring A is quasi-regular 
n i 

then L N K (A) = 0 whenever n > 0 or i > O. If A is also -- ° 
commutative then 

is an isomorphism, so NiSKl(A) = 0, for all i > O. 

Proof. Let F = LnNiK with n, i ~ O. Then NF(A) and 

° LF(A) are both direct summands of F(A[T)), and, as remarked 
above, A[T] is again quasi-regular. Hence, by an induction 
on (n, i), it suffices to prove that NK (A) = 0 = LK (A) 

° ° whenever A is quasi-regular; this will establish the first 
assertion of the proposition. 

Let J be a nilpotent two sided ideal in A such that 
B A/J is right regular. In the commutative diagram 
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K (B) 
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> K, (Ar+]) 

> Ko (B[T+]) 

> K, (At]) 

---'> K (B [T]) 
o 

the bottom arrows are isomorphisms, by Grothendieck's 
Theorem (3.1). According to (IX, 1.3 (0», the verticals are 
all isomorphisms. Therefore the top arrows are isomorphisms, 
and it follows immediately from the definitions that NK (A) 

o 
= 0 LK (A). 

o 

For the last assertion, that Nidet: NiK1(A) ---> 

NiU(A) is an isomorphism if A is commutative and quasi­
regular, we can argue as above, by induction on i, and 
reduce to the case i = 1. Then, with the notation above, we 
have a commutative diagram with exact rows, 



0 0 

r r 
r-.. 

+J 
+ QJ + H '1::l H ....... . ....... 
~ ~ 
'-' '-' 

.-I ;::l 
:><: 

r f 
.-. .-. 

+ +J + H QJ H ....... '1::l ....... 
< • < 
'-' '-' 

.-I ;::l 
:><: 

r r ........ 
.-. r-.. 

H+ .-. 
+ ....... +J H 

< QJ 
'"""J '1::l < • '"""J 

.-. 
H+ .-. 

+ ....... H < ....... 
'-' < 

.-I '-' 
:><: ;::l 

I f 
0 0 

687 
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The zero on the right is present because J is nilpotent. It 
follows from (5.4) that the right hand vertical is isomor­
phic to KI(B) ---> U(B), and hence NKI(B) = O. Therefore we 

can deduce from the diagram that det: NKI(A) ---> NU(A) is 

isomorphic to the kernel of the morphism of homomorphisms, 

det (KI (A, J) --> U(A, J)), 

corresponding to the augmentation A[T+l ---> A. But since J 

and JA[T+l are nilpotent, it follows from (IX, 3.10) that 

both of these dets are isomorphisms, and hence so also is 
their kernel. q.e.d. 

(10.2) PROPOSITION. Let 

be a cartesian square of ring homomorphisms in which fl ~ 

fz is surjective, and assume that AI' Az , and A~ are quasi­

regular. Then 

and 

(i) LnNiK (A) 0 if n > 0 and i > 0 or if n > 1 and 
o 

i ~ 0; 

(ii) LK (A) Coker(K (AI) ~ K (Az) ---> K (A~)); 
o 0 0 0 

Coker (NiKI (AI) ~ NiKI (Az) -> N~I (Aj) 

for i > O. 

If the rings above are commutative then 
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for i > O. 

Proof. Let F = NiK with i > 0 and j 
j 

o or 1. Then 

we have the Mayer-Vietoris sequence, 

n-l n-l n-l n •.. L F(A 1 ) ~ L F(A2) -> L F(A~) -> L F(A) 

-> L nF(A 1) ~ L nF(A2) 

(Theorem (8.3». If n > 1 or if n > 0 and i > 0, and if j = 
0, then (10.1) implies all terms surrounding LnF(A) = 

LnNiK (A) vanish, and hence the latter vanishes also, thus 
o 

proving (i). Similarly we obtain (ii) from the exact 
sequence and (10.1) when n = 1 and i = 0 = j, and we obtain 
(iii) in the same way when n = 1 = j, thanks to the fact 
iii 

that LN Kl N LKI N K . Finally, the equivalence of 
o 

(iii)~ with (iii) in the commutative case follows from 
(10.1) again. q.e.d. 

(10.3) COROLLARY. In the setting of (10.2) we have, 

for all n > 1, 

and 

(1 + 2N)n K (A) ~ nLK (A), 
o 0 

(1 + 2N)n Kl(A) ~ nK (A) ~ 
o 

n(n2- 1) LKo(A). 

Proof. For F = Ko or Kl we have F(A[Tn ]) 

(1 + 2N + L)n F(A) (see (7.3», and we have 

(1 + 2N + L)n = (1 + 2N)n + n(l + 2N)n-IL 

+ n(n - 1) (1 + 2N)n-lL2 + 
2 
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All multiples of NL or L2 kill Ko = LKl and all multiples of 

NL2 or L3 therefore kill K1; this follows from (10.2). The 

corollary follows immediately from these observations. 
q.e.d. 

Proposition (10.2) and its corollary apply notably 
in the following case: Let R be a Dedekind ring with field 
of fractions L, let A be an R-order in a semi-simple L­
algebra, let A2 be a maximal order containing A, and let ~ 

~2/A be the conductor. Put Al = A/~ and A' = A2/~' These 

are Artin rings, and hence quasi-regular. Moreover A2 is 

hereditary, and therefore also quasi-regular (in fact 
regular). In case A = Rn, the group ring of a finite group 

n of order not divisible by char(L), then A[Tn ] = R[n x Tn] 

so we can use (10.3) to reduce the calculation of 

K.(R[n x Tn]) to calculations in Rn. 
J 

(10.4) THEOREM. Let A be a commutative noetherian 

ring of dimension ~ 1 with nil (A) = O. Assume that the 

integral closure, B, of A in its full ring of fractions is a 

finitely generated A-module, and let c = ~B/A be the 

conductor. Put A' = A/~ and B' = B/~. 

(a) For all n > 0, det (A[Tn ]): Rk (A[Tn ]) ---> 
- 0 0 

Pic(A[Tn ]) is an isomorphism, and so likewise is deto(A[T+n]~ 

and 

(b) We have 

(1 + 2N)n K (A) ~ nLK (A) 
o 0 

~ nK (A) ~ 
o 

n(n - 1) 
2 

(c) The group LK (A) is isomorphic to 
o 

LK (A). 
o 



POLYNOMIAL/RELATED EXTENSION. THE FUNDAMENTAL THEOREM 691 

Coker(H (A~) ~ H (B) 
o 0 

---:> H (B~», 
o 

which is a free abelian group of rank 

ho(A) - (ho(A~) + ho(B»+ ho(B~). 

(d) _If G = T n then + --

Ker(K (A[G]) --> K (A» 
o 0 

~ «1 + N)n - 1) K (A) 
o 

(1 + nil(B~) B~[G])/(l + nil(A~) A~[G]). 

It vanishes if and only if nil(B~) = o. The powers of 

nil(B~) induce a finite filtration on this group whose 

successive factors are isomorphic to A~- module quotients of 

(B~/nil(B~»[G]. 

Proof. The hypotheses imply that B is a finite pro­
duct of Dedekind rings, and that A~ and B~ are Artin rings. 
Hence these three rings are quasi-regular, so part (b) 
follows from (10.3). 

(a) Let G = Tn or T+n. To show that deto(A[G]) is an 

isomorphism it suffices, according to (IX, 5.13), to show 
the following: 

(i) det (A~[G]) and det (B[G]) are isomorphisms; and 
o 0 

(ii) detl(B~[G]) is an isomorphism. 

Since A~ and B are quasi-regular it follows from Grothen­
dieck's Theorem (3.1) that det (B[G]) is isomorphic to 

o 
det (B), and similarly for A~. Since A~ and B are of dimen­

o 
sion ~ 1 it follows from (IX, 3.8) that det (A~) and det (B) 

o 0 

are isomorphisms, and this proves (i). 

Part (ii) says that SK1 (B~[G]) = O. We have SK1(B~[G]) 

PSK1(B~) where P = (1 + N)n if G = T+n, and P = (1 + 2N)n 
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+ nL + n(n2- 1) L2 if G = Tn, the latter formula coming 

from (10.3). It follows from (10.1) that NiSKl (B') = 0 for 

all i > 0, and SK1(B') = 0 because B' is an Artin ring. 

Further LSK1(B') = Rka(B') = 0, for the same reason. Finally 

(10.1) implies L2K1 (B') = LK (B') = 0 so L2SK 1 (B') = 0 also. 
a 

This proves (ii), and hence part (a). 

(c) It follows from (10.2) (ii) that 

LK (A) ~ Coker(K (A') ~ K (B) ---> K (B')). 
a a a a 

Since B' is Artinian, K (B') ---> H (B') is an isomorphism, 
a a 

so the above cokernel is unaltered if we replace K by H 
a a 

throughout. Therefore it follows from (IX, 5.11) that there 
is an exact sequence 

0-> H (A) ---> H (A') ~ H (B) -> H (B') 
a a a a 

---> LK (A) ---> 0, 
o 

and that LK (A) is a torsion free, and hence free, abelian 
a 

group of rank h (A) - (h (A') + h (B)) - h (B'). 
a 0 a 0 

(d) Let G = T+n and consider the morphism of Mayer­

Vietoris sequences 



~ ,--.. 
,--.. >Q 

>Q 11 '-' 
'-' 0 

0 . ~ 
~ 

$ $ 

~ ,--.. , , ..:t: ..:t: '-' 
'-' 0 

0 ~ 
~ 

I I 
,--.. 

~ ..:t: 
'-' 

..:t: 0 
'-' ~ 

0 
~ 

I f 
~ .,-.. 
......... , , 

>Q 
>Q . '-' 
'-' r-< ...... ~ 
~ 

I r 
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The right vertical is an isomorphism because A' and Bare 
quasi-regular. Moreover the left arrow is isomorphic to 
U(B'[G]) ---> U(B'), via det. Taking kernels of the vertical 
arrows we deduce that 

Ker(K (A[G]) 
o 

----;> K (A» 
o 

«1 + N)n 1) K (A) 
o 

Coker(U(A'[G1, A'[G]) ~ U(B[G1, B[G]) -> 

U(B'[G1, B'[G1». 

However it follows easily from (7.8) that, for any commuta­

tive ring C, U(C[G1, C[G1) = 1 + nil (C) C[G1. Since ni1(B) = 
o we conclude that the group above equals 

(1 + ni1(B') B'[G1)/(1 + ni1(A') A'[G1). 

Let b, = ni1(B,)i • B'[G1, (i > 1). Then b, is a nilpotent 
--::L ---::L 

ideal in B'[G1. Since b,2 C b 2 , C b, + 1 we see that, in 
1 - 1 --::L 

U(B'[G1/~ + 1)' the group 1 + (~i/~ + 1) is isomorphic to 

the additive group of ~i/~i + 1 ~ (ni1(B,)i/ni1 (B,)i + 1) 

eB, ~ ~ (B'/ni1(B'» eB, B'[G1 ~ (B'/ni1(B'»[G1. If we 

factor out the image in 1 + (~/~ + 1) of (1 + ni1(A')A'[G]) 

n(l + b,) this has the effect, via the isomorphism 
-1 

above, of factoring out an A'-submodu1e of (B'/ni1(B'»[G1. 
This establishes the last assertion of part (d). 

Evidently the group above vanishes if and only if 

ni1(A')A'[G1 = ni1(B')B'[G1, and this is clearly the case 

if ni1(B') = O. Conversely the equality ni1(A')A'[G1 = 
ni1(B')B'[G1 implies ni1(B') C A', i.e. that BV£ C A. Since 

the conductor ~ is the largest B-idea1 in A it follows that 

c = B~, i.e. ni1(B') = O. 

This concludes the proof of (d), and hence of (10.4). 
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(10.5) EXAMPLE. Let k be a field and let A = k[s2, s3] 

CB = k[s] where s is an indeterminate. Then c = s2B so A~ = 
k and B~ k[s~], s~2 = O. Hence 

K (A[t]) 
o 

K (A) ~ (1 + s~(t - 1) B~[t]) 
o 

K (A) ~ k[t]. 
o 

Thus K (A[t]) contains an infinite dimensional vector space 
o 

over k. 

(10.6) THEOREM. Let n be a finite abelian group of 

order m = [n: 1]. 

(a) For all n ~ 0, deto(g[n x Tn]): Rkog[n x Tn]) 

---> Pic(g[n x Tn]) is an isomorphism. 

and 

(b) We have 

(1 + 2N)n K (ZTI) ~ nLK (ZTI) 
o = 0 = 

n 
(1 + 2N) Kl(~TI) $ nKo(~TI) 

$ n(n - 1) LK (ZTI). 
20= 

(c) The group LKo(gTI) is free abelian of rank 

(1 - h (QTI» + L I h (F TI~) (h (QTI ) - 1), o - p m 0 =p p 0 - p 

where, for each prime p, ~p = g/Pg, TIp is a Sylow p-subgroup 

of TI, and TI = TI x TI ~. It vanishes if and only if m is a 
-- --- ry p -
prime power. 

(d) l! m is square free (so TI is then cyclic) then 
i 

N Ko(~TI) = ° for all i > 0. Otherwise there is an integer 

d > 0 such that, for all i > 0, NiK (ZTI) is an infinite 
o = 
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d group of exponent m For any group TI~, 

summand of Nil(~[TI~ x T]). 

NK (ZTI~) is a direct 
o = 

(e) Each element of Nil(~[TI x Tn]) has order dividing 
- i 

some power of m. The same is therefore true of N Kl(~TI) for 

all i > O. 

Proof. Let A = ZTI, and let Band c be a~ in (10.4) 
above. The hypotheses ~f (10.4) apply here so parts (a) and 
(b) follow directly from the corresponding parts of (10.4). 
Part (c) follows from part (c) of (10.4) together with 
(XI, 6.7). Since mB C c (see (XI, 1.2)) it follows that 
B~ = B/~ has characteristic dividing m, so (10.4) (d) 

implies that, if nil(B~)d+l = 0, NiK (ZTI) has exponent md 
o = 

for all i > O. Moreover these groups all vanish if c = B~, 
and (XI, 6.5) implies this happens if and only is m-is 
square free. 

We further have from (10.4) (d) that 

n 
Ker(Ko (~[TI x T+ ]) --> Ko (~[TI]) 

~ «1 + N)n - 1) K (ZTI) 
o = 

where A~ = A/c. We claim that if nil(B~) 4 0, and therefore 
nil(A~) I nil(B~) then this group is infinite (for n > 0). 
We shall give the argument for n = 1 and leave the general 
case to the reader. 

Write s = t - 1, where t generates T+. If the group 

above were finite there would exist an n > 0 such that 

every element in 
degree < n • But 

o 
B~[s] has degree 

o 
it is represented by a polymonial in s of 
if b E nil(B~), b i nil(A~), and if P(s) E 

< n , then the n th coefficient of p(s) • 
o 0 

n n 
(1 + bt 0) is b. Therefore (1 + bt 0) cannot be represented, 

modulo 1 + nil(A~)A'[T+], by a polynomial of degree < no' 
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To conclude the proof of (d) we note that, for any 
ring A, NK (A) = NLK1(A) = LNK1(A) = L Ni1(A) , and the 

o 
latter is a direct summand of Ni1(A[T]), by the Fundamental 
Theorem (7.4). 

Part (e) follows from (5.6), thanks to the fact that 
mB C A and A projects onto each of the factors of B, which 
are Dedekind rings. The last assertion follows from the first 
because NK1 = Nil and therefore 

This concludes the proof of (10.6). 

§11. THEOREMS OF GERSTEN AND STALLINGS ON FREE PRODUCTS 

In this section R denotes a commutative ring, and we 
shall consider augmented R-a1gebra A (see (IV, §5)). Thus we 
have an exact sequence 

EA 
0--> A --> A ---> R --> 0, 

which splits as a sequence of R-modu1es, where EA is the 

augmentation and A is the augmentation ideal. If F is any 

functor from rings to abelian groups then we have F(A) = 

F(R) $ F(A) where F(A) = Ker(F(A) ---> F(R)). 

If B is another augmented R-algebra then A *R B 

denotes the coproduct (or free product) of A and B (see (IV, 
§5)). If M E mod-R then TR(M) denotes its tensor algebra. 

(11.1) THEOREM (Stallings). Let A and B be augmented 

R-a1gebras. Then there is an exact sequence 

Kl (TR (A 9R B)) -> 1(1 (A *R B) ---'> 

K1 (A) $ Kl (B) ---> 0 
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which splits on the right. 

Proof. Let C = A * B. There are natural homomor-
R 

phisms of augmented algebras, A ---> C ---> A and B ---> C 
---> B whose composites are the respective identities. Since 

C ---> A kills the image of B, and C ---> B kills the image 

of A, it follows formally that Kl(C) ~ Kl(A) ~ Kl(B) ~ (?). 

We have Kl(C) = Kl(C, C) = GL(C, C)/E(C, C). Since C 

is generated, as an R-algebra, by A ~ B, and the latter 

generate C, it follows from (5.1) that any element of Kl (C) 

is represented by a matrix of the form y = I + a + S where 

a has coordinates in A, and S coordinates in B. The map C 
---> B kills a, and C ---> A kills S. Therefore I + a E 

GL(A, A) and 1+ S E GL(B, B). 

Put I + 8 (I + a)-l (I + a + S) (I + S)-l. Then 

(I + a) (I + 8) = I + 8 + a(I + 8) 

is equal to 

so a is a left factor of 8. Similarly S is a right factor of 

0, so 8 has coordinates in AB(= A GR B) in C. Now the des­

cription of C given in (IV, §5) shows that the homomorphism 

TR(A GR B) ---> C, induced by AB C C, is a monomorphism. 

This induces a homomorphism f: Kl(TR(A GR B)) ---> Kl(C) 

whose image contains the class of I + 8 above. Since the y 
we started with is the product y = (I + a) (I + 8) 

(I + S) it follows that the class of y lies in Kl(A) ~ 1m(f) 

~ Kl(B). This concludes the proof of Theorem (1.1). 

(11.2) COROLLARY. If R is regular, and if A GR B is a 

free R-module, then 
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is an isomorphism. 

Proof. In this case TR(A OR B) is a polynomial ring 

in non commuting indeterminates over R, and it follows from 

Gersten's Theorem (5.5) that KI(TR(A 9R B» = 0 when R is 

regular. Thus the corollary follows from the theorem. 

(1.3) COROLLARY (Gersten). Under the hypotheses of 

(1.2) the natural homomorphism 

---:> K (A) ~ K (B) 
o 0 

is an isomorphism. 

Proof. Let (T, T+) be an oriented cycle and consider 

the base changes R C R[T+] C R[T]. Further, write 

f.(R): K.(A) ~ K.(B) 
1 1 1 

--> (i 0, 1) 

for the natural homomorphisms (induced by A C A *B B ~ B). 

It follows by a formal argument (cf. proof of (1.1» that 

K. (A *R B) = K. (R) $ K. (A) ~ K. (B) $ (?)., so that the 
1 1 1 1 1 

corollary, which asserts (?) = 0, will follow if we show 
o 

that fo(R) is surjective. From (1.2) we know that fl(R) is 

surjective whenever R is regular. 

Now R[T+] and R[T] are regular, by Hilbert's Syzygy 

Theorem (2.4) ,-and the coproduct of augmented algebras 
commutes with base change. Applying the Fundamental Theorem 
(7.4) we obtain a contractible exact sequence of morphisms 

o -> fl (R) -> fl (R[T+]) $ fl (R[TJ) -> 

fl (R[T]) -> f (R) -> O. 
o 

Since the fl's are all surjective, as remarked above, it 

follows that f (R) is likewise surjective. q.e.d. 
o 



700 K-THEORY OF PROJECTIVE MODULES 

Remark. A result for the functor Nil which is analog­
ous to (1.3) for K , can be obtained by a similar argument. 

o 

HISTORICAL REMARKS 

The elegant proof of Hilbert's Theorem in §2 was 
taught to me by Kap1ansky. He attributed the main idea (use 
of the characteristic sequence) to Hochschi1d. Grothendieck's 
Theorem is treated in Borel-Serre [1], in Serre [1], and in 
Bass-He11er-Swan [1]. The latter is also the main reference 
for the Fundamental Theorem, though it is given a much more 
precise form here. The material on the functor Nil, and the 
idea for the proof that Nil ~ NK 1 , grew out of conversations 

with Torn Farrell and with W. C. Hsiang. (Farrell has applied 
the functor Nil to the problem of determining when a mani­
fold has the homotopy type of a fibre bundle over a circle.) 

The axiomatization of contracted functors, and the 
operations Nand L and their properties, have not before 
been published. Neither has the theorem on the projective 
line in §9. The latter is related to a result of Horrocks 
[1]. It should also be compared with the formulation of the 
"periodicity theorem" in Atiyah [1] (the reprint on "K-theory 
and reality"). 

'''::h2 results of §10 are taken from Bass-Murthy [1]. 
Those of §11 are taken from Stallings [1] and from Gersten 
[1] . 



Chapter XIII 

RECIPROCITY LAWS 

AND FINITENESS QUESTIONS 

If q is an ideal in a Dedekind ring A then we saw in 
Chapter VI-that SKI (A, ~) can be related to what are there 

called reciprocity laws. By applying the exact sequence of 
the localization from A to its field of fractions we show 
(in §l) that SKI (A, ~) can be computed from automorphisms 

of certain torsion modules. This makes it rather easy to 
analyze (in §2) the relationship between reciprocity laws 
over A and those over the integral closure of A in a finite 
extension of its field of fractions. 

In the third (and last) section we ask whether G (A) 
o 

is finitely generated when A is a (commutative) ring of 
absolutely finite type. Examples are given which show that 
the analogous questions for Ko ' KI , and GI have negative 

responses. Evidence for the finite generation of G (A) is 
o 

given by the Mordell-Weil Theorem, which implies that this 
is so if dim A < 1. A method is indicated for handling A of 
dimension two. While the method hasn't been pushed through 
it does yield examples of coordinate rings, B, of non 
singular curves over fields of finite type for which SKI (B) 

is a very large group. These correspond to reciprocity laws 
which seem to be new, i.e. not derivable from that of Weil 
(see (VI, §8). We also obtain examples of non trivial 
reciprocity laws on non singular affine curves over algebra­
ically closed fields. These examples answer negatively a 
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question of Mumford about their existence. 

The discussion in this chapter often invokes material 
from algebraic geometry for which no preparation has been 
made in these notes. The aim here, however, is mainly to 
raise some questions, and to indicate how the techniques 
developed in these notes can be applied to them. 

§l. THE LOCALIZATION SEQUENCE FOR DEDEKIND RINGS 

Let A be a Dedekind ring with field of fractions L 

S-lA, S = A - {O}. The exact sequence of the localization A 
---> L is the sequence 

(1) Kl (A) -> Kl (L) -> Ko (~S (A)) -> Ko (A) -> 

K (L) -> 0 
o 

(see (IX, 6.3)). Here ~S(A) is the category of finitely 

generated torsion A-modules, and it follows by "devissage" 
(VII, §3) that 

The sequence (1) leads us to inquire whether or not the 
sequence 

is also exact. Since the composite is zero this is equival­
ent to asking whether the natural homomorphism 

(2) ---,> SK 1 (A) 

is surjective. This would be of interest particularly in 
view of the interpretation of SKI (A) in terms of "reciprocity 

laws" (see Chapter vI). We shall show that (2) is, indeed, 
surjective. This will be done by expressing it in terms of 
Mennicke symbols. In the next section we shall use this 
information to describe the behavior of reciprocity laws 
under the passage from A to its integral closure in a finite 
extension of L. 
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Let ~ be a non zero ideal in A and write 

~(A, .9..) 

for the full subcategory of ~(A) whose objects have no 
"q-torsion". I.e. M E ~(A, q) if no non zero element of M is 
annihilated by q. The importance of this condition for our 
purposes is that if E = (0 --> M~ --> M --> M" --> 0) is 
an exact sequence in ~(A, ~) then E SA (A/~) is still exact. 

We further introduce 

By the devissage theorem (VIII, 3.3) we have 

(3) Ki(~s(A, ~) = ~ E ~ax(A) Ki(A/E), 

1: r 2!. 

because the category of semi-simple modules in ~S(A, q) is 

the direct sum of the categories ~(A/~) (~E max(A), 1: r s). 

We can compute K1(A, 2!.) from the category ~(~(A), ~) 

whose objects are pairs (P, a) with P E ~(A) and a E 

AutA(P, .9..), i.e. a SA (A/.9..) = 1 P SA (A/.9..)· We can similarly 

define the category L(~(A, ~), ~) by allowing P to be any 
object of ~(A, .9..), 

(1.1) PROPOSITION. L(~(A, 2!.), s) is an admissible 

subcategory of L ~(A). The inclusion L (~(A), s) c 

L(~(A, .9..), ~) induces an isomorphism, 

(4) ---:> Kl (~(A, 2V, S), 

where the right side is defined by relations analogous to 

those for the ordinary K1 . 

Proof. The only non trivial point of the first asser­
tion is that if 

o --> (M~, a~) --> (M, a) --> (M", a") --> 0 
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is an exact sequence in L: ~(A), and if (M, a), (Mil, a") E 

L:(~(A, ~), ~), then (M~, a~) f L:(~(A, ~), ~). First of all 

M~ E ~(A, ~) because M has no .s..-torsion. It remains to check 

that a - I mod .s... But since Mil E ~(A, .s..) it follows that 

o -> (W, a~) SA (A/.s..) -> (M, a) SA (A/.s..) 

is exact. Since a eA (A/~) = I the same is true of its 

restriction, a~ SA (A/~) to M~ SA (A/.s..). 

To show now that (4) is an isomorphism it suffices, 
by (VII, 4.4), to show that, given M E M(A, q), there is an 
epimorphism P ---> M with P EP(A) such=that-any a E 
AutA(M, ~) lifts to an element-of AutA(P, ~). 

Let f: Q ---> M be an epimorphism with Q E peA), and 
set P = Q e Q. We shall construct an E E E(Q, Q: .s..r such 
that 

(p, E) 
f e f 

(Q e Q, E) 

(1M 0) 
----"-"-'--, -'---> (M , a) 

is a sequence of morphisms in L:(~(A, q), ~). In particular E 

will be the required lifting of a. 
Put h = 1 - a and h + -

-1 1 - a . These are endomor-

phisms of M with images in M.s... Moreover we have (cf. proof 
of (VIII, 4.5)) 

where E .• (t) = I + te ..• Via the epimorphism f: Q ---> M we 
~J ~J 

can lift h+ to an endomorphism g+ of Q with image in Qq; 
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this is because Q is projective. Therefore the lifting, £ 

E(Q, Q; s) that we seek is given by 

£ = £21(1) £21(-g_) £12(g+) £21(1)-1 £21(g_), 

where now, of course, 1 denotes Ip, etc. This concludes the 
proof. 

(1.2) PROPOSITION. The inclusion ~S(A, s) c ~(A, .s) 

induces a homomorphism 

(5) Kl (~S (A, s» > Kl (A, q) 

whose image is SK 1 (A, s) • We have 

Kl(~S(A, .1» '" II Kl (AlE) 

'" II V (AlE.) , 

where p ranges over all maximal ideals not dividing .1' With 

this identification, the homomorphism V(A/E.) ----> SKI (A, .1) 
induced by (5) ~ u 1---> [~a.1J' where a = 1 mod S, a = u 

mod p, and the symbol is the Mennicke symbol (cf. (VI, 
§ § 2 ,5» . 

Remark. It follows now from the theorems in (VI, §6) 
that (5) is essentially the universal s-reciprocity. 

Proof. We shall first verify the last assertion. If 
u E V(A/p) then the identification above makes u correspond 
to [A/£,-u]s f Kl(~s(A, q». The fact that £ doesn't divide 

.1 guarantees that A/~ f ~s(A, s). We have confused u with u 

• IA/~ in the notation. 

Choose an ideal c prime to pq such that pc = bA, a 
principal ideal. Then 

for some v f U(A/bA) , v = u mod £, v = 1 mod c. Choose a f A 
such that a = v mod bA and a = 1 mod S. Then we also have a 
= I mod ..£9.., so 
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Therefore it suffices to show that the image, [AlbA, v], in 

Kl(A, ~), of [AlbA, v]S' is equal to [ba~J. Let a~ E A be 

such that a~ = v-I mod bA, a~ = 1 mod q. Then, as in the 
proof of (1.1) above, we have a resolution 

b1A $ 1A (f 0) ° -> (A $ A, [3) > (A $ A, E) , > 

(AlbA, v) ---> 0, 

where f: A ---> AlbA is the canonical projection. Here E E 

E2(A, ~) and it is given by 

E = E21(1) E21(-a) E12(a+) E21(1)-1 EI2(aJ, 

where a+ 1 - a and a 1 - a~. Of course [3 is defined by 

the exact sequence, which implies now that 

To evaluate this we first make E explicit: 

Since E = v $ v-I mod bA we can write a~a - 1 = bc. Further, 
E = I mod q and b is prime to~, so we have c E ~. If e 1 , e2 

is the standard basis for A ~ A, then the matrix representing 
[3 is obtained by considering the effect of E on elbA $ e2A. 

Thus a matrix representing S is obtained by conjugating that 



RECIPROCITY LAWS AND FINITENESS QUESTIONS 

for' by the matriX(: ~). Hence. relative to the basis 

elb, e2' we can write 

=(':' :K_aa 
1 - aa~ ) (b :) 13 

- 1 a~ (2 - a~a) 0 

( (a_aO 
(1 - ao-)b -') 

-l)b a~(2 - a~a) 

(a_aa_ l)b 0-(2: a-a)) . 
Now from (*) we have 

[AlbA, v] = [A • A, 13- 1] 

[(o-a : l)b] 

Tal [a-Oa- '} 
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But [o-a
o

- 1] = [0-0 -1 : a(o- - 1)] = [a : 1] [0: 1] L 

Thus we have proved the last assertion of the proposition. 

It remains only to show that 

(**) ------> SK 1 CA, ~) 

is surjective. The theory of Chapter VI 

element in SKI (A, ~) is of the [:J with 

shows that every 

Ca, b) E W . We have 
.9.. 



708 K-THEORY OF PROJECTIVE MODULES 

for any t € A. Choosing t suitably we can make b + ta prime 

[ (b +ata)-ql to q and then the formula proved above shows that J 

lies in the image of (**). q.e.d. 

We can use (1.2) to make explicit, in terms of ideal 
classes and Mennicke symbols, the K (A)-module structure of 

o 
K1(A, q). 

(1.3) PROPOSITION. There is a natural isomorphism 

K (A) ~ z ~ Pic(A) 
o = 

so that projection on Z is the rank homomorphism, and Pic(A) 

is an ideal of square zero. We further have the natural 

decomposition 

K1(A, ~) = U(A, q) ~ SK (A, ~). 

In these coordinate systems, the K (A)-module structure of 
o 

Kl(A, ~) is given by 

Here ~ and ~ are invertible ideals in A, ~ c~, and a - 1 mod 

q and is prime to~. Of course n E Z and u E U(A, q). 

Proof. Since A is Dedekind rk: Rk (A) ---> Pic (A) is 
o 

an isomorphism, its inverse being given by [~]Pic ---> [~]p 
= = 

- [A]p for an invertible ideal c. The fact that Rk (A)2 = 0 
- 0 

follows from (IX, 4.4 (d». The action described above is 
clearly bilinear, so, to show it agrees with the usual 
K (A)-action, it suffices to check this on additive gener­

o 
ators in each variable. Therefore it suffices to treat the 
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case 

(p E max (A) ) , 

and we can even assume p does not divide q, since every 
ideal class has a representative prime to-~. 

Let (P, a) represent (u, [!J) , so that u = det(a). 

Then 

where S = aIP~. We have an exact sequence 

o -> (PE.' S) -> (p, a) -> (P/PE., y) -> 0 

from which we conclude that 

[p, a] - [P/Pr:, y] 

709 

Since A/p is a field we can operate on (p/pp, y) in M(A/p) 
- =-

and find that [p/pE., y] = [A/£, det(y)], where det(y) = the 

image of u = det(a) modulo £. According to (1.2) we have 

[A/~, det(y)] = [~u~J' 

therefore. Since [£]p = (1, [£]) we have 

§2. FUNCTORIAL PROPERTIES OF RECIPROCITY LAWS 

As in the last section we fix a Dedekind ring A with 

field of fractions L = S-lA, S = A - {O}, and a non zero 
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ideal q. 

From (1.2) we have an epimorphism 

x (.s) : ----'> SKI (A, q) 

induced by the inclusion ~S (A, ~) c ~(A, q). Here we have 

identified U(A/~) with KI(A/E) = KI(~(A/~)). Moreover, if 

X (q): U(A/p) 
p- -

is the ~ component of x(~) then we have, again from (1.2), 

Let A~ be the integral closure of A in a finite field 

extension L~ of L; thus L~ = S~-IA~, where S~ A~ - {a}. 
Further, let q~ be an ideal of A~ containing q. Then we have 
a commutative-diagram of exact functors 

u 

S A~ 

___ ~A ___ > ~(A~, q~) 

u 

----S--,A-~--> ~s~(A~, ~~) 
A 

induced by the inclusion f: A --> A~. This, in turn, 
induces a commutative diagram 
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f* 
> SKI (A~, ~~) SKI (A, ~) 

X(q) X (3.~) 

KI (~S (A, q)) > K 1 (~S ~ (A ~ , 3.')) 

II II 

u 
Kl (A/p) U ~ KI (A~/p~) 

p r f* 
:> 

E.~ r q !l -

To compute f* on the bottom take a u E U(A/p), which is 

identified with [A/E.' u]S E KI(~S(A, ~)). Then f*(u) 

f*[A/~, u] = [(A/p) BA A~, u B lA~]S~ = [A~/£A~, u]S~' Let 

pA ~ = IT p ~ eE.~ /E. 

be the prime factorization of E.A~. Then A~/£A~ = 

11 (A~ /p..~ e~~ /~), and each A~ /p"~e has a Jordan-Holder series 
of length e with factors A~/p"~. Hence we conclude that 

As a homomorphism from p r q U(A/£) into £~ f !l~ U(A~/£~), 
therefore, f* is induced-by homomorphisms 

Passing to the corresponding Mennicke symbols we obtain 
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Now suppose that ~~ = qA~. Then the restriction 
functor ~(A~) ---> ~(A) induces a commutative diagram of 
exact functors 

restr. 
~ (A, q) <---'-'--'--"---- ~ (A , 3. ) 

u u 

~_S(A, q) <------- ~_s~(A~, _q~). 
restr. 

Again we obtain induced homomorphisms 

* 
SKI (A, q) 

f 
SKI (A ~ , 3.~) < 

x (3.) X (q~) 

KI(~S(A, .s)) < KI (~S ~ (A~ , 3.~) ) 

II II 
11 

KI (AlE) 
11 

~ KI (A~ /E.~) 
E.( 

< 
* E-~ r q f 

q 

If u~ £ U(A~/~~) then u~ is identified with [A~/~~, u~]s~ 

in KI(~S~(A~, 3.~)), and f*(u~) = f*[A~/E.~' u~]s~ = [A~/E-~' 

u~]s. In the latter we view A~/~~ as an A-module and 

multiplication by u~ as an A-automorphism. If p = A np~ 
then A~/p~ is a vector space over A/p, and the-class, in 
Kl (A/E-) ,-of [A~/E-~' u~]s is just the-(AI.£)-determinant of 

u~ lA~/p~. This is, by definition, the norm of u~: 
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where N ~/ denotes the norm from A/p~ to A/~. Thus 
p p -

f*: ~ ij ~ U(A~ /.E.~) --> ~ U (A/.E.) is induced by the 
.E. (~ .E.~~ 

norm homomorphisms, 

* f ~~ = NE.J £.: U(A~/~~) -> U(A/~) (~~n A = £). 

Passing to the corresponding Mennicke symbols we obtain the 
following formula: Let a~ £ A~ represent u~ £ U(A~/~~) and 
choose a~ = 1 mod ~~Then the formulas above imply that 

where a £ A represents N ~/ u~ and a = 1 mod q. 
- .E..E. - -

the .E.-adic completion of L, and L~ ~ the .E.~-adic 
.E. 

Let L be 
.E. 

completion 

of L~. Then it follows from basic facts in valuation theory 
that 

Consequently we have NL~ ~/L (a~) 

.E. .E. 

en~/n 
_ aLL, and hence 

f* [.£.~ ~~~]e£. /.£. = [ ~ ~ 
a NL ~ ~/L 

.E. .E. 

(1) 

Since 

we can take the product of (1) over ~~ dividing £ to obtain 
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Both sides are multiplicative in all variables so we con­
clude that: 

whenever a' = 1 mod~' and ~C A is prime to a'. 

We shall close this section by computing an example, 
due to Milnor. Let A = ~[x, y], where x2 + y2 = 1, be the 
real coordinate ring of-the circle, Sl C ~2. Then we claim 
that 

We shall identify Sl with a subset of max(A) , "the real 
locus." 

Step 1. SKI (A) has exponent 2. 

For ~ GR A = ~[u, u- l ] where u = x + y~ and u- l = 

x - y~, Sinc~ this is a localization of the euclidean ring 
~[u] we have SKl(~ 3R A) = O. The composite SKI (A) ----> 

res 
SKl(~ 0 R A) > SKI (A) is multiplication by [~]R = 2 £ 

K (R) (see (IX, 1.8)). This establishes the first assertion. 
o = 

Step 2. Let £. £ max (A) and a t E., and let [ 

Mennicke symbol. Then [! J = 1 if £. k: Sl, g £. £ Sl 

be a 

then [!J depends only on the sign of a(~) (= the image of 

a in AlE. ~) . 

For U(g) has no non trivial quotients of exponent 
two, and the only such quotient of U(~) corresponds to the 

sign homomorphism. Since a 1---> [~J induces a homomorphism 

on U(A/£.) step 2 now follows from step 1. 

Step 3, Let [ ] be the universal Mennicke symbol with 

values in SK l (A). Then SKI (A) is generated by the elements 
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This follows immediately from step 2. 

Step 4 • .!£ £.1' 1:2 £ S 1 then £.1E.2 is principal. Hence 

e e 
£.1 E.2 

Let d = ax + by - c £ A be chosen with a, b, c £ g, 
2 -

so that the line ax + by c in R passes through £.1 and ~2 

and is tangent to SI if £.1 1:2' Then d has a zero of order 

one at each 1:i if £.1 f E.2 and a zero of order two at £.1 if 

£.1 = £'2' It is clear that d has no other zeros on the locus 

x2 + y2 = 1 in ~2, so it follows that p p - dA 

Now we have e!C,'!C2 " [~:] [~(EP2]'" [_~]" 1. 

Step 1 through 4 clearly imply that SKI (A) has order 

at most two. We conclude therefore by showing that SKI (A) is 

is not trivial. But this follows from the explicit.recipro­
city law constructed at the end of Chapter VI, §8. 

§3. FINITENESS QUESTIONS; EXAMPLES 

We shall discuss the following general question: 
Under what kinds of finiteness assumptions on a ring A can 
one deduce corresponding finiteness conditions on the 
groups K.(A) and G.(A) (i = 0, l)? 

1. 1. 

As an example, we showed in Chapter X that, if A is 
a finite ~-algebra, then all four groups are finitely gener­
ated. These results were deduced more or less directly from 
theorems on the finiteness of class number and the finite 
generation of unit groups. The latter results have satisfac­
tory generalizations to dimension> 1, which we shall now 
describe. 

Henceforth in this section all rings will be 
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commutative. We say that a ring A is of absolutely finite 
~ if A is a finitely generated R-algebra where R is 
either ~ or a field finitely generated (as a field) over the 
prime fIeld. It is for these rings that we shall investigate 
finiteness properties for K. and G .. 

1 1 

We begin with a trivial counterexample. Suppose A 
contains a nilpotent ideal J f 0. Then it contains one for 

which J2 = 0, in which case 1 + J ~ J, and 1 + J C U(A). If 
J is not additively finitely generated then U(A), and hence 
also Kl (A), cannot be finitely generated. Even if J is 

finitely generated we can obtain a similar example with 
JA[t] instead of J; here t is an indeterminate so JA[t] is 
an infinite coproduct of copies of J. Thus, if A = ~[s, t] 

with the single relation s2 = 0, then U(A) is not finitely 
generated even though A is a finitely generated ~-algebra. 

In a sense nilpotent elements are the only source of 
trouble. If A has none then we can pass to the integral 
closure of A in its full ring of fractions, and thus often 
reduce this type of question to the case of integrally 
closed integral domains. 

Let A be an integrally closed integral domain of 
absolutely finite type. Then A is a finitely generated R­
algebra for some R as above. By requiring that the field of 
fractions of R be algebraically closed in that of A we must 
allow R to be either a field of finite type over the prime 
field, or else a localization of the ring of algebraic 
integers in a number field. In the latter case the Dirichlet 
Unit Theorem says that U(R) is finitely generated, though 
this certainly will not be true when R is a field unless R 
is finite. Nevertheless it is true in general that 

(1) U(A)/U(R) is finitely generated. 

When R is a field A can be viewed as the coordinate ring of 
an affine open set V in a complete normal variety X over R. 
The divisor map induces an exact sequence 

° -> U(R) ~-> U(A) div > D(X) 

and the divisor of a unit in A has support in the finite set 
of prime divisors in the complement of V. The general case 
(i.e. when R is not necessarily a field) can be deduced 
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easily from this one and the Dirichlet Theorem. 

A much deeper result is that the divisor class group, 
and hence also Pic(A), is finitely generated for A as above. 
This is a direct consequence of the Mordell-Weil Theorem 
(cf. Roquette [1]). We shall record these conclusions for 
purpose of reference. 

(3.1) THEOREM. Let R be a localization of the ring of 

integers in a number field, or a field finitely generated 

over its prime field. Let A be an integrally closed integral 

domain finitely generated over R and such that the field of 

fractions of R is algebraically closed in that of A. Then 

U(A)/U(R) and the divisor class group C(A) are finitely 

generated abelian groups. Hence Pic(A) is finitely generated 

also. 

(3.2) COROLLARY. Let A be any ring of absolutely 

finite type and of dimension ~ 1. Then Go(A) is a finitely 

generated group. 

Proof. Since G (A/nil(A» ---> G (A) is an isomor-
o 0 

phism(VIII, 3.4) we can assume nil(A) = O. Let B be the 
integral closure of A in its full ring of fractions. Then B 
is a finitely generated A-module, and hence also of absolu­
tely finite type. Let ~ = ~B/A be the conductor. Then (see 

(IX, 5.9» there is an epimorphism 

G (A/c) ~ G (B) --> G (A). 
o - 0 0 

Since dim A < 1 it follows that A/c is Artinian and B is a 
finite product of Dedekind rings. Therefore G (A/c) is free 

o -
abelian of finite rank, and G (B) = K (B) = H (B) ~ Pic(B). 

o 0 0 

The H is free abelian of finite rank, and Pic(B) is 
o 

finitely generated thanks to (3.1). q.e.d. 

(3.3) EXAMPLE. (cL (XII, 10.5». Let A = R[s2, s3] 
B = R[sJ, where s is an indeterminate. Then it follows from 
(XII, 10.4) that, if t is an indeterminate, det :. Rk (A[t)) 

o 0 
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---> Pic(A[t]) is an isomorphism. Moreover it follows from 
(XII, 10.5) that 

Pic(A[t]) ~ Pic(A) ~ R[t]. 

This shows that the condition that A be integrally closed in 
the Mordell-Weil Theorem is vital. On the other hand, it 
follows from Grothendieck's Theorem (XII, 4.1) that 

G (A[t]) ~ G (A) 
o 0 

and it follows from the proof of (3.2) that G (A) is finitely 
o 

generated. In fact G (A) ~ Z. Thus the Cartan homomorphism 
o = 

c (A [ t]): K (A [ t ]) 
o 0 

---:> G (A[t]) 
o 

is surjective and has a non finitely generated kernel, 
whereas G (A[t]) is finitely generated. 

o 

Corollary (3.2) suggests the following: 

Question. !f A is a ring of absolutely finite type 

then is G (A) finitely generated? 
o 

The examples above show that the analogous questions 
for Ko and Kl have negative answers. 

It is more natural to pose the question above for 
schemes X of absolutely finite type, i.e. of finite type 
over spec(R) for some R as in (3.1). Here G (X) denotes the 

o 
Grothendieck group of the category of coherent sheaves of 
Qx-modules. One can then deduce from Mordell-Weil, just as 

in (3.2), that the answer is affirmative if dim X ~ 1. 
Arguing by induction on dimension, one can choose an affine 
open subscheme spec(A) C X such that the complement, Y, has 
strictly smaller dimension than X. The restriction of 
sheaves to spec(A) is a quotient functor, whose kernel is 
the category of sheaves with support in Y. Thus there is an 
exact sequence (see (VIII, §5)) 

(1) G (Y) --> G (X) --> G (A) --> O. 
000 

By induction on dimension one can assume G (Y) is finitely 
o 
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generated, and so we see that it suffices to give an affir­
mative response for affine schemes. 

We can further assume, as in the proof of (3.2), that 
nil(A) = O. Then we can invert some non zero divisor in A 
and, with the aid of an exact sequence like (1) above, 
reduce to the case when A is an integrally closed integral 
domain. Using a theorem of Zariski on the closedness of the 
singular locus of a variety we can even arrange that A is 
regular. But in this case K (A) = G (A). Thus, to answer the 

o 0 

question above affirmatively it suffices to do so for the 
following special case: 

Question. Let A be a regular ring of absolutely finire 

type. Is K (A) finitely generated? 
o 

The advantage of the first formulation of the ques­
tion is that it makes possible the "devissage" arguments 
indicated above, and it avails a stronger induction hypoth­
esis. 

Since the one dimensional case is settled the next 
one to consider is when A is, say, the coordinate ring of a 
non singular surface. To indicate the flavor of the problem 
in this case we consider the following situation, which 
corresponds to a family of curves parametrized by a base 
curve. 

Modifying our notational conventions slightly, 
suppose we are given the following: 

R a Dedekind ring with field of fractions L. 

A a finitely generated R-algebra 

B L @R A. 

We assume that Band A/pA, for all p E max(R), are Dedekind 
rings. Thus spec(A) is like a surface projecting onto the 
curve spec(R). The generic fibre is spec(B), and the special 
fibres are spec(A/pA) (p E max(R». Under precisely these 
conditions it was proved in (IX, 6.11) that there is an 
exact sequence 
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(2) SKI (A) -> SKI (B) __ > II 
p £ max(R) Pic (A/P!'-) --> 

det (A) 
o 

-------> Pic(A) --> O. Rk (A) 
o 

Assume now that R, and hence all the other rings here, are 
of absolutely finite type. Then Mordell-Weil implies Pic (A) 
and each Pic(A/pA) is finitely generated. However there are 
infinitely many-of the latter. In order to show that G (A) 

o 
= K (A) is finitely generated it is necessary and sufficient 

o 
to show that the cokernel of 

---'> II P ic(A/pA) 
E. £ max(R) 

is finitely generated. This problem is also interesting 
because of the interpretation of SKI (B) in terms of recipro-

city laws. If K (A) is to be finitely generated this should 
o 

force SKI (B) to be rather large. 

While not being able to show that G (A) is finitely 
o 

generated, we can show, by the method above, that the group 
SKI (B) can be made quite large in certain cases. 

Let F be a field and let A be the coordinate ring of 
an absolutely irreducible and absolutely non singular curve 
over F. If R is any F-algebra we shall write 

When R is a field ~ is the coordinate ring over R of the 

same curve. Taking R = F[t], t an indeterminate, we can 
apply the discussion above to AR = A[t] and B = AF(t)' It 

follows from Grothendieck's Theorem (XII, 3.1) that K (A[t]) 
o 

= K (A), and hence det (A[t]): Rk (A[t]) ---> Pic(A[t]) is 
o 0 0 

an isomorphism. Further (XII, 5.4) implies that KI(A[t]) = 
KI(A), and hence likewise for SKI' If we apply this infor­

mation to the exact sequence (2) we obtain an exact sequence, , 
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(3) SKI (A) -> SKI (AF(t)) -> 

II 
.E.. £ max(F[tJ) Pic(AF(p)) -> 0, 

where F(~) denotes F[t]/~. We shall now record this conclus­
ion. 

(3.4) THEOREM. Let F be a field and let A be a 

finitely generated F-algebra such that AF~ = A SF F~ is a 

Dedekind ring for all field extension, F~, of F. Let t be an 

indeterminate, and write F(~) = F[t]/~ for ~ £ max(F[t]). 

Then there is an exact seguence 

--> 

II 
.E.. £ max(F[tJ) Pic(AF(,£)) -> O. 

(3.5) COROLLARY. If F above is an algebraic extension 

of a finite field then 

(~ £ max(F[t]) . 

Proof. It follows from (VI, 8.5) that SKI (A) = ° when 

F is a finite field. In general A is a direct limit of 
Dedekind rings of finite type over finite fields, and SKI 

commutes with direct limits. q.e.d. 

Note that the fields F(p) in (3.4) consist of all 
finite extensions of F with one generator (with many repeti­
tions) and these include all separable finite extensions. 
The groups Pic(AF(p)) can be made to be arbitrarily large, 

even when F is of Tinite type over the prime field. For 
spec(A) is an open set in a complete non singular curve X ' 
over F and there is an epimorphism Pic(XF~) --> Pic(AF~) 

whose kernel is generated by a number of elements which is 
independent of F~ (corresponding to the "points at infinity'~. 
Hence it suffices to know that Pic(XF~) can be made to have 

a large number of generators. But Pic(XF~) ~ JF~' the group 
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of rational points over F' of an abelian variety J, of 
dimension g = genus X, and defined over F. If g > 0 the J F , 

become quite large. For example, if Fe £, J C' as a group, 

looks like a 2g dimensional real torus ~g/r for some lattice 

r, and Jp contains all elements of finite order in J~. 

If we apply the theory of Chapter VI to (3.4) we see 
that there are reciprocity laws over AF(t) with values in 

Pic(AF(p)) for each ~ £ max(F[t]). Since the groups 

Pic(AF(;)) may have elements of infinite order these recipro­

city laws cannot be obtained from Weil's reciprocity law, by 
the procedure described in (VI, §8). So far as I know these 
reciprocity laws have no antecedent. 

Let F(t) be the algebraic closure of F(t), and con­
sider the homomorphism 

It follows from (IX, 4.7) that its kernel consists of 

elements of finite order; we treat F(t) as a direct limit of 
finite extensions. Thus, by choosing A in (3.4) so that the 
groups Pic(AF(p)) have elements of infinite order (for some 

~), we conclude that SK1(AF(t)) likewise has elements of 

infinite order. Thus there exist non trivial reciprocity 

laws on non singular affine curves over algebraically closed 

fields. This answers negatively a question posed by Mumford. 



APPENDIX 





Chapter XIV 

VECTOR BUNDLES 

AND PROJECTIVE MODULES 

The first three sections of this appendix contain the 
proof of a theorem of Swan [2] stating that the global 
section functor is an equivalence from the category of 
vector bundles (k = g or g) over a compact space X to the 
category of finitely-generated projective k(X)-modules, 
where k(X) is the ring of continuous k-valued functions on 
X. In §4 the basic stability theorems for vector bundles 
over a finite CW complex are proved. The theorems of Chapter 
IV are, via Swan's theorem, direct algebraic analogues. The 
topological counterpart for the algebraic Kl arises from the 

Classification Theorem for bundles on a suspension, which we 
formulate in §5. Specifically, if X is a finite CW complex 
with base point x , write 

° 
K(X) = Grothendieck group of vector bundles over X 

and 

K(X) = Ker(K(X) 
"rk" 

> K({x }». 
° 

Put K1(X) = K(SX) where SX is the suspension of X. Then 

K1(X) = TI (GL(k(X») = GL(k(X»/GL(k(X»o, 
° 

where GL(k(X»o is the component of the identity in the 
topological group GL(k(X». We prove that 

723 
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E(k(X)) ~ SL(k(X))o, 

so there is a canonical epimorphism 

Kl (k(X)) ---:> K1(X) 

whose kernel is the group of contractible continuous func­
tions X -> k - {a}. 

In §6 we show that Bott's complex periodicity theorem 
can be formulated to say that 

is naturally isomorphic to K(X). Here X is a finite CW 

complex, and the arrow is induced by X ---> X x Sl(x 1---> 
(x, 1)). Using Swan's Theorem and the results of §5 on Kl 

we show that our Fundamental Theorem (Theorem (7.4) in 
Chapter XII) can be regarded as an algebraic analogue of the 
periodicity theorem. 

The exposition here presumes several basic facts 
from point set topology, and the later sections quote a 
number of results, without proof, from the general theory of 
fibre bundles. All of these results can be found in the 
union of Steenrod [1] and Husemo11er [1]. 

§1 VECTOR BUNDLES 

If X E ~, the category of topological spaces and 
continuous maps, then 

~/X 
denotes the category whose objects are "spaces over X," i.e. 
morphisms p: E ---> X in ~, and in which a morphism f: 
(E, p) ---> (E~, p~) is a continuous map f: E ---> E~ such 
that p~f = p. It follows that f induces maps f : E ---> E ~ x x x 
on the "fibres" over each x E X. Here E = P -1 (x), and 

x 
similarly for E ~. A section of E (we shall often suppress 

x 
p in the notation) is a continuous function s: X ---> E such 
that ps = 1x' This is the same as a morphism (X, 1x) ---> 
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(E, p). The set of all sections will be denoted feE). 

If g: X~ --> X there is an induced functor, "pull-
back" 

* g ~/X ---> ~/X~ 

defined by 

* * * Thus g (E, p) = (g E, g p) is defined by the cartesian square 

It is easily 

* g I: Xl --> 

* * '" gl g 

* g E ------------:> E 

* g p 

----------;> X 
g 

p 

seen that this defines a functor, and that, if 

* X~, then there is a natural isomorphism (ggl) 

* If g: AC X is the inclusion of a subspace then g E 

p-I(A) and g*p = plg*E. In this case we shall sometimes 

write g*E = EIA. 

(1.1) EXAMPLE. Let F be any space and write 

Of course the fibres can all be canonically identified with 
F. A morphism f: T(F) --> T(F~) must be of the form f(x, u) 
= (x, f (u», and we see that f is determined by a function 

x 

(1) (x 1-> f ). 
x 

For reasonable spaces F and F~ the function space here 
admits a natural topology so that f is continuous if and only 
if (1) is continuous. For example we have 
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r(TX(F)) = {continuous functions X ---> F}. 

If g: X~ ---> X then it is readily checked that g*TX(F) ~ 

TX~(F). 

Henceforth we fix a field k which may be either g or 
g. Recall that ~(k) is the category of finite dimensional 
k-modules. -

(1.2) DEFINITION. A (k-) vector bundle over X is an 
object (E. p) £ ~/X together with the structure of a 

k-module on E for each x £ X. It is further required that 
x 

each x £ X has a neighborhood U such that there exists a V 
£ ~(k) and an isomorphism Elu ---> TU(V) in ~/U which is 

k-linear on each fibre. A trival vector bundle is one of 
the form TX(V) where V £ ~(k). 

The vector bundles over X are the objects of a 
category. 

~(X) = ~k(X), 

A morphism of vector bundles is just a morphism in ~/X 

which is k-linear on each fibre. It is then easily checked 
that a continuous function g: X~ ---? X induces an additive 
functor 

* g : ~(X) -> ~(X~). 

A functor 

will be called continuous if the maps 

T: Hom(V. W) ------> Hom(TV, TW) 

are continuous for all objects V. W in the source category. 
Note that these Hom's are euclidean spaces. so that contin­
uity has a meaning 

(1.3) PROPOSITION (cf. Husemoller [1]. (Ch 5. (6.2))). 
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If T is a continuous functor, as above then there is 

a corresponding functor 

for each X E ~. It is characterized up to natural isomor­

phism by the following properties. 

(i) T(TV) is naturally (in V) isomorphic to 

TX(T(V» for V = (V., V.~) E ~(k)n x (~(k)o)m. Here T(V) 
1 J 

denotes (T(V.), T(V.~». 
1 J 

* (ii) If g: X~ ---~ X is a continuous map then g TX ~ 

* . * n *0 m (where the second g abbrevlates (g) x (g ) ). 

Outline of Proof. Using local trivializations of the 
bundles on X, the definition of TX is forced by (i) locally. 

Different trivializations lead to compatible definitions 
thanks to the continuity of T. Moreover the functoriality 
of T permits a gluing together of the local constructions. 
Condition (ii), applied to inclusions of open sets on which 
the bundles are trivialized, shows that TX must be obtained 

in this way. 

By virtue of (1.3) we can speak of E ~ E~, E 3k E~, 

HO~(E, E~), A~E, etc. for E, E~ E ~k(X), 

We now introduce the k-algebra 

k(X) 

of continuous functions from X to k. If E E ~(X) then 

r(E) is a k(X)-module. 

This structure is defined as follows: Given a E k(X) , s, s 
E r(E), and x E X, 

(as) (x) a(x) sex) 

(s + s~) (x) = sex) + s~(x). 
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It is easy to see that 

r(E) '" HO~(X) (T(k) , E) 

as k(X)-modu1es. For if e(x) = (x, 1) E X x k then a mor­
phism f: T(k) ---> E determines s = fe E r(E), and f is 
determined by s via the formula f(x, t) = f te(x) = ts(x). 
Conversely, given any s E r (E), (x, t) 1---> ts (x) is 
clearly a bundle morphism T(k) ---> E. 

More generally, if V E ~(k), then, by additivity of 
the functor 

r: ~(X) --------> k(X)-mod, 

we see that r(T(V)) k(X) Sk V, and further that 

HO~(X) (T(V), E) Ho~(X) (r(T(V)), r(E)) 

= Ho~ (V, r (E) ) • 

In particular, if sl, ... ,sn E r(E) there is a bundle mor­

phism f: T(kn ) ---> E such that Im(fx ) is spanned by sl (x), 

... ,s (x) for each x E X. 
n 

(1.4) DEFINITION. A basis for E E ~(X) is a set of 
sections sl, .•. ,sn E r(E) such that, for all x E X, sl (x), 

... ,s (x) is a basis for E . If x E X a local basis at x for 
n x 

E is a basis for Elu where U is some neighborhood of X. 

The local triviality of vector bundles guarantees 
that local bases exist at every point. 

(1.5) PROPOSITION. Suppose E E ~(X) has a basis sl' 

... ,s . Then every s E r(E) can be written uniquely in the 
n 

form 

(x E X), 

and a i E k(X) (i ~ i ~ n). 
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Proof. We must show that the a. are continuous. This 
1 

is a local question so we can assume E = T(kn ) = X x kn is 

the trivial kn-bundle. 
n 

of T(k ). and write s. 
1 

Let eI •...• en be the standard basis 

= Z a . . e .. The a .. are obtained from 
lJ J lJ 

coordinate projections. so a .. £ k(X) (1 < i. j _< n). 
lJ -

Similarly. since s = Z .. a. a .• e. the functions Z. a. a 1• J. 1. J 1 lJ J 1 1 

are continuous (1 < j < n). If a = (a")l .. then 
- - lJ < 1. J < n 

a: X ---> GL (k) is continuous. and hence ~-I is ;lso con-
n . 

tinuous. since GL (k) lnverse > GL (k) is continuous. Put 
n n 

a-I = (b. k); then Z.(Z. a. a .. )b' k = Z. a.(Z. a .. b'k) 
J J 1 1 lJ J 1 1 J lJ J 

Z. a.o' k = a k is continuous (1 < k < n). q.e.d. 
1 1 1 - -

It follows from (1.5) that any local basis of E at a 
point x can be used to define a trivialization of E in a 
neighborhood of x. A local section of E refers to a section 
of Elu for some open U C X. 

(1.6) COROLLARY. Let E, E; £ ~(X) and let f: E ---> 

E; be a map of sets over X which is linear on each fibre. 

Assume that fs is a local section of E; whenever s is a 

local section of E. Then f is continuous, and hence is a 

vector bundle morphism. 

Proof. The continuity of f is a local question. so 

we can assume both bundles are trivial. say f: T(kn ) ---> 
m 

T(k ). Then if el ••.• ,en and el , •.. ,em are the correspond-

ing bases we can write fe. = Z. a., e.; (1 < i ~ n). By 
1 J lJ J -

hypothesis fe 1. is a section of T(km). so (1.5) implies a" 
lJ 

£ k(X). Since 

f(x, Z t.e.(x» = (x, Z t. a.,(x) e,(x» 
1 1 1 lJ J 

it follows that f is continuous. 
, 

(1. 7) COROLLARY. Let E £ ~·(X). let x £ X. and let 
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tl, •.. ,th be local sections of E at x such that tl(X) , ... , 

th(x) are linearly independent. Then tl(y), ... ,th (y) are 

linearly independent for all y in some neighborhood of x. 

Proof. Let sl""'s be a local basis at x and write ----- n 
t. = L. a .. s .. Some h x h minor of (a . . (x» is not zero. 

1 1 1J J 1J 
Since, by (1.5), the a .. are continuous, the minor remains 

1J 
non zero near x. 

While B(X) is an additive category it is not abelian. 
Indeed bundle=morphisms need not have kernels in B(X), as 
the following simple example shows: Let X = {x E Rio ~ x ~ l}, 
the unit interval, and define f: TX(~) ---~ TX(~) by 

f(t, x) = (t, tx) (t E X, x E ~). The problem is that f t is 

an isomorphism if t i 0, while f = 0. It turns out that 
o 

this dimension jump is the only source of difficulty. 

(1.8) PROPOSITION. Let f: E ---> E~ be a morphism in 

~(X), and assume that dim Im(f ) is a continuous (i.e. 
x 

locally constant) function of x. Then Im(f) = feE) and 

Ker(f) = f- l (zero section in E~) are sub vector bundles of 

E and E~, respectively. 

Proof. Of course Im(f) and Ker(f), with the induced 
projections and topologies, are spaces over X with fibres in 
~(k). Therefore we need only check that they are locally 
trivial. 

We first treat Im(f). If x E X choose local sections 
sl, .•. ,sh for E at x such that fsl(x), ... ,fsh(x) are a basis 

for Im(f). Put t. = fs. (1 < i < h) and let tl, ... ,t be x 1 1 - - n 
local sections of E~ at x such that tl(x), ... ,t (x) are a 

n 
basis for E ~. According to (1.7) tl(y), ... ,t (y) are x n 
linearly independent for all y near x. This implies that 

dim Im(f ) > dim Im(f ) 
y - x 

for all y near x. 

Our hypothesis of local constancy of dim Im(f ) therefore 
y 
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implies that tl(y), ••. ,th(y) are a basis of Im(fy) for all 

y near x. Using tl, ••. ,t to define an isomorphism E!U ---> 
n 

T (kn ) for some neighborhood U of x, we obtain an induced 
U h 

isomorphism of Im(f) Iu ---> Tu(k ). 

For Ker(f) we extend Sl(x), .•. ,sh(x) (which are 

necessarily linearly independent) to a basis sl(x), ••. ,s (x), 
m 

where sh+l, ••. ,sm are suitable local sections. Since fs l , 

.•. ,fsh is a local basis for Im(f) at x we can, for each i 

> h, write fS i = I: a.jfs. (1 < j < h) where a .. £ k(U), for 
~ J - - ~J 

some neighborhood U of x. Replacing si by si si-

I I: h aijs. for h < i < m, we have fs.~ = 0 on U (h < i ~ m), 
':'j~ J - ~ 

and Sl, ..• ,sh,sh+l~, ••• ,sm~ is still a local basis. By local 

constancy of dim Ker(fy) we conclude, as above, that sh+l~' 

••• ,s ~ is a local basis for x for Ker(f) , and that the 
m 

trivialization EIU ---> T(km) defined by s , ... ,sh'~R+l~' 
.•• ,s ~ induces a trivialization Ker(f)IU ---> T(km ). 

m 
q.e.d. 

If V £ M(k) write T(V) for the space of all hermitian 
forms on V (i.~. quadratic forms if k = g). Then T: M(k)O 
---> M(k) is a continuous functor, so we-can speak of a 
hermitian form on a vector bundle E £ B(X). It is just a 
section of TX(E). More explicitly, it is a continuous family 

of hermitian forms h £ TeE ). x x 

(1.9) PROPOSITION. If X is paracompact then every E 

£ ~(X) admits an everywhere positive definite hermitian 

form. 

Proof. By paracompactness we can find a locally 
finite covering {U } of X such that Elu is trivial for each 

~ ~ 

~. Let h be a positive definite form on Elu (this clearly 
~ ~ 

exists) and let {g } be a partition of unity subordinate to 
~ 

{U }. Now we define the form h on E by 
~ 
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I: g (x) h (e, e~) 
x E U a a, x 

a 

(e, e ~ E E ; X E X). 
x 

By local finiteness this sum is finite. Moreover, if e E E , 
x 

e ~ 0, then h (e, e) > 0 (if x E U ) and g (x) > 0 and 
a, x a a 

I: g (x) = 1. Therefore h (e, e) > 0, showing that h is 
a x x 

positive definite. The continuity of x 1---> h is clear 
x 

because, locally at x, h is a finite linear combination of 
the h 'so 

a 

(1.10) COROLLARY. In the setting of (1.9), if E~ is a 

sub vector bundle of E then E '" E~ ~ E" for some E" E ~(X). 

Proof. Choose a positive definite hermitian form on 
E, and let E "be the orthogonal complement in E of E ~, x x x 
for each x E X. The orthogonal projection of E to E~ is 
clearly an idempotent bundle endomorphism of E with image 
E~ (of locally constant rank) and kernel E". Therefore (see 
(1. 8)) E" is a sub bundle of E, and clearly E = E ~ ~ E". 

§2. BUNDLES ON A NORMAL SPACE HAVE ENOUGH SECTIONS 

We shall call the elements of r(E), for E E ~(X), 
global sections. They define an additive functor 

r: ~(X) ------> k(X)-mod. 

We will show that if X is a normal space this functor is 
fully faithful. 

Throughout this section X will denote a normal space. 

This means that if U is a neighborhood of x E X then there 
is a continuous function f from X to the unit interval such 
that f vanishes outside some closed neighborhood of x 
contained in U, and f takes the constant value 1 in some 
(smaller) neighborhood of x. 

Suppose E E B(X) and s E r(E, U). Then if we define 
s~ by s~(x) = f(x) ~(x) for x E U and s~(x) = 0 if x E U it 
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is easy to see that s~ E f(X) and s = s in a neighborhood 
of x. We now record this conclusion. 

(2.1) PROPOSITION. If E E ~(X) and if s is a local 

section of E near x then there is an s E f(X) such that s~ 

and s coincide in a neighborhood of x. 

(2.2) COROLLARY. Given x E X there exist global 

sections of E which are a local basis for E at x. 

(2.3) COROLLARY. If f. g: E ---> E~ are morphisms in 

~(X) and if f(f) f(g) then f g. 

Proof. If e E E choose an s E f(X) such that sex) = 
x 

e. Such an s exists locally. and therefore globally by 
(2.1). Then fee) = fs(x) = f(f)(s)(x) = f(g)(s)(x) = gs(x) 

g(e). q.e.d. 

If x E X we have the ring homomorphism 

¢ : k(X) > k 
x 

¢ (f) f(x). 
x 

We shall write m Ker(¢). which is a maximal ideal in 
-x x 

k(X). 

(2.4) PROPOSITION. The homomorphism feE) ----> E • 
x 

s 1---> s (x). induces an isomorphism 

f(E)/m feE) 
-x 

-----:> E • 
x 

Proof. Surjectivity follows from (2.1). and the map 
clearly kills m f(E). It remains to show that. if sex) = o. -x 
then s E m feE). Choose sl •...• s E feE) which are a local 

-x n 
basis at x (see (2.2)). Then there exist b. E k(X) such that 

1 

):; b.s, and 
1 1 

s coincide near x. (We first get the b. locally 
1 

at x and then globalize them as in (2.1).) Since 
):; b,(x) s,(x) it follows that b,(x) = O. i.e. b, 

1 1 1 1 

o = sex) 
E m 

-x 
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(1 < i < n). Put s~ = s - ~ b.s .. Then s~ vanishes in a 
- - 1 1 

neighborhood, say U, of x. Choose r £ k(X) such that r = 1 
outside U and r = 0 in a neighborhood of x. Then r £ m and 

-ox 
s = rs , so 

(2.4) THEOREM. The functor 

f: ~(X) ---'> k (X) -mod 

is fully faithful. 

Proof. The assertion is that 

> Ho~(X) (f (E), f (E~» 

is an isomorphism for E, E~ £ ~(X). The injectivity is just 
(2.3) • 

Let f: f(E) ------:> f(E~) be a k(X)-homomorphism. 

Using (2.4) we can define f : E ------:> E ~ by the commuta-x x x 
ti ve diagram 

f (E) f > f (E~) 

! ! 
f(E)/m f(E) > f (E ~) 1m f (E ~) 

-ox I ~.) ("') I 
E > E ~ 
x f x 

x 

The maps f define a set map f: E ----> E~ over X which is 
x 

linear on each fibre (f = f). If s £ f(E) then (fs)(x) = 
x x 

f (s(x» = f(s)(x), so 
x 

(*) fs = f(s) (s £ f (E)) • 
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This shows that f carries global sections to global sections. 
By (2.1) it carries local sections to local sections. There­
fore (1.6) implies f is a bundle morphism, and (*) says 

f(f) = f. q.e.d. 

§3. f: ~(X) --> ~(k(X» IS AN EQUIVALENCE FOR COMPACT X. 

(3.1) THEOREM (Swan). Let X be a compact space. Then 

f: ~(X) ---> ~ (k (X) ) 

is an equivalence from the category of vector bundles over 

X to the category of finitely generated projective k(X)­

modules. 

The following corollary is the main step of the 
proof. 

(3.2) COROLLARY. Every E E ~(X) is a direct summand 

of a trivial bundle. 

Proof that (3.2) ~ (3.1). It follows from (2.5) that 
f is a fully faithful functor into k(X)-mod. Since 

f(T(kn » = k(X)n it follows from (3.2) that feE) is a direct 
n 

summand of k(X) for some n for each E E ~(X). Conversely, 

if P E ~(k(X» then there is an idempotent e E Endk(X) (k(X)n) 

for some n such that P '" ImW. Since f is fully 
n 

faithful we have e = fee) for some e E EndB(X) (T(k » which 

is also idempotent. If we show that Im(e )=has locally 
x 

constant dimension then it will follow from (1.8) that 

Im(e) is a subbundle of T(kn), and clearly then P '" f(Im(e». 
The proof of (1.8) showed, in any case, that if x E X, 
dim Im(e ) > dim Im(e ) for all y near x. But since e is 

y - x 
idempotent we obtain the opposite inequality by applying 
the analogue of this one to I-e. 

Thus an M E k(X)-mod is isomorphic to feE) for some 
E E ~(X) if and only if M E ~(k(X». q.e.d. 
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Proof of (3.2). Let E ~ ~(X). If x ~ X then (2.2) 
allows us to choose Sl, ... ,Sn E r(E) which are a local 

x 
basis for E in some neighborhood U of x. These sections 

n x 
define a bundle morphism fX: T(k x) ----> E such that fXiu 

x 
is surjective. By compactness a finite number of these U 's 

x 
cover X. If T(kn) is the direct sum of the corresponding 
n 

k x's, then the fX's define a surjective bundle morphism 

f: T(kn ) ---> E. If E~ = Ker(f) then it follows from (1.8) 

that E~ is a sub bundle of T(kn ) , and from (1.10) that T(kn ) 
= E~ ~ E" for some sub bundle E". Evidently f induces an 
isomorphism from E" to E. q.e.d. 

Theorem (3.1) is the basis for translating much of 
the language of vector bundles into that of projective 
modules. The topological point of view emphasizes X, while 
the algebraic one emphasizes k(X). We shall now indicate a 
well known algebraic method for reconstructing X from k(X). 

If x ~ X recall that 

m Ker(k(X) ---> k) (f 1--> f(x)). 
-x 

This defines a map 

¢ : X > max(k(X)), ¢(x) = m • 
-x 

Recall (III, §3) that the closed sets of max(k(X)) are of 
the form V(~ , where £ c k(X) and where 

V(£) = {~~ max(k(X)) i £c ~}. 

Evidently ¢-l(V(a)) = {xif(x) = 0 for all f ~ a} = f n Z(f), 
~ a 

where Z(f) is the set of zeros of f, a closed set. 
Thus ¢ is continuous. A completely regular space is a 
Hansdorff space whose closed sets are all of the form Z(f). 
In particular its continuous k-valued functions separate 
points (so ¢ is injective) and they define the topology on 
X. Therefore, if X is completely regu1ar,¢is a homeomorphism 

onto its image. 

(3.3) THEOREM. If X is compact then 
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¢: X > max(k(X)) 

is a homeomorphism. 

Proof. A compact space is completely regular so we 
need only show that ¢ is surjective. 
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Let m E max(k(X)). If we show that the functions in ~ 
have a common zero, x, then we will have me m , and hence m - -x -
= m . If not then fr-l Z(f) = ¢ so, by compactness, there 

-x E m 
is a finite set f 1 , ••• ,f E m having no common zero. Put 

n -
f = L f.f. where f. is the complex conjugate of f. (equal to 

~ ~ ~ ~ 

f. if k = R). Then evidently fErn and f(x) > 0 for all x E 
~ = -

X. Therefore f is a unit in k(X), so m = k(X); contradictio~ 

§4. STABILITY THEOREMS FOR VECTOR BUNDLES. 

The following theorem, which we quote without proof, 
is elementary but slightly technical (see Steenrod [1], 
§ 11) • 

(4.1) THEOREM ("Homotopy Theorem"). Let go' gl: X~ 

* ---> X be homotopic maps in ~, and let E E ~(X). Then go E 

* gl E. 

(4.2) COROLLARY. Let T be a contractible space and 

let E E B(X x T). Define g : X ---> X x T EY g (x) = (x, t). 
= * t t 

Then, writing E = gEE B(X), we have E ~ E -=f~o-=r~a-=ll~ t E t t = t 0-

* T, and E = P Et = Et x T, where p: X x T ---> X is the pro-

jection. In particular all bundles on T are trivial. 

Proof. All the g 's are homotopy inverses to p. 
t 

Let t..n denote the standard n cell (unit ball in ~n) 
h An n - 1 wit interior Int u and boundary S , the n - 1 sphere. 

(For n = 0, t..n is a point and S-l = cp.) If X is a space an 

n-ce11 in X is a continuous function c: t..n ---> X whose 

restriction to Int t..n is a homomorphism onto its image. 
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n. 
Let c.: ~ 1 ----> X (i E I) be a finite family of 

1 

cells in X, and put 

U 
n. < n 
1-

n. 
c. (~ 1), 

1 

for each n > O. We say this family of cells gives X the 

structure of a finite CW complex if (i) X LJ x(n) and 
_ 1) n > 0 

n. - 1 (ni 
(ii) For each i, c.(S 1 ) c X It follows easily 

1 

from these conditions that X is the disjoint union of the 
n. 

open cells, c.(Int ~ 1). Moreover, a function on X is con-
1 

n· 
tinuous if and only if its restriction to each c.(~ 1) is 

1 

continuous. The definition of a CW complex in general 
allows infinitely many cells, but then the last condition 
is not automatic, and it must be added to (i) and (ii) 
above. There is a further condition of "local finiteness" as 
well. 

By abuse of language we shall call X a finite CW 
complex if it admits such a structure, and we shall then 
define dim X to be the least d such that X = Xed). 

(4.3) THEOREM ("Stability Theorem"). Let X be a 

connected finite CW complex of dimension d, and let E be 

a vector bundle over X of fibre dimension n. (The fibre 

dimension is constant because X is connected.) 

(a) If n > d then E has a non-vanishing global 

section. (I.e. there is an s E r(E) such that sex) = 0 for 

allxEX.) 

(b) If n > d + 1 any two such sections are homotopic 

in the space of non-vanishing global sections. 

The proof requires the following elementary fact: 

(4.4) PROPOSITION. If 0 < h 
n 

< n then "h(S ) = O. 
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Recall that this is proved by taking a simplicial 
h n 

approximation, g, to a continuous f: S ---> S . Then g is 
homotopic to f (for a fine enough approximation) and g is 
not surjective (there are no n cells in the simplicial sub-

h n h 
division of S being used.) If PES - g(S ) then we can 

deform Sn - {p} to the base point of Sn, thus deforming g to 
a constant map. 

Proof of (4.3). Let A be a sub CW complex of X (i.e. 
a union of some of the closed cells of X). Suppose we have a 
non-vanishing section s E r(EiA). We claim that, if n > d, 
then s can be extended to a non-vanishing global section of 
E. Part (a) of (4.3) follows from this in the special case 
A = ¢. 

We shall extend s to A U X(h) by induction on h (h ~ 
d). If h = O,AU X(o) is the disjoint union of A and a finite 
set of points. Since n > 0 we can extend s by picking a non 
zero vector in the fibre of E over each of these points. Now 

suppose s is defined in A U X(h) and we propose to extend it 

to AU X(h + 1) (h < d). It suffices to extend s continuously 

over each (h + I)-cell, c(/>.h + 1), in the CW complex struc­

ture of X. Since c(Sh) C X(h) the section s is already 

defined on the boundary. By considering c*E E ~(/>.h + 1), 
therefore, we are reduced to showing that a non-vanishing 

section t E r(c*E iSh) extends to a non vanishing section 

over all of />.h + 1. Since />.h + 1 is contractible it follows 

from (4.2) that c*E is trivial, so c*E ~ T(kn ). Then a non 

vanishing section is a continuous function into kn - {OJ. 
h n The extendibility of a continuous function t: S ---> k -

{OJ ,h + 1 , '1 h d" h ' to D 1S equ1va ent to t e con 1t10n t at t 1S 

homotopic to a constant, clearly. But, up to homotopy, kn -

{OJ is equivalent to Sn - 1 if k = Rand S2n - 1 if k = C. 
In either case, since h < n, the de~ired conclusion foll~ws 
from (4.4). 

To prove part (b) of (4.3) let so' sl E r(E) be non­

vanishing sections, and assume n > d + 1. The sections So 



740 K-THEORY OF PROJECTIVE MODULES 

and sl define a single section of E x [0, 1] E ~(X x [0, 1]) 

over the subset A = X x {O} U X x {l} of X x [0, 1]. We can 
clearly extend the CW complex structure on X to one on X x 
[0, 1] having dimension d + 1 and so that A is a subcomplex. 
Therefore the proof above gives us a non-vanishing section 
s E r(E x [0, 1]) restricting to So and sl' respectively, at 

the two ends. If gt: X ---> X x [0, 1] by gt(x) = (x, t) 

then there is a natural isomorphism E ~ gt*(E x [0, 1]) for 

all t, and then the sections St obtained from s by pullback 

with gt describe the required homotopy between So and sl' 

q.e.d. 

(4.5) COROLLARY. Keep the notation and hypotheses of 

(4.3), and assume n > d. 

(a) E ~ T(k) $ E~ for some E~ E ~(X). 

(b) If T(k) $ E ~ T(k) $ E~ for some E~ E ~(X) then 

Proof. (a) A non-vanishing global section defines a 
monmorphism T(k) ---> E, and this splits, by (1.10). There­
fore part (a) here follows from (4.3) (a). 

$ E in 
T $ E 

o a 
(Le. ~ 

(b) Changing notation so that E now denotes the T(k) 
the statement, we are reduced to showing that if E = 

= T1 $ E1 where TO and T1 are trivial line bundles 

T(k)) defined by non-vanishing sections So and sl 

then Eo ~ E1 . But the proof above showed that we could write 

E x [0, 1] = T $ E~ where T is defined by a non-vanishing 
section s of E x [0, 1] over X x [0, 1] which induces sand 

o 
sl on the ends. Pulling back along gt: X ---> X x [0, 1] 

(gt(x) (x, t» we obtain decompositions E = T t $ Et~ 

(0 -2. t -2. 1). According to (4.2) we have Eo~ go'~E~ ~ gl'~E~ 

E1~' On the other hand E. EfT E ~ (i 0, 1), so E 
l i i 0 

E1 . q.e.d. 

Corollary (4.5) is the topological precursor of the 
stability theorems of Chapter IV. 
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§5. BUNDLES ON THE SUSPENSION, AND THE GENERAL LINEAR GROUP 

Let f: Y ---> X be a morphism in ~. The mapping con~ 
Cf, of f is the quotient of (Y x [0, 1]) u X (u here means 
disjoint union) defined by collapsing Y x {O} to a point and 
by identifying (y, 1) with f(y) £ X for y £ Y. Schematically, 
it looks like 

Y x {1/2} X 

Y x 

~ 
When f is a morphism in the category of spaces with base 
points then the reduced mapping cone, C~f, is obtained by 
further collapsing {b} x [0, 1] to a point (b = base point 
of Y) and this becomes the base point of c~f. The projection 
Cf --- >C~f is a homotopy equivalence. We call ex = elX the 

cone of X. The maps f : X x [0, 1] ---> X x [0, 1], f (x, t) 
s s 

= (x, st) (0 ~ s ~ 1) induce a deformation of ex to a point, 
so ex is contractible. 

The suspension of X is 

SX = C (X -> {pt.}). 

It looks like 

X x {l} 

X x {l/2 

X x {O}. 

Thus we can think of it as two cones, the upper and lower, 
glued along the equator, X x {1/2}. Suppose E £ ~(SX). Then 
E has a trivial restriction to each cone (the cones are 
contractible). If we take two such trivializations and 
compare them on the equator we obtain an automorphism of a 
trivial bundle on X which, in turn, clearly determines E up 
to equivalence. An automorphism of a trivial bundle TX(V) is 
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defined by a continuous function X ---> Aut(V). Thus bundles 
on SX arise from continuous functions X ---> Aut(V) (for 
various V). When do two such functions define isomorphic 
bundles on SX? The answer is given by the next theorem which 
we quote without proof (cf. Steenrod [1], §18). 

(5.1) THEOREM ("Classification Theorem"). The 

isomorphism classes of vector bundles on SX with fibre kn 

are in natural bijective correspondence with [X, GL (k)], 
n 

the homotopy classes of continuous functions from X to 

GL (k). 
n 

If a: X ---> GL (k) is continuous then we can write 
n 

a(x) = (a . . (x)) for each x € X and clearly a .. € k(X) (1 ~ 
1J 11 

i, j < n). The same observation applied to a- shows that 
Ca .. )-€ GL (k(X)). Thus [X, GL (k)] is a quotient of the 

1J n n 
topological group GL (k(X)). (Assume X is compact and use 

n 
the 

are 

can 

uniform topology on GL (k (X)) . Two elements of GL (k(X)) 
n n 

homotopic as functions into GL (k) if and only if they 
n 

be joined by a path, as elements of GL (k (X) ) . Thus 

[X, GL (k)] = TI (GL (k)) 
non 

n 

(set of arc components 
of GL (k(X))) 

n 

= GL (k(X))/GL (k(X))o, 
n n 

where the denominator is the connected component of I, a 
normal subgroup of GL Ck(X)). 

n 

Recall that 

(1) GL (k(X)) 
n 

SL (k(X)) 
n 

x U(k(X)). 
s-d 

where U(k(X)) {continuous functions from X to U(k) = k -
{a}} is the group of units of k(X), and we identify u € 

U(k(X)) with diag(u, 1, ... ,1) € GL (k(X)). The projection 
n 

GL ---> U is the determinant. The semi-direct product 
n 

decomposition is a topological one, so it follows that 
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GL (k(X»o 
n 

and hence 

SL (k(X»o 
n 

x 
s-d 

U(k(X»o, 

[x, GL (k(X»] '" 'IT (SL (k (X» ) x 
s-d 

'IT (U (k (X) ) ) • 
° n ° n 
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If k = R then 'ITo(U(~(X») = [X, ~ - {O}] = [X, {±l}], and if 

X is connected this is isomorphic to {±l}. If k = S then 

'IT (U(C(X») = [X, C - {O}] = [X, Sl]. The latter is known to 
° = = 1 

be isomorphic to the first cohomology group, H (X, ~). There 
is no apparent way to obtain a purely algebraic description 
of 'IT (U(k(X»). In contrast we have a very satisfactory 

° description of 'IT (SL (k(X»). 
° n 

(5.2) THEOREM. Assume X is compact. The connected 

component, SL (k(X»o, of I in SL (k(X» is equal to E (k(X», n - - n - n 
the group generated by elementary matrices. Further, it 

contains all unipotents. 

The proof will be based on the following lemmas. 

(5.3) LEMMA. Let G be a topological group and let H 

be a subgroup which contains a neighborhood of 1 in G. Then 

H is open, and therefore also closed, in G. 

Proof. Say 1 E U CHand U is open in G. If x E H 
then xU~ G-neighborhood of x in H, so H is open. Since 
G-H is a union of cosets of H it is likewise open. 

(5.4) COROLLARY. If G is connected then any neighbor­

hood of 1 generates G. 

Suppose a = I + V E GL (k(X» is unipotent. Then 
n 

clearly det(a) 1. Moreover a = I + tv E SL (k(X» (0 < t 
t n -

~ 1) so a E SL (k(X»o. Since elementary matrices are 
n 

unipotent this implies that 
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E (k(X)) C SL (k(X))o. 
n n 

Let N+ denote the group of upper triangular unipotent 

matrices 

and let N denote the lower triangular ones (i.e. the trans­

pose of N+). Clearly N± C En(k(X)). 

Suppose ° = diag(dl, ... ,d ) E GL (k(X)). It follows 
n n 

from the Whitehead Lemma (see (V, 1.8 (a))) that, modulo 
E (k(X)), 8 is congruent to diag(d, 1, ... ,1) where d = d I ... n 
d = det(8). Therefore if D denotes the group of diagonal 

n 
matrices in SL (k(X)) we have 

n 

By virtue of (5.4), therefore, Theorem (5.2) will be proved 
once we establish, 

(5.5) PROPOSITION. The set 

N • D • N 
+ 

contains a neighborhood of I in SLn(k(X)). 

Proof. Let lal = 

write V (E) for the set 
n 

sup X la(x)1 for a E k(X), and 
x € 

of a = (a .. ) E GL (k(X)) such that 
1J n 

laij - 8ijl < E (l~i, j ~ n). We will show, by induction 

on n, that a = '_0,+ with '± E N± and ° diagonal, provided 

E is sufficiently small. 

Let a E V (E) with o < E < 1/2. Then I all - 1 < 1/2 
n 

so all E U(k(X)). Multiplying a on the left by , = I -

Ll all -1 a e we have ,a = (all :) where < i < n il il 
0 
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-1 
S = (b. ')1 .. and b .. = a .. - all an a1J •• Hence 

~J < ~, J 2 n lJ ~J ~ 

Ib ij - 8ij I 2 la ij - 8ij I + lall-lailalj I < E + lall- 1 1 E2 

E(l + E lall- 1 1). Since lall(x) I is never smaller than 1 - E 

we have lall- 1 1 2 (1 - E)-I. Since E < 1/2, (1 - E)-l < 2 so 

d 1 + € I all -1 I) < E (1 + 2 E:) < 2 E . Thus S E V n _ 1 (2E:). 
-n Therefore if we take E = 2 ,for example we can apply 

induction to S and make o~S upper triangular for some lower 

triangular unipotent o~ E GL 
n -

then 0,0: 

1 (k (X». If o = 

where 8 diag(d 1 , .•. ,d ) 
n 

and '+ E N+. Put, = (0,)-1 EN, and the proof is 

complete. 

Combining the Stability Theorem (4.3) with the 
results of this section one can easily deduce the following 
corollary. 

(5.6) COROLLARY. Let X be a finite CW complex of 

dimension d, and consider the natural homomorphisms 

h : SL (k(X»/E (k(X» -> 
n n n 

SL + 1 (k(X»/E (k(X». 
n n + 1 

Then h is surjective for n > dim SX (= d + 1), and h is 
--n - --n 
an isomorphism for n > dim SX. 

This result corresponds to the stability theorem of 
Chapter V. 

§6. K-THEORY. 

In this section we shall quote, without proof, a 
number of results from topology (cf. Husemoller [1]) leading 
up to a formulation of Bott's complex periodicity theorem. 
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Let ~ denote the category of topological spaces 

with base points, and base point preserving continuous maps. 
In this category the coproduct of two objects, X and Y, 
exists, and it is denoted X v Y. It is the quotient of the 
disjoint union (i.e. coproduct in ~ obtained by identifying 
the two base points, x and y , respectively. We give X x Y 

o 0 

the base point (x , y ), and then there is a canonical 
o 0 

sequence 

(1) 
i X v Y ----> X X Y ----:> X" Y 

where i is defined by x 1---> (x, y ) (x E X) and y 1---> 
o 

(xo ' y) (y E Y), and where X A Y is the space obtained by 

collapsing Im(i) to a point (the base point of X" Y). Both 
v and A are (up to natural equivalence) associative and 
commutative operations, and A distributes over v. Moreover 

Sl A X '" SX, 

where SX here denotes the reduced suspension. We shall 

identify Sl with the unit circle in C. It is easy to see 
that 

K-theory is the theory of the functor 

------c» ~-mod 

defined by 

K(X) = K (B(X)), 
o = 

the Grothendieck group of the category of vector bundles 
over X (with respect to ~). According to Theorem (3.1) we 
have 

K(X) = K (k(X)) if X is compact. 
a -

Starting from this we can try to a1gebraisize as much of the 
theory as possible, and then apply it to rings which are no 
longer of the form k(X). 

The inclusion of the base point x in X induces a 
o 
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homomorphism 

K(X) --~> K({x }) 
o 

whose kernel is denoted by 

K(X) . 

z 
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'" Most of the results below will be formulated for K, but we 
can recover K by the isomorphism 

(2) K(X) ~ K(SO v X) 

The complex periodicity theorem is: 

(6.1) THEOREM (Bott). Let k 

there is a natural isomorphism 

C. Then for compact X 

We shall show below that our Fundamental Theorem 
(XII, 7.4) is an algebraic analogue of Bott's Theorem. 

Let X be compact and let A be a closed subspace of X, 
containing the base point. We write X/A for the quotient 
with A collapsed to a point. Then the sequence 

A --> X --> X/A 

induces sequences 

for all n > O. 

(6.2) THEOREM. Let X be a finite CW complex and let 

A be a sub complex. Then there are natural connecting homo­

morphisms ° such that the sequence 

is exact. 

_0_> K(Sn(X/A)) __ > K(SnX) __ > 'K(SnA) _0_> 

K(Sn - leX/A)) --> ... --> K(X) --> K(A) 
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Bott's theorem implies that, when k = g, this sequenoe 
has period six (i.e. it repeats after every interval of six 
terms) . 

With X and A as above, let ~A c k(X) denote the ideal 

of functions vanishing on A. Then we have an exact sequence 

o --> ~A --> k (X) --> k (A) --> O. 

We can identify k(X/A) with the set of functions in k(X) 
which are constant along A. Thus 

k(X/A) = k + ~A c k(X). 

If we write 

K(SX) 

then it can be deduced from the results of §5 that 

Kl (X) '" [X, GL(k) 1 , 
o 

the group of homotopy classes of base point preserving con­
tinuous functions a: X ---> GL(k) (where I is the base point 
of GL(k». Hence Kl (X/A) corresponds to the classes of such 

a for which a(A) = {I}. If, as in §5, we identify a with an 
element of GL(k(X» then the latter condition translates 
into the condition that a belongs to the congruence subgroup 
GL(k(X) , ~). Thus, applying the Classification Theorem 

(5.1) we find that 

It follows now from Theorem (5.2) that: 

There is a canonical epimorphism 

---'> Kl (X/A) 

which induces an isomorphism 

---:> SK 1 (X/A) 

on the direct summands corresponding to 
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SL(k(X) , 1A). 

Next we consider the long exact sequence of (6.2) 
associated with 

(1) X v Y -- X x Y -- X 1\ Y, 

where X and Yare finite CW complexes. 

(6.3) PROPOSITION. For every n ~ 0 

0--> K(Sn(X 1\ Y» --> K(Sn(X x Y» --> 

K(Sn(X v Y» --> 0 

is a (naturally) split short exact seguence. 

The splitting 

is induced by the projections 

X<--XxY-->Y. 
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Hence, if X --> X x Y is the map x >----? (x, y ) then the 
° ,......" n ......, n 

kernel of K(S (X x Y» --> K(S X) is naturally isomorphic 

to K(Sny ) $ K(Sn(X 1\ Y». 

we have 
Consider now the special case Y 

Ker(K1 (X x Sl) --> K1 (X» 

'" K(SSl) $ K(S(X 1\ Sl» 

'" K(S2) $ K(S2X) 

'" K(S2(SO v X». 

Sl and n 1. Then 

Therefore we can reformulate the Periodicity Theorem in 
this case as follows, using (6.1) and (2): 

(6.4) THEOREM. Let k = S, and let X be a finite CW 

complex. Define f: X --> X x Sl EY f(x) = (x, 1). Then 
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there is a natural isomorphism 

---> K1 (X)), 

where K1(X) = K(SX) , and similarly for X x Sl. 

This formulation of periodicity admits a reasonable 
algebraic translation, as follows: Put A = SeX) and B = 
Sex x Sl). The projection X x Sl ---> X induces an embedding 

1 
A C B. If t: X ----> S is the other projection then t E B, 

because Sl C ~. Moreover t never vanishes so t- 1 E B also, 
and we have 

AC A[t, C 1 ] C B. 

The function f in (6.4) induces a homomorphism B ---> A 

obtained by restricting functions on X x Sl to X x {1}. Thus 
it is the identity on A and it sends t to 1. In other words, 

f induces the unit augmentation on the group ring A[t, t- 1]. 
Therefore we obtain a commutative diagram 

-----~> K1(A) 

j j (=l 

------'» K1 (A) (3) 

~ 
-------:> K1 (X) 

where j is induced by the inclusion A[t, t- 1] C B, and where 
the bottom verticals exist because of Theorem (5.2). For 
example, the right bottom vertical is the natural projection 

K1(A) = GL(A)/E(A) ---:> K 1 (X) = GL (A) /GL (A) ° , 
where GL(A)O is the 
logical group GL(A) 
-> GL(~)}. 

component of the identity in the topo­
GL(~(X)) {continuous functions X 

The top arrow is defined purely algebraically. We 
apply K1 to the unit augmentation A[t, t- 1] ---> A (t 1---> 
1). The diagram (3) makes this a possible candidate for an 
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algebraic analogue of the topologically defined arrow on the 
bottom. According to the Periodicity Theorem (6.4) the 
kernel of the bottom arrow is naturally isomorphic to K(X), 
which, by (3.1), is in turn isomorphic to K (A). Therefore 

o 
the following is an algebraic analogue of the Periodicity 
Theorem: 

Let A be a ring, let T be an infinite cyclic group 

with generator t, and let A[T] ---> A be the unit 

augmentation (t 1---> 1). Then there is a natural 

isomorphism of 

Ker(K 1 (A[T]) 

with K (A). 
--- 0 

---> Kl (A)) 

Our Fundamental Theorem (7.4) implies that this kernel is 
naturally isomorphic to 

K (A) ~ 2 Nil(A). 
o 

If A is right regular (e.g. the coordinate ring of a non 
singular affine algebraic variety) then (see (XII, 6.3)) 
Nil(A) = 0, so we obtain a perfect analogue in this case. 

This situation remains rather mysterious. In our 
rarified algebraic setting why does the complex periodicity 
theorem appear so naturally rather than, for example, the 
real one? Why isn't there a similar analogue with K in 

o 
place of Kl? What, if anything, does the algebraic analogue 

have to do with periodicity phenomena? 
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