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1. Introduction 11. IntroductionA very intriguing feature of elliptic operators on compact manifolds is the locality oftheir indices. Speci�cally, if M denotes a compact Riemannian spin manifold, S !Ma spinor bundle, E ! M a hermitian coe�cient bundle with unitary connection, andDE the Dirac operator onM with coe�cients in E then, by the Atiyah{Singer theorem,indDE+ = ZM Â(M) ^ chE: (1.1)Here DE+ arises from splitting S 
 E under the involution induced by the complexvolume element on M .IfM decomposes along a compact hypersurface, N , asM =M1[M2, with @Mi = Nfor i = 1; 2, then one is lead to ask whether the obvious decomposition of the right handside in (1.1) corresponds to a decomposition of the (essentially) self{adjoint operatorDE into self{adjoint operators DEi , de�ned in Mi by suitable boundary conditions onN , such that indDE1;+ + indDE2;+ = indDE+ : (1.2)This question was answered in the a�rmative by Atiyah, Patodi, and Singer [APS] whoformulated the correct boundary conditions (cf. Sec. 2 for details). More importantly,the resulting index formula (2.6) displayed a new spectral invariant of self{adjoint el-liptic operators (de�ned on N) which they called the �{invariant. It is not locallycomputable by a formula as in (1.1) as can be seen from its behaviour under coverings.Nevertheless, one can ask how the �{invariant behaves under splitting N as N1 [ N2,and this is the problem we address in this work.One motivation for posing this question may be seen in trying to understand the sig-nature theorem on manifolds with corners. From a systematical point of view, splittingformulas for spectral invariants should also be very useful for computational purposes{ as illustrated nicely by the analytic torsion, cf. [Ch, M1] { and as a possible sourceof new invariants. Another recent motivation is provided by topological quantum �eldtheory.The "gluing law" for �{invariants we prove here (Thm. 3.9) is not new; cf. Sec.2for an account of previous work. Our proof, however, attacks the problem directlyon the cut manifold, M cut, by analizing families of "generalized Atiyah{Patodi{Singerboundary value problems." These new abstract boundary conditions are de�ned bythree simple axioms ((3.23){(3.25) below) which are designed in such a way that theheat kernel of the model operator is explicitly computable. Incidentally, our formulageneralizes a result of Sommerfeld in the scalar case. Moreover, under this class we �ndthe spectral boundary conditions introduced by Atiyah, Patodi, and Singer as well as the(local) absolute and relative boundary conditions for the Gau�{Bonnet operator. Thus,our method gives a uniform way to derive the asymptotic expansion of the heat tracein both cases, generalizing in particular recent work by Grubb and Seeley [GrSe] (cf.Thm.3.4). The family we de�ne interpolates between the "uncut manifold" (the case ofsmooth transmission) and actual Atiyah{Patodi{Singer boundary value problems; thisis similar to Vishik's approach to the splitting behavior of the analytic torsion, and wehope to exploit this further in another publication. The special structure of our family,on the other hand, resembles closely the �nite{dimensional variations constructed byLesch and Wojciechowski [LW]. This allows us to produce explicit variation formulas



2 Br�uning and Lesch: On the �{invariant(Thm. 3.5). We evaluate them using the vanishing of the noncommutative residue onpseudodi�erential idempotents and a special symmetry of the cutting problem.The plan of the paper is as follows: In Section 2, we review some abstract facts on�{invariants and previous work on the gluing law. All results are presented in Section3 while the details of most proofs are carried out in Section 4.This work was supported by Deutsche Forschungsgemeinschaft and the GADGETnetwork of the EU.2. GeneralitiesIn this section we briey review some more or less well known properties of �{invariantswhich are needed below, together with some of the previous work leading to the gluinglaw.The �{invariant was introduced in the seminal work [APS] by Atiyah, Patodi, andSinger. They considered the signature operator, D = d+ �, on a smooth oriented Rie-mannian manifold, M , with compact boundary @M = N;dimM = m = 4k. Assumingthat the metric is a product in a neighborhoodU ' [0; 1) �N (2.1a)of the boundary, separation of variables leads to the representationD = ( @@x +A): (2.1b)Here, we use the decomposition of a smooth form, �, as � = dx^�1(x)+�2(x). Thus,the operator on the right acts on C10 ((0; 1);
(N)�
(N)), 
(N) the smooth forms onN , and one has  =  0 �11 0 !
 I; A =  0 �1�1 0 !
 (dN + �N): (2.1c)Thus A is symmetric, and we have the relations2 = �I; � = �; A+A = 0: (2.2)A symmetric operator of type (2.1b) does not in general admit local boundary condi-tions which de�ne a self{adjoint extension (cf., however, [GSm] and [Si]), even thoughlocal boundary conditions do exist in the special case (2.1c) i.e. the absolute and rel-ative boundary conditions. But there is always a nonlocal boundary condition given(essentially) by the Calder�on projector [C]. Thus we introduce the boundary conditionP>0(A)u(0) = 0; (2.3a)where P>0(A) is the orthogonal projection onto the subspace spanned by eigenvectorsof A with positive eigenvalues. To de�ne a symmetric operator, this needs to be sup-plemented by P�u(0) = 0; (2.3b)



2. Generalities 3where P� projects onto a Lagrangian subspace of kerA with respect to the symplecticform (note that dim kerA is even)!(u; v) :=< u; v >; u; v 2 kerA;and such a space can always be viewed as the +1{eigenspace of an involution, �, onkerA satisfying � + � = 0; (2.4a)then P� = 12(I + �): (2.4b)In the case at hand, a convenient choice of � is (Cli�ord multiplication by) the complexvolume element, !M , i.e. we put�0 := !M =  �1 00 1 !
 !N ;where !N denotes the complex volume element on N .It is not hard to see that these data de�ne a self{adjoint extension of D, D�0 , whichanticommutes with !M . Then the signature operator, DS , for a manifold with boundaryis the closure of D�0 jD(D�0) \ nu 2 
(M ) j !Mu = uo ;and [APS, Thm. (I.3.10)] asserts that DS is a Fredholm operator withindDS = ZM L(M) � 12(�(B) + dim kerB): (2.5)Here, L(M) denotes the Hirzebruch L{form and the operator B is de�ned by a repre-sentation of DS in U analogous to (2.1b). In fact, near @M we haveDS = !N (@x + !N (dN + �N))=: !N (@x +B) ;and a core is given by the space (with obvious notation)D(DS ) = nu 2 
(M) j P�0(B)u(0) = 0o :Rewriting (2.5) in terms of the signature of M (as a manifold with boundary) gives[APS, Thm. (I.4.14)] signM = ZM L(M)� 12�(B); (2.6)and thus an analytic interpretation of the additivity of the signature under cuttingalong a separating hypersurface.The �{invariant �guring in (2.5) and (2.6) is derived from a meromorphic functiongeneralizing the �{function of an elliptic operator. It is convenient to derive the mainproperties of these functions in an abstract functional analytic setting. Thus considera self{adjoint operator, A, with dense domain, D(A), in some Hilbert space, H. If weassume that (A+ i)�1 2 Cp(H); for some p > 0; (2.7)



4 Br�uning and Lesch: On the �{invariant(where Cp denotes the Schatten{von Neumann class of order p) then the function�(A; s) := 1�( s+12 ) Z 10 t(s�1)=2trH(Ae�tA2)dt = X�2specAnf0g(sgn �)j�j�s (2.8)is holomorphic for large Re s. More generally, if B : D(A)! H is any bounded operatorsatisfying P0(A)BP0(A) = 0; (2.9)P0(A) the orthogonal projection onto kerA, then the same is true of�(A;B; s) := 1�( s+12 ) Z 10 t(s�1)=2trH(Be�tA2)dt= X�2specAnf0g(trker (A��)B)j�j�s�1: (2.10)It is very important to determine conditions on A and B which guarantee the existenceof a meromorphic extension of (2.10) to the whole complex plane. The standard sourceof such an extension is an asymptotic expansiontrH(Be�tA2) �t!0+ XRe�!10�k�k(�) a�k(A;B) t� log kt: (2.11)The notation used means, of course, that f� 2 C j a�k(A;B) 6= 0 for some k 2 Z+; k �k(�)g is a countable subset of C whose real parts accumulate at most at 1.Using the notation f(s) =:Xk Reskf(s0)(s� s0)�k, introduced in [BS2] for Laurentexpansions, one hasLemma 2.1 Under the conditions (2.7), (2.9), and (2.11), � extends to a meromorphicfunction on C.The poles are situated at the points s� = �2�� 1 and the principal part of � at s�is given by 1�( s+12 ) k(�)Xk=0 a�;k(A;B)(�1)kk!2k+1(s� s�)�k�1:In particular, the poles are of order(1) k(�) + 1, if � 62 Z+, andResk(�)+1�(A;B; s�) = (�1)k(�)k(�)!2k(�)+1�(��) a�;k(�)(A;B); (2.12a)and(2) k(�), if � 2 Z+, andResk(�)�(A;B; s�) = (�1)k(�)+��!k(�)!2k(�)a�;k(�)(A;B): (2.12b)



2. Generalities 5Lemma 2.2 Under the conditions (2.7) and (2.9) the following statements are equiva-lent:(i) trH(Be�tA2) has an asymptotic expansion of type (2.11) which can be di�erenti-ated, i.e. for N;K > 0 we have���@Nt �trH(Be�tA2)� XRe��N+K0�k�k(�) a�k(A;B) t� log kt���� � CN;KtK; t! 0: (2.13)(ii) �( s+12 )�(A;B; s) is holomorphic in the half plane fs 2 C jRe s > pg and extendsmeromorphically to C. Moreover, for a; b 2 R there exists s0 = s0(a; b) > 0 suchthat �( s+12 )�(A;B; s) is holomorphic for a � Re s � b; jsj � s0 with estimate����( s+12 )�(A;B; s)��� � C(a; b;N)jsj�N ; a � Re s � b; jsj � s0; (2.14)for any N > 0.Proof (i))(ii): In view of (2.7) and (2.9) �( s+12 )�(A;B; s) is holomorphic in the halfplane fs 2 C jRe s > pg and extends meromorphically to C, by Lemma 2.1. Integrationby parts gives�( s+12 )�(A;B; s) = (�1)N2N(s+1)(s+3)�:::�(s+2N�1) Z 10 t(s�1)=2+N@Nt trH(Be�tA2)dt: (2.15)In view of (2.9) we have for a � Re s � b����Z 11 t(s�1)=2+N@Nt trH(Be�tA2)dt���� � C Z 11 t(b�1)=2+Ne�"tdt =: CN;b: (2.16)Furthermore, choosing K such that (a� 1)=2 +K +N > �1, we may writeZ 10 t(s�1)=2+N@Nt trH(Be�tA2)dt=: Z 10 t(s�1)=2+N'K;N(t)dt+ XRe��N+K0�k�k(�) a�k(A;B) Z 10 t(s�1)=2+N@Nt t� log ktdt (2.17)with j'K;N(t)j � CK;N tK. Hence, we have for a � Re s � b����Z 10 t(s�1)=2+N'K;N (t)dt���� � CN;K: (2.18)Using @Nt t� log kt = kPi=0 cit��N log it we getZ 10 t(s�1)=2+N@Nt t� log kt = kXi=0 ci(�1)ii!((s+ 1)=2 + �)�i�1: (2.19)Combining (2.15) through (2.19) we reach the conclusion.



6 Br�uning and Lesch: On the �{invariant(ii))(i): In view of the estimate (2.14) we can apply the inverse Mellin transformto �nd, for c > p,trH(Be�tA2) = 14�i ZRe s=c t�(s+1)=2 �( s+12 )�(A;B; s)ds:Moreover, we can shift the contour of integration to the left and apply the ResidueTheorem to gettrH(Be�tA2) �t!0+ 12 Xs2CRes1�t�(s+1)=2 �( s+12 )�(A;B; s)�:Clearly, this asymptotic expansion can be di�erentiated.Remarks 1) Of course, B := I � P0(A) gives the �{function of A2,�A2( s+12 ) = �(A; I � P0(A); s):In particular, we can read o� the regularity at 0 of �A2 provided that the asymptoticexpansion of trH(e�tA2) exists and does not contain contributions to log kt; k 2 N.2) If A and B are classical pseudodi�erential operators on a compact manifold,M , dimM =: m and A is self{adjoint and elliptic, then (2.7) holds and we have anasymptotic expansion [GrSe, Theorem 2.7]trH(Be�tA2) �t!0+ 1Xj=0 aj(A;B) t(j�m�b)=2a + 1Xj=0 bj(A;B) tj log t; (2.20)where a := ordA; b := ordB. Moreover, this asymptotic expansion can be di�erentiatedin view of the identity @Nt trH(Be�tA2) = (�1)N trH(BA2Ne�tA2):If, in addition, (2.9) holds then we can apply Lemma 2.2 to conclude that (2.14) holdsfor A and B.Note that in view of (2.20) and Lemma 2.1, in this case �(A;B; s) has a meromorphiccontinuation to C with simple poles.The estimate (2.14) su�ces to shift the contour of integration and to deduce a shorttime asymptotic expansion. However, for some classical pseudodi�erential operatorsA;B an even stronger result holds: Namely, if A has scalar principal symbol then itfollows from [DG] that �(A;B; s) is of polynomial growth on �nite vertical strips. Since�( s+12 ) decays exponentially on �nite vertical strips this implies the estimate (2.14).However, our method of proving (2.14) is completely elementary while [DG] uses themachinery of Fourier integral operators.Given these preparations we de�ne, under the assumptions of Lemma 2.1 (actually,a partial expansion in (2.11) would su�ce), the �{invariant of A as�(A) := Res0�(A; 0); (2.21a)



2. Generalities 7and, in view of the index formula (2.5), the reduced �{invariant of A as�(A) := 12 (�(A) + dimkerA) : (2.21b)Generally, �(A) is di�cult to compute. It is thus of great importance that suitable one{parameter variations turn out to be "locally computable" in the sense of asymptoticexpansions of the type (2.11).To deal with variations in the abstract framework above we now impose the followingassumptions. Consider a connected open subset, J , of R and for a 2 J a familyA(a) : D �! H; (2.22a)of self{adjoint operators with �xed domain D, satisfying (2.7).Moreover, assume that this family has kernel of constant rank, i.e. for P0(a) :=P0(A(a)) we have dimP0(a) is constant in J: (2.22b)Likewise, let B(a) : D �! H; (2.22c)be another family of bounded operators satisfying (2.9) which, in addition, commuteswith A(a)2 in the sense that[B(a); (A(a)2 � �)�1] = 0; a 2 J; � 62 specA(a)2: (2.22d)Note that these conditions imply thatB(a) = (I � P0(a))B(a)(I � P0(a)):Finally, we assume thatthe families (A(a))a2J ; (B(a))a2J � L(D;H) are strongly di�erentiable inJ , with strongly continuous derivative. (2.22e)Under these assumptions, the operator families P0(a) andeA(a) := (I � P0(a))A(a) + P0(a) (2.23)are strongly di�erentiable, too. Using the representatione�tA(a)2 = (m� 1)! t1�m2�i Z� e�t�(A(a)2 � �)�md�;with � a suitable contour, one can easily derive the identity@@atrH hB(a)e�tA(a)2i = trH hB0(a)e�tA(a)2i+t @@ttrH "B(a) ddaA(a)2! eA(a)�2e�tA(a)2# :Our assumptions imply the absolute and locally uniform convergence of the relevantt{integrals, and we arrive at



8 Br�uning and Lesch: On the �{invariantLemma 2.3 Under the assumptions (2.7) and (2.22a-e) we have the identity@@a�(A(a);B(a); s) = �(A(a);B 0(a); s)�s+ 12 �(A(a);B(a) ddaA(a)2! eA(a)�2; s): (2.24)If we assume in addition that[B(a); (A(a)� �)�1] = 0 for a 2 J; � 62 specA(a); (2.22d')then (2.24) simpli�es to@@a�(A(a);B(a); s) = �(A(a);B 0(a); s)� (s+ 1) �(A(a); A0BA eA(a)�2; s): (2.25)So, if both sides extend meromorphically to C then (2.25) holds in C, too. We note inparticular that @@a�(A(a); s) = �s �(A(a); A0(a); s): (2.26)Thus we obtain the well knownCorollary 2.4 Assume (2.7), (2.22a,b,e), and (2.11) with A(a) and A0(a) in place ofB. Then, for k 2 Z+,ddaResk�(A(a); 0) = �Resk+1�(A(a);A0(a); 0)= (�1)k+1k!2k+1p� a�1=2;k(A(a);A0(a)): (2.27)The condition (2.22b) is not satis�ed in interesting situations. One can get rid of itin choosing a real number c > 0 so that c 62 spec (A(a)) for a near a0 2 J . Thenwe put eP<c(a) := P<c(a)P>�c(a); eP>c(a) := I � eP<c(a) and replace A(a) by Ac(a) :=eP>c(a)A(a) + eP<c(a) and B(a) by Bc(a) := eP>c(a)B(a) eP>c(a) + eP<c(a), obtaining themodi�ed �{function �c(A(a);B(a); s) := �(Ac(a); Bc(a); s). �c admits, near a0, thesame analysis as outlined for � with (2.22b), and from (2.10) we obtain(� � �c)(A(a); B(a); s) = X�2specA(a)0<j�j<c j�j�s�1trker (A(a)��)B(a)� dim eP<c(a): (2.28)This is a smooth function of a and holomorphic in s 2 C; on the other hand, thenegative t-powers in the expansion (2.11) are una�ected if we modify A and B by anoperator of �nite rank. Evaluating (2.28) with B(a) := A(a) we obtain12(� � �c)(A(a); s) + 12 dim kerA(a) = X�2specA(a)0<j�j<c 12(sgn �j�j�s � 1);and consequently



2. Generalities 9Lemma 2.5 Assume that the family A(a)a2J satis�es (2.7), (2.22a,e), and (2.11) withA(a) and A0(a) in place of B. Then, for a; a0 2 J ,�(A(a))� �(A(a0)) + 1p� Z aa0 a�1=2;0(A(a); A0(a))da 2 Z: (2.29)This implies that the function� (A(a)) := e2�i�(A(a)) (2.30)is always smooth in a 2 J under our assumptions; the invariant � was introduced in[DF].If the asymptotic expansion of trH [Aj(a)e�tA(a)2] does not contain terms of the formt� log kt with � < 0 and k 2 N for j = 0; 1 { as it is the case for (classical) ellipticpseudodi�erential operators on compact manifolds, cf. the remarks after Lemma 2.2 {then it follows from Lemmas 2.1 and 2.3 that 0 is at most a simple pole of � and thatthe residue is a homotopy invariant. This is the basis for proving that �(A; s) is, infact, regular at s = 0 if A happens to be a (classical) pseudodi�erential operator on acompact manifold, cf. [G, Sec. 3.8]. More generally, Wodzicki observed the remarkablefact that, in this class of operators,resB := (ordA)Res1�(A;B;�1) = �2(ordA) a0;1(A;B) (2.31)de�nes the unique trace (up to a constant) on classical pseudodi�erential operators ifA is elliptic of positive order, ordA. Wodzicki also observed the following result, whichis stated without proof in his thesis (Steklov Institute 1984):Lemma 2.6 If B is a classical pseudodi�erential operator on a compact manifold andan idempotent, then resB = 0:The only proof we know of shows that the statement of this lemma follows from theregularity at 0 of the �{function for general classical elliptic pseudodi�erential operatorson a compact manifold. For completeness we indicate that these facts are actuallyequivalent.Lemma 2.7 The assertion of Lemma 2.6 is equivalent to the following: Let P be aself{adjoint classical elliptic pseudodi�erential operator of positive order on the compactmanifold M . Then Res1�(P ; 0) = 0:Proof 1. First we assume Lemma 2.6. Let P be a self{adjoint classical ellipticpseudodi�erential operator of order d on a compact manifold, M . We consider thepseudodifferential operatorsgnP := P jP j�1 : x 7! 8><>: jP j�1Px; x 2 kerP?;0; x 2 kerP:



10 Br�uning and Lesch: On the �{invariantWe �nd �(P 2; sgnP ; s) = X�2specP (sgn �)j�j�s�1 = �(P ; s+ 1)an hence in view of (2.31)0 = res sgnP = (ordP )Res1�(P 2; sgnP ;�1) = (ordP )Res1�(P ; 0):2. To prove the converse we consider a classical pseudodi�erential idempotent, B, on acompact manifold,M . B is similar to a self{adjoint idempotent and it is not di�cult tosee that the similarity can be e�ected through a pseudodi�erential operator. Since theresidue is a trace, similar operators have the same residue. Hence we may assume B tobe an orthogonal projection. We put � := 2P�I and let �� 2 C1(S�M) be the principalsymbol of � . We can choose an invertible �rst order self{adjoint pseudodi�erentialoperator, Q, with principal symbol �� . Then we putP := 12(QjQj�1 + I):This is an operator of order 0 and P�B is of order �1. Then one shows that there existsa pseudodi�erential projection P1, a smoothing operator R, and a pseudodi�erentialoperator K, kKk < 1, such that P +R is a projection andB = P +R +K:Since kKk < 1 the projections B and P +R are similar and since res is a trace whichvanishes on smoothing operators we �ndresB = res (P +R) = resP:Since res I = 0 we end up withresP = 12res (QjQj�1)= 12Res1�(Q; 0) = 0:We emphasize, however, that neither for index theorems [BS1] nor for the gluing law tobe proved below the regularity at 0 of the �{function is essential; the de�nition (2.21a)is perfectly su�cient.If one wants to widen the class of operators which admit reasonable �{invariantsthen it is most natural to consider elliptic boundary value problems. As illustrated bythe gluing question, one may also expect further insight in the compact case. The �rstwork in this direction seems to be [GSm] which deals with local boundary conditionsleading to (mildly) nonself{adjoint operators which do, however, admit reasonable �{invariants. This was used by Singer [Si] who showed (among other things) that thedi�erence of �{invariants associated to two natural boundary value problems of thiskind is an interesting spectral invariant of the boundary, at least asymptotically. Moreprecisely, let M be an odd dimensional Riemannian spin manifold with spinor bundleS(M) and assume again that the metric is a product near N (this assumption will



2. Generalities 11be kept from now on). Thus, a neighborhood of N in M is isometric to the cylinderNR = [0; R) �N , for some R > 0. Then we have again a representation of type (2.1b)for the Dirac operator, DM , on S(M) where A = DN becomes the Dirac operatoron S(N) = S(M)jN . Under , S(N) splits into S+(N) � S�(N) with projectionsQ� : L2(S(N)) �! L2(S�(N)). ThenDM� := (DM ; Q�) are well{posed boundary valueproblems to which the analysis of [GSm] applies, and Singer proves that by stretchingNR the di�erence of �{invariants localizes i.e.limR!1(�(DM+ )� �(DM� )) = 14�i log det(DN )2: (2.32)Singers investigation was motivated byWitten's identi�cation of the covariant anom-aly with the so{called adiabatic limit of an �{invariant [W] but his work, in turn,stimulated greatly the interest in �{invariants for manifolds with boundary.Douglas and Wojciechowski [DW] then studied systematically the properties of �{invariants for generalized Dirac operators on odd{dimensional manifolds with boundary.They assumed (2.1b) with the additional hypothesiskerA = 0; (2.33)and chose the boundary condition (2.3a); in this situation, they established Lemmas2.1 and 2.3, and for suitable families of such operators they proved (2.27) for k = 0.Moreover, they showed that stretching the cylinder NR produces an "adiabatic limit"in the sense that limR!1 �(DR) =: �1 (2.34)exists. Then the challenge was to identify �1 and to extend the results to kerA 6= 0.In this case, there is considerable freedom of choice for the "supplementary" boundarycondition (2.4a,b), and its variation ought to be allowed, too, in a suitable generalizationof (2.27). Note that the analysis of Lemma 2.3 does not apply to this situation rightaway since the operators under consideration do not have constant domain, so onehas to search for a suitable transformation of the family. This was done by Leschand Wojciechowski [LW]. Since their method also served as a basic motivation forthis paper, we will present a suitable version of their argument. Theorem 3.5 belowgeneralizes considerably the original construction and is the main analytic tool of ourpresent work.The result of [LW] was obtained independently by M�uller [M2]. In addition, M�ullerpresented a thorough analysis of the operators D� in the general case. In particular, heshowed that �1 exists and can be interpreted as the suitably de�ned �{invariant for anoperator on the manifold fM :=M [N1. Moreover, he proved that�1 = �(D�1) (2.35)for a suitable �1, obtained from scattering theory on fM . He also obtained the regularityof the �{function of D� if D is assumed to be of Dirac type.In the context of Melrose's "b{calculus", Hassell, Mazzeo and Melrose [MM, HMM]de�ne an �{invariant on manifolds with boundary, and they prove a gluing law in thissituation. This �{invariant coincides again with �1.(2.35) can be taken as the starting point to prove the gluing law for �{invariantsas done by M�uller (unpublished). Bunke [B] gave a complete proof of the gluing law



12 Br�uning and Lesch: On the �{invariantbased on cutting the manifold in question thrice and reassembling the pieces into acylinder (carrying both boundary conditions) and a compact manifold where one cando essentially only "interior" analysis, in view of the �nite propagation speed enjoyedby all D�. This reduces the analysis to the explicit computation on the cylinder carriedout in [LW]. Bunke's result is, at least theoretically, more precise than ours since hegives a formula for the unknown integer in (2.29). This is possible since his deformationinduces a relatively compact perturbation. By contrast, our construction is more directand more general but less rigid with regard to compactness.Bunke's argument, in turn, was generalized and simpli�ed in a substantial paper byDai and Freed [DF]; they interpreted the invariant (2.30) as a section of the determi-nant line if one considers families of operators D� �bered over a compact Riemannianmanifold. This allows a natural interpretation of Witten's anomaly formula, and alsoillustrates nicely the philosophy developed in Singer's paper [Si].Our proof of the gluing law (Theorem 3.9 below) arises as a byproduct of an exten-sion of the variation formula to a wider class of boundary conditions, thus furnishing aproof of a rather di�erent nature than those described before.3. Expansion theorems and the gluing lawOur approach to the proof of the gluing law was originally inspired by Vishik's proofof the Cheeger{M�uller Theorem [V]. Working out the details we discovered, however,that we were lead to a very natural generalization of the approach in [LW], designed todetermine the variation of �(D�) under a change of �.At any rate, the analysis we are going to present deals with operators of type (2.1b)but with more general boundary conditions than (2.3). We will now explain how thisclass arises naturally from the gluing problem, de�ne it in general, and outline the proofof the gluing law. Most details are deferred to Sec.4.Let now M be a compact Riemannian manifold, dimM = m, and letD0 : C10 (S) �! C10 (S) (3.1)be a �rst order symmetric elliptic di�erential operator on the hermitian vector bundleS ! M . The main examples are, of course, Dirac operators associated to a Diracbundle (S;r), but we will work in a more general context, allowing for example Diracoperators with potential.Let N � M be a compact hypersurface. We assume that N has a tubular neigh-borhood U isometric to (�1; 1) � N and such that the hermitian structure of S is aproduct, too. Moreover, we assume that on U the operator D0 has the formD0 = ( @@x +A); (3.2)where  2 C1(End(SN )) is a unitary bundle automorphism and A is a �rst order self{adjoint elliptic di�erential operator on SN := SjN . IfD0 is a compatible Dirac operator,then  is Cli�ord multiplication by the inward normal vector and A is (essentially) aDirac operator on N . We assume, furthermore, that  and A satisfy (2.2).Let D be the restriction of D0 to C10 (SjM n N). This operator is no longer essen-tially self{adjoint; in order to obtain self{adjoint extensions one has to impose boundary



3. Expansion theorems and the gluing law 13conditions. The natural boundary condition inherited from M is the continuous trans-mission boundary condition. Interpreting sections of S with support in U as functions[�1; 1]! L2(SN) in the obvious way, this boundary condition readsf(0�) = f(0+): (3.3)It is fairly clear that the resulting self{adjoint operator is unitarily equivalent to theclosure of D in L2(S). On the other hand, D lives naturally onM cut := (M n U) [@(MnU) ((�1; 0]�N [ [0; 1) �N) (3.4)obtained by cutting M along N (we adopt here the notation from [DF, p. 5164 andSec. 4]). Thus, M cut is obtained from M by arti�cially introducing two copies of N asboundary.On M cut we can introduce spectral boundary conditions as in Sec. 2. The natu-ral interpolation between the continuous transmission and the Atiyah{Patodi{Singerboundary condition is furnished by the boundary conditionscos � P>0(A)f(0+) = sin � P>0(A)f(0�);sin � P<0(A)f(0+) = cos � P<0(A)f(0�); (3.5a)P0(A)f(0+) = P0(A)f(0�); (3.5b)where j�j < �=2.To render this more transparent, we employ the isomorphism (with H := L2(SN ))� : L2(SjU) ' L2([�1; 1];H) �! L2([0; 1];H �H); (3.6a)which sends f 2 L2([�1; 1];H) to �f ,�f(x) = f(x)� f(�x); x 2 [0; 1]: (3.6b)It is easy to see that, under �, D is transformed tofD :=   00 � ! @@x +  A 00 �A !! =: e� @@x + eA�; (3.7)and the boundary condition tocos � P>0( eA)u(0) = sin � �P<0( eA)u(0); (3.8a)where � =  0 11 0 !; (3.8b)supplemented on ker eA by P�u(0) = 0; (3.8c)with � := � 0 P0(A)P0(A) 0 !: (3.8d)



14 Br�uning and Lesch: On the �{invariantNote that � e + e� = 0 = � eA+ eA�; � 2 = 1; � = � �: (3.9)Next we observe that this boundary condition can be written aseP (�)u(0) = 0; (3.10a)if we introduce the projectioneP (�) := cos 2�P>0( eA) + sin2 �P<0( eA)� 12(sin 2�)� (P>0( eA) + P<0( eA)) + P�: (3.10b)It is useful to note the following properties of this family of projections, all of which areeasily veri�ed.First, we see that e eP (�) = (I � eP (�))e; (3.11)and that eP (�) commutes with eA2, [ eP (�); eA2] = 0: (3.12)We do not have commutativity with eA, however. Instead we �ndeP (�) eA eP (�) = cos 2�j eAj eP (�): (3.13)Remembering the argument of Lesch and Wojciechowski [LW] we are lead to ask fora natural "parametrization" of the family ( eP (�))j�j<�=2. It is easy to verify that withU(�) := �cos �(P>0( eA) + P<0( eA)) + sin �(P>0( eA)� P<0( eA))��� Iker eA (3.14)and sgn eA := P>0( eA)� P<0( eA) (3.15)we have eP (�) = U(�) eP (0)U(�)�; (3.16)U(�) = e(sgn eA�)�: (3.17)Thus we obtain a family of generalized Atiyah{Patodi{Singer boundary conditions,and the gluing law becomes just the variational formula for this class of operators inthe sense of Sec.2.In fact, we will generalize the situation further. Thus from now on we consider thefollowing setting.M is a Riemannian manifold of dimension m, S !M is a smooth hermitian vectorbundle overM , and D is a �rst order symmetric elliptic di�erential operator on C10 (S).We assume that M can be decomposed asM = U [M1; (3.18)where M1 is a compact manifold with boundary N = @M1 = @U and U is open.Moreover, we assume an isometry of Hilbert spaces,� : L2(SjU) �! L2([0; 1];H); (3.19)



3. Expansion theorems and the gluing law 15where SN is a smooth hermitian bundle over N and H = L2(SN) as before. Thisisometry maps smooth sections to smooth sections in the sense that�(C1(SjU) \ L2(SjU)) � C1((0; 1); C1(SN )) \ L2([0; 1];H): (3.20)Thus we can transform D on U , and we require that�D�� = (@x +A) =: fD; (3.21)with A a symmetric elliptic operator of �rst order on SN which we identify with itsself{adjoint closure, and  a bounded operator on H. We assume, moreover, that and A satisfy the relations (2.2) and (2.7).Finally, we require that for � 2 C10 (�1; 1) there is  � 2 C1(M) such that  � = 0in a neighborhood of @M1, and�( �u) = ��u; u 2 L2(S); (3.22a)and � = 1 near 0 implies 1�  � 2 C10 (M): (3.22b)As usual, we extend fD to L2(R+;H) =: H to obtain the model operator. To de�nea family of boundary conditions we proceed as in the above analysis of the cuttingproblem: we consider a family P (�)j�j<�=2 of orthogonal projections with the followingproperties.P (�) = (I � P (�)); (3:23)[P (�); A2] = 0; (3:24)A(�) := P (�)AP (�) = a(�)jAjP (�) for somea 2 C1(��=2; �=2) with a > �1. (3:25)These projections are again assumed to be conjugate to P (0) under a family of unitaries,U(�), P (�) = U(�)P (0)U(�)�: (3.26)We assume, moreover, a representationU(�) = eiT (�); (3.27)with T (�) bounded and self{adjoint in H, smooth in (��=2; �=2), and such that[; T (�)] = 0; (3.28a)AT (�) + T (�)A = 0: (3.28b)With these data we de�ne boundary conditions for D and fD viaeD� := nu 2 C(R+;H) \H ���u 2 D(fD�); P (�)u(0) = 0o; (3.29a)D� := 8<:u 2 L2(S) ����� u 2 D(D�);�( �u) 2 fD� for some� 2 C10 (�1; 1) with � = 1 near 0 9=; ; (3.29b)



16 Br�uning and Lesch: On the �{invariantand D� := DjD�; fD� := fDj eD�: (3.30)A good part of the subsequent analysis rests on these assumptions. For the asymp-totic expansions to exist it is convenient to require in addition thatP (�); T (�) are classical pseudodi�erential operatorsof order zero on N , for j�j < �=2. (3.31)This assumption is clearly satis�ed in the gluing case (3.10a,b).We will refer to the family (D�)j�j<�=2 with the properties listed above as a defor-mation of Atiyah{Patodi{Singer (APS) type. Then we have seen that cutting along acompact hypersurface leads naturally to such a family. In this case, we do have a bitmore structure since, in (3.25), we have a(�) = cos 2�, in view of (3.13), and we havethe additional symmetry, � , with the properties (3.9).We note that a single projection, P , with the properties (3.23), (3.24), (3.25) de�nesa self{adjoint extension of D, DP , to which the analysis of Sec. 2 applies. This we calla generalized APS operator since, clearly, P = P>0(A) + P� falls in this class.We proceed to the spectral analysis of D�, the proofs being given in Sec.4.Proposition 3.1 The operators D� and fD� are essentially self{adjoint.We will identify D� and fD� with their respective closures in the sequel.Proposition 3.2 D� satis�es (2.7) i.e.(D� + i)�1 2 Cp(L2(S)) for every p > m:We want to apply Lemma 2.5 to the family (D�)j�j<�=2 which requires that we �rst applya transformation to satisfy (2.22a,e). This we do as in [LW], and this is the motivationfor the assumptions (3.26), (3.27), and (3.28a,b).Thus we choose � 2 C10 (�1; 1) with � = 1 near 0 and introduce the unitarytransformation 	� : L2([0; 1];H) �! L2([0; 1];H);	�u(x) := ei�(x)T(�)(u(x)): (3.32)Then P (0)u(0) = 0 implies P (�)	�u(0) = 0, in view of (3.26). Hence, extending 	�to L2([0; 1];H) � L2(SjM1) as the identity on L2(SjM1) and similarly � in (3.19), weobtain an isometry �� := ��	��of L2(S) mapping D0 to D�. Consequently, the family�D� := ���D��� (3.33)has constant domain, D0, and the same spectral invariants as D�. It is easy to see that( �D�)j�j<�=2 satis�es (2.22a,e). It remains to establish the asymptotic expansions (2.11),with �D�; dd� �D� in place of B.Our expansion results will be expressed in terms of the Mellin transform of a certainmeromorphic function, Fa, which we have to introduce �rst.



3. Expansion theorems and the gluing law 17Lemma 3.3 Consider for a 2 (�1; 1] and x > 0 the functionFa(x) := x Z 10 erfc(z)e�2axz�x2dz;where erfc(z) = 2p� Z 1z e�u2dudenotes the complementary error function.Then the Mellin transform of Fa is, for 0 < jaj < 1,MFa(w) = 14ah(1� (1� a2)�w=2)�(w=2)+ 2p� (1� a2)�w=2 Z a0 (1� t2)(w=2)�1dt �((w + 1)=2)i; (3.34)whereas MF0(w) = 12p��((w + 1)=2); (3.35)and MF1(w) = 14h�(w=2) � 2wp��((w + 1)=2)i: (3.36)Hence MFa(w) is meromorphic in C with simple poles at the points �k; k 2 Z+. Forjaj < 1; the residues areRes1MFa(�2l) = (�1)ll!2a (1 � (1� a2)l); l 2 Z+;Res1MFa(�2l � 1) = (�1)ll!p�a(1� a2)l+1=2 Z a0 (1� t2)�l�3=2dt; l 2 Z+: (3.37)For a = 0; 1 one has to take the corresponding limit in (3.37). More precisely,Res1MF0(�2l) = 0; l 2 Z+;Res1MF0(�2l � 1) = (�1)lp�l! ; l 2 Z+;Res1MF1(�2l) = 8>><>>: 0; l = 0;(�1)ll!2 ; l 2 N;Res1MF1(�2l � 1) = (�1)ll!p�(2l + 1) ; l 2 Z+: (3.38)Now we present our �rst expansion result.



18 Br�uning and Lesch: On the �{invariantTheorem 3.4 Assume that (3.18) through (3.31) hold. For l = 0; 1 we have an asymp-totic expansion of the formtrL2(S)[Dl�e�tD2� ] �t!0+ 1Xj=0 aj(�; l) tj�m=2 + 1Xj=0 bj(�; l) tj=2 log t+ 1Xj=0 cj(�; l) t(j�n�l)=2 + 1Xj=0 dj(�; l) tj=2: (3.39)Here, the coe�cients aj are integrals of local densities on the metric double, fM , of M ,bj and cj are integrals of local densities on N , and dj are nonlocal invariants of N ; theyare given explicitly in the formulas (4.15), (4.21a), (4.21b), (4.30a), and (4.30b) below.For l = 0, the leading term isa0(�; 0) = �(m=2 + 1)vol (T �1M); (3.40)where T �1M = f� 2 T �M j�D2�(�) � 1g:The logarithmic terms vanish if l = 0 and m is odd. If l = 0 and m is even thenb2j(�; 0) = 0. However, the logarithmic terms are present in general.For l = 1, the expansion (3.39) implies that �(D�; s) has a meromorphic extensionto C with at most double poles. 0 is a simple pole and for the residue at 0 we �ndRes1�(D�; 0) = 2p�an=2(�; 1) + �2a(�)p� MFa(�)(1)� 12�res ((sgnA)P (�)): (3.41)For the APS boundary condition, this result has been obtained by Grubb and Seeley[GrSe]. Our approach di�ers from theirs by using the explicit heat kernel (4.1); thismethod seems to provide explicit formulas for the coe�cients in (3.39) more directly.The same expansion result is sketched in M�uller [M2, Lemma 1.17] overlooking, however,the coe�cients which are not local in fM in the case l = 0. In the case l = 1 and forAPS boundary conditions, these nonlocal terms are actually not present.To explain this let for the moment fD� be the operator with APS boundary condition.Then a simple symmetry argument shows that for any cut{o� function � 2 C10 (R)trL2(S)[�fD�e�teD2� ] = 0; t > 0; (3.42)and hence bj(�; 1) = cj(�; 1) = dj(�; 1) = 0 (cf. [L2, Lemma 5.2.4]). For general P (�)we cannot expect (3.42) to hold.In the next step, we evaluate the formula for the variation of the �{invariant inLemma 2.5, via the asymptotic expansion of tr(( dd� �D�)e�t �D2�).Theorem 3.5 Under the assumptions of Theorem 3.4 we have the following variationformulas:dd�Res1�(D�; 0) = 1p� res (iT 0(�)); (3.43)dd��(D�) = 12�a00(A; iT 0(�))+�2a(�)p� MFa(�)(1)� 12�res (iT 0(�)(sgnA)P (�)): (3.44)



3. Expansion theorems and the gluing law 19Corollary 3.6 In the situation of Theorem 3.5, assume in addition thatT 0(�)P (�) = (I � P (�))T 0(�): (3.45)Then res (iT 0(�)(sgnA)P (�)) = a(�)2 res (iT 0(�)):In particular, if res (iT 0(�)) = 0 then Res1�(D�; 0) is independent of � anddd��(D�) = 12�a0;0(A; iT 0(�)):Proof We use (3.45), (3.23), (3.25), and the trace property of the noncommutativeresidue to computeres (iT 0(�)(sgnA)P (�)) = res (iT 0(�)P (�)(sgnA)P (�))= a(�)res (iT 0(�)P (�)):Here we have used that res vanishes on smoothing operators. Furthermore, in view of(3.28a), res (iT 0(�)P (�)) = res (i(I � P (�))T 0(�))= res (i(I � P (�))T 0(�))= res (i(I � P (�))T 0(�))= res (iT 0(�)(I � P (�)));and we reach the conclusion.Next we introduce a special class of deformations of APS type which is still slightlymore general than the gluing situation (3.5a){(3.17):We consider again the framework (3.18){(3.22b). Furthermore, let � : C1(SN) !C1(SN) be a unitary classical pseudodi�erential operator satisfying (cf. (3.9))� + � = 0 = �A+A�; � 2 = I; � = � �: (3.46)We abbreviate K� := (kerA) \ ker ( � i): (3.47)The relations (3.46) immediately implydimK+ = dimK�: (3.48)However, the presence of � is not really necessary for this equality. (3.48) followsalready from (3.18){(3.22b). If D is a Dirac operator, this is the well{known cobordismtheorem for Dirac operators [P, Chapter XVII]. For general D, this is due to the secondnamed author [L1, Theorem 6.2], [L2, Chapter IV]. It was also proved independentlyby W. M�uller [M2, Prop.4.26].In view of (3.48) we can choose an isometryU : K+ �! K� (3.49)



20 Br�uning and Lesch: On the �{invariantand put � =  0 U�U 0 ! : kerA �! kerA: (3.50)With these data we can introduce the projection (cf. (3.10b))P (�) := cos 2�P>0(A) + sin2 �P<0(A)� 12(sin 2�)� (P>0(A) + P<0(A)) + P� (3.51)and the unitary family (cf. (3.14))U(�) = (cos �(P>0(A) + P<0(A)) + sin �(sgnA)� )� IkerA = e(sgnA)��: (3.52)One immediately checks the relations (3.11){(3.13), (3.16), hence we are lead to adeformation of APS type. We denote the corresponding family of operators by D�;�,indicating explicitly the dependence on the choice of �. If we �x � and consider a oneparameter family of reections, �u, we obtain another deformation of APS type. In thisway we recover the main result of Lesch and Wojciechowski [LW] as a special case ofour present work:Proposition 3.7 (cf. [LW, M2, DF]) Let cos � 6= 0 and Uu : K+ ! K� be a smoothfamily of unitary operators. Put �u :=  0 U�uUu 0 !:Then (D�;�u)u is a deformation of APS type, Res1�(D�;�u ; 0) is independent of u andddu�(D�;�u ) = 12�itrK+[U�1u dduUu]:Proof We putPu(�) := cos 2�P>0(A) + sin2 �P<0(A)� 12(sin 2�)� (P>0(A) + P<0(A)) + P�u :Furthermore, we �x u0 and de�ne the unitary operator Vu 2 L(H) byVujK+ := U�uUu0 ; VujK� � (kerA)? := I: (3.53)Then we choose a smooth family of self{adjoint operators, Tu, such thatVu = eiTu; Tu0 = 0; TujK� � (kerA)? = 0: (3.54)It follows that VuPu0(�)V �u = Pu(�)and one checks that (D�;�u )u is a deformation of APS type. Since T 0u is an operator of�nite rank, we have res (iT 0u) = res (iT 0u(sgnA)Pu(�)) = 0:



3. Expansion theorems and the gluing law 21We deduce from Theorem 3.5 dduRes1�(D�;�u ; 0) = 0;and ddu�(D�;�u ) = 12�a00(A; iT 0u)= i2� limu!0 trH [T 0ue�tA2]= i2� trK+ [T 0u]= 12�itrK+ [U�1u dduUu]:Next we deal with the deformation (D�;�)j�j<�=2:Proposition 3.8 Res1�(D�;�; 0) is independent of � anddd� �(D�;�) = 12�a00(A; (sgnA)� )= 12� LIMt!0 trH[(sgnA)�e�tA2]:Here LIMt!0 is just another common notation for the constant term in the asymptoticexpansion as t! 0.Proof In view of (3.52) we putT (�) := �i(sgnA)��:Then one checks that (3.23){(3.28b) and (3.45) are satis�ed. We want to apply Corol-lary 3.6 to compute dd� �(D�;�). Since res vanishes on operators of �nite rank we mayreplace iT 0(�) = (sgnA)�by ((sgnA) + �)�in the assumptions of Corollary 3.6. Since(((sgnA) + �)� )2 = Iwe infer from Lemma 2.6 that res (((sgnA) + �)� ) = 0. Thus Res1�(D�;�; 0) is inde-pendent of � and dd��(D�;�) = 12�a00(A; iT 0(�))= 12�a00(A; (sgnA)� )= 12� LIMt!0 trH [(sgnA)�e�tA2]:



22 Br�uning and Lesch: On the �{invariantFinally, we present the gluing law. In this situation (3.5a){(3.17) we have yet anotherstructure: namely, introducing (with same notation as in (3.7), (3.8b))� :=  0 1�1 0 !we see that �2 = �I; �� + �� = � e + e� = � eA+ eA� = 0:This observation leads toTheorem 3.9 (Gluing Law) Consider the deformation of APS type, (D�;�)j�j<�=2, in-troduced in (3.46){(3.52). If there exists a unitary classical pseudodi�erential operator� : C1(SN )! C1(SN ) satisfying�2 = �I; �� + �� = � + � = �A+A� = 0 (3.55)then dd� �(D�;�) = 0:Proof In view of (3.55) we have�(sgnA)� + (sgnA)�� = 0;hence trH[(sgnA)�e�tA2] = 0:In particular a00(A; (sgnA)� ) = 0 and, by Proposition 3.8, we reach the conclusion.Our last comment concerns the residue at 0 of the �{function. We expect that in generalthe residue in (3.41) will not vanish. In the cutting case, however, there is no pole:Theorem 3.10 If (D�)j�j<�=2 arises from cutting M along a compact hypersurface (asexplained in (3.5a){(3.17)) then �(D�; s) is regular at s = 0, for all �.Proof By Proposition 3.8, Res1�(D�; 0) is independent of �, henceRes1�(D�; 0) = Res1�(D�=4; 0) = 0since the �{function of a self{adjoint elliptic di�erential operator on a compact manifoldis regular at 0 [G, Sec.3.8].



4. Proofs 234. ProofsWe now prove the statements used in the previous section.Proof of Proposition 3.1 We consider fD� �rst. Let u 2 D(fD�� ) satisfyfD��u = �p�1u:This implies, for v 2 eD�, that (fD�v; u) = �p�1(v; u):Then a standard regularity argument shows that u 2 C(R+; L2(SN)) withP (�)u(0) = 0;by (3.23). Choosing � 2 C10 (R) with � = 1 near 0 we put �N(x) := �(x=N) and obtain�2Nu 2 eD�. Consequently, we �nd that�p�1kuk2 = limN!1(fD��2Nu; u) = limN!1(u;fD��2Nu) 2 R;hence u = 0.For D�, we appeal to the localization principle for de�ciency indices derived in [L1,Thm.2.1] (cf. also [L2, Chapter IV]).In what follows it will be crucial that we can give an explicit formula for the operatorheat kernel of fD�. It is the operator analogue of a formula derived by Sommerfeld [So,p.61].Theorem 4.1 We have for t; x; y > 0e�teD2�(x; y) = (4�t)�1=2 �e�(x�y)2=4t + (I � 2P (�))e�(x+y)2=4t� e�tA2+(�t)�1=2(I � P (�)) Z 10 e�(x+y+z)2=4t eA(�)e eA(�)z�tA2dz; (4.1)where eA(�) := (I � P (�))A(I � P (�)).Proof The point is the convergence of the integral in (4.1). Note that P (�) commuteswith jAj by (3.24) and the discreteness of A. Thus from (3.23), (2.2), and (3.25)eA(�) = P (�)�AP (�)� = �P (�)AP (�)�= �a(�)jAjP (�)�= �a(�)jAj(I � P (�)):In particular, eA(�) commutes with (I � P (�)) soeA(�)e eA(�)z�tA2 = �a(�)jAj(I � P (�))e�a(�)jAjz�tA2 :



24 Br�uning and Lesch: On the �{invariantIntroducing a�(�) := �minf0; a(�)g 2 [0; 1) we �nd�a(�)jAjz � a�(�) z24t +A2t! ;and 0 � jAj(I � P (�))e eA(�)z�tA2 � jAj(I � P (�))ea�(�)z2=4te�(1�a�(�))tA2: (4.2)This implies that the integral converges in the trace norm of L2(SN ).Now pick u 2 C10 ((0;1); L2(SN )) and formQtu(x) := Z 10 Qt(x; y)u(y)dywhere Qt denotes the right hand side of (4.1). Then it is a routine matter to check thatwe have Qtu 2 C1((0;1);D(fD�)) \ C(R+;H);(@t + (fD�)2Qtu(x) = 0; t; x > 0;limt!0+Qtu(x) = u(x): (4.3)Hence it remains to verify the boundary conditions. Clearly,P (�)Qt(x; y) = (4�t)�1=2 �e�(x�y)2=4t � e�(x+y)2=4t�P (�)e�tA2 �!x!0+ 0;and the same holds for P (�)Qtu(x) and AP (�)Qtu(x), by dominated convergence. Thisimplies Qtu 2 D(fD�):We �nally have to show that0 = limx!0+P (�)(@x +A)Qtu(x)= limx!0+ (I � P (�))(@x +A)Qtu(x)= limx!0+n(@x + eA(�))(I � P (�))Qtu(x) + (I � P (�))AP (�)Qtu(x)o= limx!0+ (@x + eA(�))(I � P (�))Qtu(x):An easy calculation shows that(@x + eA(�))(I � P (�))Qt(x; y)= (4�t)�1=2 ne�(x�y)2=4t(y�x2t + eA(�)) + e�(x+y)2=4t(�y+x2t + eA(�))o (I � P (�))e�tA2�(�t)�1=2e�(x+y)2=4t eA(�)(I � P (�))e�tA2 �!x!0+ 0:Then the proof is completed as above.



4. Proofs 25Proof of Proposition 3.2 We propose to show that, for u 2 D(Dk� ) with k > m=2,we have the estimateju(p)j � C(1� a�(�))�k�1=2(kukL2(S) + kDk�ukL2(S)): (4.4)As explained in [L3] (cf. also [L2, Sec. 1.4]), this estimate implies the Hilbert{Schmidtproperty of suitable functions of D� and, in particular, the assertion of the proposition.To prove (4.4), it is clearly enough to assume that supp u � U , and we are reducedto proving the analogue of (4.4) for fD� if supp u � [0; 1). To do so, we write for q 2 Nu(x)(q) = (fD2� + 1)�j(fD2� + 1)ju(x)(q)= 1�(j) Z 10 e�ttj�1 Z 10 e�teD2�(x; y)(fD2� + 1)ju(y)dydt(q): (4.5)From the ellipticity of A we get for k > (m� 1)=2ju(x)(q)j � Ckk(A2 + 1)ku(x)kL2(SN );hence, with j = k + 1=2 + ", " > 0,ju(x)(q)j � Ck Z 10 e�ttk�1=2+" Z 10 k(A2 + 1)ke�teD2�(x; y) ��((fD2� + 1)k+1=2+"u(y))kL2(SN )dydt (4.6)From (4.1) and (4.2) we derive the norm estimatek(A2 + 1)ke�teD2�(x; y)kL(L2(SN ))� Ck(1� a�(�))�k�1 t�k�1=2 �e�(x�y)2=4t + e�(x+y)2=4t� : (4.7)Using (4.7) and the Cauchy{Schwarz inequality in (4.6) we obtain the result.Proof of Lemma 3.3 An integration by parts givesFa(x) = � 12a Z 10 erfc(z) @@z (e�2axz�x2)dz= 12ae�x2 � 1ap� Z 10 e�(2axz+x2+z2)dz=: 12a�G(x)� eFa(x)�: (4.8)Clearly, MG(w) = 12�(w=2): (4.9)To determineM eFa, we observe thateFa(x) = e�(1�a2)x2erfc(ax)



26 Br�uning and Lesch: On the �{invariantand derive a di�erential equation in a. In fact, for Rew > 0, 0 < jaj < 1,@@a(1 � a2)w=2M eFa(w) = @@a Z 10 xw�1e�x2erfc( ap1 � a2x)dx= � 2p� Z 10 xwe�x2=(1�a2)dx (1 � a2)�3=2= � 1p��((w + 1)=2)(1 � a2)w=2�1 (4.10)The initial condition at a = 0 is M eF0(w) = 12�(w=2): (4.11)The solution of this initial value problem is, for jaj < 1,M eFa(w) = (1� a2)�w=2�12�(w=2) � 1p��((w + 1)=2) Z a0 (1� t2)w=2�1dt�;hence MFa(w) = 12ah(1 � (1� a2)�w=2)12�(w=2)+ 1p� (1� a2)�w=2 Z a0 (1� t2)w=2�1dt �((w + 1)=2)i: (4.12)Furthermore, M eF1(w) = Z 10 xw�1erfc(x)dx= 2wp� Z 10 xwe�x2dx = 1wp��((w + 1)=2); (4.13)thus MF1(w) = 14h�(w=2) � 2wp��((w + 1)=2)i: (4.14)The poles and residues of MFa can now easily be calculated in terms of the poles andresidues of the �{function.We turn to theProof of Theorem 3.4 We choose � 2 C10 (�1; 1) with � = 1 near 0. Then, from [G,Lemma 1.9.1] (cf. Remark 2) after Lemma 2.2) we obtain the asymptotic expansion,for l = 0; 1, trL2(S)[(1�  �)Dl�e�tD2� ] �t!0+ 1Xj=0 aj(�; �; l) tj�m=2: (4.15)The coe�cients can be computed locally in terms of the natural extension of D to themetric double, fM , of M , and  �.



4. Proofs 27Thus, since e�teD2 can serve as a parametrix for D2� we obtain from [L3, Theorem2.10 and Prop. 3.4] (note that what is called there the "singular elliptic estimate" wasproved in (4.4)) that trL2(S)[ �Dl�e�tD2� ] �t!0+ trH[�fDl�e�teD2� ]; (4.16)and it is enough to expand the right hand side of (4.16) for l = 0; 1.Consider l = 0 �rst. We obtain from the explicit formula (4.1) and the Trace Lemma[BS1, Appendix] thattrH[�e�teD2�] = Z 10 �(x)(4�t)�1=2trH[e�tA2]dx+ Z 10 �(x)e�x2=t(4�t)�1=2trH[(I � 2P (�))e�tA2 ]dx�a(�) Z 10 Z 10 �(x)e�(2x+z)2=4t(�t)�1=2trH[P (�)jAje�a(�)jAjz�tA2 ]dzdx=: I(t) + II(t) + III(t): (4.17)Since A is elliptic on SN we have for the �rst termI(t) �t!0+ (4�t)�1=2 Z 10 �(x)dx 1Xj=0 bj(A2)tj�(m�1)=2: (4.18)Next, as an easy consequence of (3.23) we see thatII(t) � 0: (4.19)For III(t), we write, withc(�) := dim ker (jAj � �) = 2 trker (jAj��)(P (�));III(t) = �a(�) Z 10 Z 10 �(xpt) 1p�e�(x+z)2 X�2spec jAjnf0g c(�)pt�e�2a(�)pt�z�t�2dzdx�t!0+ �a(�)2 Z 10 erfc(z) X�2spec jAjnf0g c(�)pt�e�2a(�)pt�z�t�2dz= �a(�)2 X�2spec jAjnf0g c(�)Fa(�)(pt�)= �a(�)2 X�2spec jAjnf0g c(�) 12�i ZRew=c>>0 t�w=2��wMFa(�)(w)dw= �a(�)4�i ZRew=c t�w=2�A2(w=2)MFa(�)(w)dw: (4.20)We now collect the various contributions. First, replacing � by �", �"(x) := �(x="),and letting "! 0 we obtain from (4.15) and (4.18) a contributioneI(t) �t!0+ 1Xj=0 aj(�; 0) tj�m=2; (4.21a)



28 Br�uning and Lesch: On the �{invariantwhere aj(�; 0) = ZM euj(�; 0);with euj a local density computed for the natural extension of D to the double, fM , ofM .The remaining contribution, III(t), can be evaluated by the Residue Theorem sincethe integrand decays in vertical strips with bounded real part (by Lemma 3.3, Lemma2.2, and (2.20)). Thus we �nd (using e.g. the description of the singularities of �A2 in[BL, Lemma 2.1])III(t) = �a(�)2 Xw2CRes1(t�w=2�A2(w=2)MFa(�)(w))�t!0+ a(�)2 1Xj=0 tj�n=2nlog tRes1�A2(n=2 � j)Res1MFa(�)(n� 2j)�2Res1�A2(n=2 � j)Res0MFa(�)(n� 2j)o�a(�)2 1Xj=0 tj=2Res0�A2(�j=2)Res1MFa(�)(�j): (4.21b)From this, we can read o� our assertions on the structure of the coe�cients. Firstof all, the leading contribution comes from (4.21a) only, as a0t�m=2, and so is computedas in the compact case. Next, we observe that �A2 has no poles at the points n=2 � jfor j � n=2 if n is even. If n is odd, however, the log {terms occur as can be seen fromLemma 3.3. The coe�cients of the terms in the �rst sum in (4.21b) are computed fromlocal densities on N , whereas those in the second sum are, in general, nonlocal.Next we consider the case l = 1. In view of (4.15) and the previous analysis it isenough to expandZ 10 �(x)trH[(@x +A)e�teD2�(x; x)]dx =: eI(t) + eII(t) + fIII(t); (4.22)numbering again the contributions according to the three terms in (4.1). In view of(3.23), (3.24), (2.2), and (3.48) we �ndtrH [e�tA2] = trH[P (�)e�tA2 ] = 0trH [P (�)jAje�a(�)jAjz�tA2 ] = 0; (4.23)and thus trH [@xe�teD2�(x; x)] = 0: (4.24)Again from (2.2) we conclude trH [Ae�tA2] = 0; (4.25)which implies eI(t) � 0: (4.26)Furthermore,eII(t) = (4�t)�1=2 Z 10 �(x)e�x2=ttrH[A(I � 2P (�))e�tA2 ]dx



4. Proofs 29= (4�)�1=2 Z 10 �(xpt)e�x2dx trH [A(I � 2P (�))e�tA2 ]�t!0+ 14trH[A(I � 2P (�))e�tA2 ]= �12trH [AP (�)e�tA2]: (4.27)Finally, we note that, using again (3.23) and (2.2),trH [A(I � P (�)) eA(�)e eA(�)z�tA2 ] = a(�)trH[AP (�)jAje�a(�)jAjz�tA2 ]; (4.28)and so, as in (4.20), with d(�) := trker (jAj��)[AP (�)],fIII(t) = a(�) Z 10 Z 10 �(x)e�(2x+z)2=4t(�t)�1=2trH[AP (�)jAje�a(�)jAjz�tA2 ]dzdx= a(�) Z 10 Z 10 �(xpt) 2p�e�(x+z)2 X�2spec jAjnf0gd(�)pt�e�2a(�)pt�z�t�2dzdx�t!0+ a(�) X�2spec jAjnf0gd(�)Fa(�)(pt�)= a(�)2�i ZRew=c t�w=2�(A; AP (�);w � 1)MFa(�)(w)dw: (4.29)Combining our computations, we see that the terms local on fM protrude from (4.15)as before.We obtain the second contribution from (4.27). However, since P (�) is a pseudodif-ferential operator we now have to employ the general expansion theorem for pseudod-i�erential operators (2.20) [GrSe, Theorem 2.7]. NamelyeII(t) �t!0+ �12trH [AP (�)e�tA2]�t!0+ 1Xj=0 c1j(�; 1)t(j�m)=2 + 1Xj=0 �b1j (�; 1)tj log t+ d1j (�; 1)tj�: (4.30a)Here, b1j ; c1j are integrals of local densities over N whereas the d1j (�; 1) are, in general,nonlocal spectral invariants on N .For the third contribution, we use again the estimate (2.14) with B = AP (�)(stemming from the fact that P (�) is a pseudodi�erential operator) to obtainfIII(t) �t!0+ a(�) Xw2CRes1�t�w=2�(A; AP (�);w � 1)MFa(�)(w)�:From the expansion (4.30a) and Lemma 2.1 one derives that �(A; AP (�);w) is mero-morphic in C with simple poles at the points n� k; k 2 Z+. Furthermore, the residuesof the poles are integrals of local densities over N . ThusfIII(t) �t!0+ �a(�)2 1Xj=0 tj=2log t Res1(�(A; AP (�);�j � 1)Res1MFa(�)(�j)+a(�) 1Xj=0 t(j�m)=2Res1(�(A; AP (�);m� j � 1)Res0MFa(�)(m� j)+a(�) 1Xj=0 tj=2Res0(�(A; AP (�);�j � 1)Res1MFa(�)(�j): (4.30b)



30 Br�uning and Lesch: On the �{invariantThe coe�cients in the �rst and second sum are again local, like c1j in (4.30a), whereasthose in the second sum are not.It remains to compute the contribution to t�1=2 from (4.30a,b). Using Lemma 2.1,it turns out to be equal to�12a�1=2;0(A; AP (�)) + a(�)Res0MFa(�)(1)Res1�(A; AP (�); 0)= (� p�4 + a(�)MFa(�)(1))Res1�(A; AP (�); 0)= (� p�4 + a(�)MFa(�)(1))Res1�(A; (sgnA)P (�);�1)= (� p�4 + a(�)MFa(�)(1))res ((sgnA)P (�));using (2.31) in the last step.Proof of Theorem 3.5 We choose e� 2 C10 (�1; 1) with e� = 1 in a neighborhood ofsupp �, with � from (3.32). Then, for u 2 D0, one easily computes (writing e =  e�)�D� e u = �����(@x +A)��� e u (4.31)=: ��i�0T (�)� e u+ �����A��� e u+ v; (4.32)with v independent of �, hencedd� �D� e u = �����i(�0T 0(�)� 2�T 0(�)A)��� e uand trL2(S)[ dd� �D�e�t �D2� ] = itrL2(S)[(�0T 0(�)� 2�T 0(�)A)e�tD2� e ]: (4.33)We can argue as in the proof of Theorem 3.4 to replace e�tD2� by e�teD2� , i.e.itrL2(S)[(�0T 0(�)� 2�T 0(�)A)e�tD2� e ]�t!0+ itrL2(S)[(�0T 0(�)� 2�T 0(�)A)e�teD2� e ]: (4.34)Again as in the proof of Theorem 3.4, we obtain twice three terms from plugging thekernel (4.1) in (4.34).We start with itrL2(S)[�0T 0(�)e�teD2� ]= i Z 10 �0(x)trH [T 0(�)e�teD2�(x; x)]dx=: I(t) + II(t) + III(t): (4.35)We �nd I(t) = i(4�t)�1=2 Z 10 �0(x)dx trH[T 0(�)e�tA2]= �i(4�t)�1=2trH[T 0(�)e�tA2 ]: (4.36)



4. Proofs 31Since �0 is supported away from zero, it is easy to see thatII(t) �t!0+ III(t) �t!0+ 0: (4.37)The second contribution is�2itrL2(S)[�T 0(�)Ae�teD2� ]= �2i Z 10 �(x)trH [T 0(�)Ae�teD2�(x; x)]dx=: eI(t) + eII(t) + fIII(t): (4.38)We compute eI(t) = �2i(4�t)�1=2 Z 10 �(x)trH[T 0(�)Ae�tA2]dx = 0; (4.39)since  commutes with T 0(�) but anticommutes with A. Next we see thateII(t) = �2i(4�t)�1=2 Z 10 �(x)e�x2=t tr hT 0(�)A(I � 2P (�))e�tA2i dx�t!0+ i tr hT 0(�)AP (�)e�tA2i : (4.40)Finally, with d(�) = trker (jAj��)[T 0(�)AP (�)e�tA2];fIII(t) �t!0+ �2ia(�) X�2spec jAjnf0gd(�)pt� Z 10 e�2a(�)�ptz�t�2erfc(z)dz= �2ia(�) X�2spec jAjnf0gd(�)Fa(�)(pt�)= �a(�)� ZRew=c t�w=2�(A; T 0(�)AP (�);w � 1)MFa(�)(w)dw: (4.41)The existence of the asymptotic expansion hence follows from our assumptions,Lemma 3.3, and (4.36), (4.40), (4.41). Consequently, we obtain with (2.12a), (2.10),(2.31), and (2.20):a�1=2;1( �D�; dd� �D�) = �(4�)�1=2a0;1(A; iT 0(�)= 14p� res (iT 0(�));a�1=2;0( �D�; dd� �D�) = �(4�)�1=2a00(A; iT 0(�))+a�1=2;0(A; iT 0(�)AP (�))�2a(�)MFa(�)(1)Res1�(A; iT 0(�)AP (�); 0)= �(4�)�1=2a00(A; iT 0(�))+�p�2 � 2a(�)MFa(�)(1)�res (iT 0(�)(sgnA)P (�)):In view of (2.27) we reach the conclusion.
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