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Abstract

The cohomology groups of the Seifert manifolds are well known. In this article a method is given
to compute the cup products in the cohomology ring of any orientable Seifert manifold whose
associated orbit surface isS2, and for any coefficients. In particular theZ/2 cohomology ring is
completely determined. This is applied to determine the existence of degree 1 maps from the Seifert
manifold toRP 3, and to the Lusternik–Schnirelmann category. 2000 Elsevier Science B.V. All
rights reserved.
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1. Introduction

The ring structure of cohomology is a classical invariant associated with any CW-
complex and has many applications. For instance, ifM is a closed, orientable 3-manifold
then the homotopy classes of sections of the bundle of Lorentz metric tensors over the
(3+ 1)-dimensional space-time manifoldM ×R turns out to be isomorphic to[M,RP 3]
(cf. Shastri, Williams and Zvengrowski [28], Zvengrowski [32]), which is an Abelian group
that depends only onH 1(M;Z/2) and whether there exists a degree 1 mapM → RP 3

(typeM = 1) or not (typeM = 2). It is well known that typeM = 1 if and only if there is
an elementα ∈H 1(M;Z/2) with α3 6= 0 (cf. [28], Shastri and Zvengrowski [27]).
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Another application appears in a theorem by Bredon and Wood [1] which asserts
the equivalence between the existence of a non-zero cup cube inH 3(M;Z/2) and the
existence of an embedded, closed surface of odd Euler characteristic in the orientable 3-
manifoldM (cf. [10]). As an example, this equivalence is used in a theorem by Kirby
and Melvin [13] relating the existence of two spin structures with different mod 4 Rochlin
invariant and having one non-zero Witten–Reshetikhin–Turaev invariant. Furthermore, the
existence of a non-orientable surface in an orientable 3-manifold is closely related to the
existence of one-sided Heegaard splittings (cf. Rubinstein [23]). Other applications of the
existence of a non-zero cup cube include the calculation of the invariants of 3-manifolds
introduced by Murakami, Ohtsuki and Okada [17, §3], and in the construction of normal
bordisms fromM toRP 3 (cf. Taylor [31]).

The explicit calculation of the cup products is often quite complicated. There are several
methods available for determining the cup products ofH ∗(X;A) for any commutative
ring A. One such method, for a manifoldM , uses the intersection theory of chains and
Poincaré duality. On the other hand, to obtain the cup products from their definition
(cf. [29]), it is necessary to find a chain approximation to the diagonalM →M ×M .
This algebraic method will be used herein. The theory behind the construction of a chain
approximation to the diagonal is elementary (cf. Steenrod and Epstein [30, Chapter 5]),
but in practice the algebraic calculations involved can be daunting. One may well ask if
the construction of the diagonal approximation could be carried out on a computer. To
the best of the authors’ knowledge this is not feasible. This is because at each stage of the
construction there are infinitely many choices which must be correlated to produce a single
formula which is applicable in every case. On the other hand, a computer verification of
the diagonal formula, once constructed, may very well be possible.

If the fundamental group,Π , of an irreducible, orientable 3-manifoldM is infinite,
which is always the case apart from a few well known exceptions (cf. Orlik [19]), then
M is an Eilenberg–MacLane spaceK(Π,1) (cf. Epstein [8] or [20, Satz 5]). The fact that
M is an Eilenberg–MacLane space is crucial since it then follows from MacLane [15,
Theorem 11.5] thatH ∗(M;A)=H ∗(Π;A). Thus the computation of the cup products in
H ∗(M;A) can be transformed into a purely algebraic calculation in group cohomology,
so it is necessary to obtain a projectiveZΠ -resolution ofZ. One such resolution is the
equivariant chain complex, that is, the chain complex of the universal cover,M, ofM . This
method was developed by Reidemeister (cf. [22]) in order to classify lens spaces and to
calculate the Alexander polynomial in knot theory. The boundary maps are determined with
the help of the Fox calculus (cf. Fox [9], Burde and Zieschang [4]). A similar construction
has been used by Chevalley [5] in the theory of Lie groups.

In this paper the problem will be restricted to the case of the orientable Seifert manifolds
with orbit surfaceS2. The results that are described here have (apart from Theorem 1.4)
been announced in [2], and it is the purpose of this work to give full details of the methods
and proofs involved, as well as to lay the foundation for a forthcoming generalization
of these results to the cohomology ring of any orientable Seifert manifold withZ/p
coefficients (cf. [3]), for any primep (which will then solve the problem of the existence
of degree one maps onto any lens spaceL(p,q), by applying Theorem 2.1 [10]).
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The family of Seifert fibred 3-manifolds has been studied extensively since they were
first introduced by Seifert in 1932. Any such 3-manifold is the union of disjoint circles,
called fibres, in a particular way. The orbit space, obtained by identifying each fibre to a
point, is a surface called the orbit surface of the manifold. Seifert developed a complete set
of invariants that characterize this family up to fibre preserving homeomorphism. Aside
from some well known exceptions, they fall into the category of 3-manifolds which are
completely determined up to homeomorphism by their fundamental group. The basic
definition and properties of Seifert manifolds are discussed in Seifert’s original paper [25]
(which was translated into English by Heil and can be found in the Appendix of [26])
and in such works as Hempel [12], Montesinos [16], Orlik, Vogt and Zieschang [20], and
Scott [24].

The notationM = (O,o,0 | e : (a1, b1), . . . , (am, bm)) denotes an orientable Seifert
manifold with m singular fibres having invariants(a1, b1), . . . , (am, bm), Euler number
e and orbit surfaceS2. For eachi, (ai, bi) is a pair of relatively prime integers, withai > 2.
The fundamental group ofM is

Π = π1(M)=
〈
s1, . . . , sm,h | [sj , h], sajj hbj , for 16 j 6m, s1 . . . smh−e

〉
andR = ZΠ is the integral group ring ofΠ .

More specifically, the additive structure of the cohomology ring of the Seifert manifold
M = (O,o,0 | e : (a1, b1), . . . , (am, bm)) is well known and can be determined by first
calculating its homology by using a CW-decomposition (or by abelianizingΠ ) and then
applying Poincaré duality. Assume thata1, . . . , an are even andan+1, . . . , am are odd.

(i) If n > 0 thenH 1(M;Z/2)≈H 2(M;Z/2)≈ (Z/2)n−1.
(ii) If n= 0, letb1, . . . , bp ≡ 2 (mod 4), bp+1, . . . , br ≡ 0 (mod 4), andbr+1, . . . , bm ≡

1 (mod 2), then
(a) H 1(M;Z/2)≈ H 2(M;Z/2)= 0, if m− r + e≡ 1 (mod 2) and
(b) H 1(M;Z/2)≈ H 2(M;Z/2)≈ Z/2, if m− r + e≡ 0 (mod 2).

Our main results are described in the following three theorems (cf. Section 3).

Theorem 1.1. LetM be the Seifert manifold(O,o,0 | e : (a1, b1), . . . , (am, bm)) and let
δjk denote the Kronecker delta.

(i) If n > 0 (so a1, . . . , an are even andan+1, . . . , am are odd, as above), then there
are generatorsαi , βi , γ in dimensions1, 2, and 3, respectively, such that as a
vector spaceH ∗(M;Z/2) = Z/2{1, αi, βi , γ | 26 i 6 n}. For 26 j , k 6 n, the
cup products inH ∗(M;Z/2) are given by:

αj · αk =
(
a1

2

)
β1+ δjk

(
aj

2

)
βj and αj · βk = δjkγ ;

whereβ1= β2+ · · · + βn. Moreover, if26 i 6 n as well, then

αi · αj · αk =
(
a1

2

)
γ if i 6= j or j 6= k,

α3
i =

[(
a1

2

)
+
(
ai

2

)]
γ.
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(ii) If n= 0 andα denotes the generator ofH 1(M;Z/2) whenm− r + e ≡ 0 (mod 2)
then,

α3 6= 0 if and only if e− 2p+
m∑

j=r+1

ajbj ≡ 2 (mod 4).

Furthermore, ifα3= 0 thenα2= 0.

Theorem 1.2. With the above notation, ifn> 2, thentypeM = 1 exactly when(
ai

2

)
+
(
aj

2

)
≡ 1 (mod 2) for somei, j , 16 i, j 6 n.

If n= 1, thentypeM = 2. Finally, if n= 0, thentypeM = 1 if and only if

m− r + e≡ 0 (mod 2) and e− 2p+
m∑

j=r+1

ajbj ≡ 2 (mod 4).

Let catX denote the normalized Lusternik–Schnirelmann category of the spaceX, that
is, catX + 1 is the least number of open sets, each contractible inX, that coverX. The
Ganea conjecture for Lusternik–Schnirelmann category states that, form> 0,

cat
(
X× Sm)= cat(X)+ 1

(cf. [(3), §4]). This conjecture is resolved for Seifert manifolds in a number of different
cases.

Theorem 1.3. With the above notation, suppose that
(1) n> 2 and there exists

(
ai
2

) 6≡ (aj2 ) (mod 2) for some16 i, j 6 n, or
(2) n= 0,m− r + e≡ 0 (mod 2), ande− 2p+∑m

j=r+1ajbj ≡ 2 (mod 4).
ThencatM = 3 and furthermore for any integersn1, . . . , nk > 1,

cat
(
M × Sn1 × · · · × Snk )= catM + k = 3+ k.

In Section 2 we describe the equivariant chain complexC = C∗(M) (= C∗(M;Z)) for
the universal coverM of M , and state the “Diagonal Approximation Theorem” giving
the necessary chain approximation to the diagonal∆ :C → C ⊗ C. The calculation of
the cohomology ringH ∗(M;Z/2) and the application to type is made in Section 3.
In Remark 3.11 we show that the results on type, which follow from Theorem 1.2,
generalize the previous calculations on type given in [27,32]. The final application given in
Theorem 3.12, resolves the Ganea conjecture for the Seifert manifolds in numerous cases.
The construction of the equivariant chain complexC is carried out in Section 4. Finally,
Section 5 contains the details of the verification of the Diagonal Approximation Theorem.
The paper has been arranged so that all of the main results are contained in Sections 1,
2, and 3 (which can be read independently of the other sections), while Sections 4 and 5
contain the somewhat arduous technical details of our method.
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2. The equivariant chain complex and the diagonal approximation

The equivariant chains for the universal coverM of the Seifert manifoldM are the free
R-modules in dimensions 0,1,2,3 with generators (which are described completely in
Section 4)

(G0) 0: σ 0
0 , . . . , σ

0
m;

(G1) 1: σ 1
1 , . . . , σ

1
m;ρ1

0, . . . , ρ
1
m;η1

0, . . . , η
1
m;

(G2) 2: σ 2
1 , . . . , σ

2
m;ρ2

0, . . . , ρ
2
m;µ2

0, . . . ,µ
2
m; δ2;

(G3) 3: σ 3
0 , . . . , σ

3
m; δ3.

The definition of the boundary map,∂ , of the chain complexC requires the following
conventions and definitions in the group ringR. First of all, in addition to the list of
generators given in(G1), (G2) adopt the notationσ 1

0 = 0, σ 2
0 = 0. Next, letrj = s0s1 . . . sj ,

r−1 = 1 and observe thatrm = 1. Given relatively prime integersaj > 2, bj , choose
integerscj > 0, dj > 0 so that∣∣∣∣aj bj

cj dj

∣∣∣∣= 1

and lettj = scjj hdj . Thensj = t−bjj andh = tajj . Whenj = 0 seta0 = 1, b0 = e, so that
s0= h−e . Now define the Laurent polynomials

fl,j = 1+ tj + · · · + t l−1
j , l > 1; faj ,j = Fj =

t
aj
j − 1

tj − 1
,

gl,j = t−1
j + t−2

j + · · · + t−lj , l > 1; gbj ,j =Gj =
1− t−bjj

tj − 1
,

Pj = 1+ t−bjj + · · · + t−bj (cj−1)
j , Qj = 1+ tajj + · · · + t

aj (dj−1)
j .

In particular,

F0= 1 and G0= (1− h−e)/(h− 1).

The freeR-resolutionC is given by the exact sequence

C : 0→ C3(M)
∂3→C2(M)

∂2→ C1(M)
∂1→C0(M)

ε→ Z→ 0,

whereε(σ 0
j )= 1. The differentials are given by

(R1,1) ∂σ 1
j = σ 0

j − σ 0
0 , 16 j 6m;

(R1,2) ∂ρ1
j = (sj − 1)σ 0

j , 06 j 6m;
(R1,3) ∂η1

j = (h− 1)σ 0
j , 06 j 6m;
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(R2,1) ∂σ 2
j = η1

0− η1
j + (h− 1)σ 1

j , 16 j 6m;
(R2,2) ∂ρ2

j = (1− sj )η1
j + (h− 1)ρ1

j , 06 j 6m;
(R2,3) ∂δ2=

m∑
j=0

π1
j ,

whereπ1
j = rj−1

(
σ 1
j + ρ1

j

)− rjσ 1
j (which impliesπ1

0 = ρ1
0);

(R2,4) ∂µ2
j = Fj · ρ1

j +Gj · η1
j , 06 j 6m;

(R3,1) ∂σ 3
j = ρ2

j + (1− tj )µ2
j , 06 j 6m;

(R3,2) ∂δ3= (1− h)δ2−
m∑
j=0

π2
j ,

whereπ2
j =−rj−1

(
σ 2
j + ρ2

j

)+ rjσ 2
j (and this impliesπ2

0 =−ρ2
0).

Remark 2.1. Observe that (a)∂π1
j = (rj − rj−1)σ

0
0 , (b)∂π2

j = (rj − rj−1)η
1
0+ (1−h)π1

j .
The free resolutionC suffices to find the additive structure ofH ∗(M;A). However, to

find the ring structure (i.e., the cup products), makeC⊗C into aR-chain complex by setting
∂(x⊗y)= ∂x⊗y+ (−1)deg(x)x⊗∂y, and(nu+mv)(x⊗y)= n(ux⊗uy)+m(vx⊗vy)
form, n ∈ Z, u, v ∈Π , x, y ∈ C. Then seek a diagonal approximation∆ :C→ C⊗C, such
that

(a) ∆ is aR-chain map,
(b) ∆ preserves augmentation, i.e., there is a commutative diagram:

C ∆

ε

C ⊗ C
ε⊗ε

Z ≈ Z⊗Z
Such a diagonal map∆ exists by acyclic models (cf. [30, Chapter 5]), but it must be

found explicitly (it is not unique). Of course, by (a), it suffices to know∆ on the (free)
generators of the complexC.

Before stating the central result, we introduce the 1-chainτ1
j = Pjρ1

j + t
−bj cj
j Qjη

1
j .

Diagonal Approximation Theorem 2.2. A diagonal approximation of the equivariant
chain complex is defined on the generators of the chain complexC as follows:

∆
(
σ 0
j

)= σ 0
j ⊗ σ 0

j ; ∆(σ 1
j )= σ 1

j ⊗ σ 0
j + σ 0

0 ⊗ σ 1
j ;

∆
(
ρ1
j

)= sjσ 0
j ⊗ ρ1

j + ρ1
j ⊗ σ 0

j ; ∆(η1
j )= hσ 0

j ⊗ η1
j + η1

j ⊗ σ 0
j ;

∆
(
σ 2
j

)= hσ 0
0 ⊗ σ 2

j − hσ 1
j ⊗ η1

j + σ 2
j ⊗ σ 0

j + η1
0⊗ σ 1

j ;
∆
(
ρ2
j

)= ρ2
j ⊗ σ 0

j + sj η1
j ⊗ ρ1

j − hρ1
j ⊗ η1

j + hsj σ 0
j ⊗ ρ2

j ;
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∆
(
µ2
j

)= µ2
j ⊗ t−bjj σ 0

j + taj−bjj σ 0
j ⊗µ2

j

−
aj−1∑
k=0

k−1∑
l=−bj

tkj ρ
1
j ⊗ t lj τ1

j −
aj−1∑
l=0

aj−bj−1∑
k=l−bj

tkj τ
1
j ⊗ t lj ρ1

j

−
−1∑

k=1−bj

k−1∑
l=−bj

tkj η
1
j ⊗ t lj τ1

j +
−1∑

l=1−bj

aj+l−1∑
k=aj−bj

tkj τ
1
j ⊗ t lj η1

j

−Gj
aj−1∑
r=1

trj τ
1
j ⊗ fr,j τ1

j − Fj
bj∑
r=1

t−rj τ1
j ⊗ gr,j τ1

j ;

∆(δ2)= δ2⊗ s0σ 0
0 + rm−1σ

0
0 ⊗ δ2+ π1

m ⊗ π1
m + ρ1

0 ⊗ ρ1
0 + π1

m ⊗ ρ1
0

−
m−1∑
j=2

j−1∑
i=1

π1
j ⊗ π1

i +
m∑
j=1

rj σ
1
j ⊗ rj−1ρ

1
j −

m∑
j=1

π1
j ⊗ rj−1σ

1
j ;

∆
(
σ 3
j

)= σ 3
j ⊗ σ 0

j + taj−bjj σ 0
j ⊗ σ 3

j − tjµ2⊗ t−bjj τ1
j − taj−bjj τ1

j ⊗ tjµ2
j

+ tjµ2
j ⊗Gjτ1

j −µ2
j ⊗Gjτ1

j

− t−bjj Pjµ
2
j ⊗

(
ρ1
j +Gjτ1

j

)− tajj (ρ1
j +Gjτ1

j

)⊗ Pjµ2
j ;

∆(δ3)= δ3⊗ s0σ 0
0 + rm−1hσ

0
0 ⊗ δ3− hδ2⊗ s0η1

0

− rm−1η
1
0⊗ δ2− ρ2

0 ⊗ ρ1
0 + π2

m ⊗ π1
m

− hπ1
m ⊗ π2

m + π2
m⊗ ρ1

0 + hπ1
m⊗ ρ2

0 + hρ1
0 ⊗ ρ2

0

−
m−1∑
j=2

j−1∑
i=1

π2
j ⊗ π1

i +
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ π2

i

−
m∑
j=1

π2
j ⊗ rj−1σ

1
j −

m∑
j=1

hπ1
j ⊗ rj−1σ

2
j

−
m∑
j=1

rj σ
2
j ⊗ rj−1ρ

1
j +

m∑
j=1

rjhσ
1
j ⊗ rj−1ρ

2
j .

3. The cohomology ringH ∗(M;Z/2)

For the Seifert fibred manifoldM = (O,o,0 | e : (a1, b1), . . . , (am, bm)) with infi-
nite fundamental group, first assume thata1, . . . , an ≡ 0 (mod 2), 1 6 n 6 m, and
an+1, . . . , am ≡ 1 (mod 2) (this implies b1, c1, . . . , bn, cn ≡ 1 (mod 2)). The Z/2-
cohomology is determined by the cochain complex:

HomR(C0;Z/2) ∂
0→HomR(C1;Z/2) ∂

1→HomR(C2;Z/2) ∂
2→HomR(C3;Z/2),
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whereZ/2 is regarded as a trivial leftR-module. For any generatorα of Ci , let α̂ denote
the dual generator of HomR(Ci;Z/2); that is,α̂(α)= 1, α̂(β)= 0 for any other generator
β of Ci , for i = 0, . . . ,3. For the casen= 0, i.e., when allaj are odd, see Lemma 3.7.

Theorem 3.1. If M is an orientable Seifert fibred3-manifold with16 n 6 m as above,
then

Hi(M;Z/2)=

Z/2, i = 0,3,
(Z/2)n−1, i = 1,2,
0, i > 3.

Moreover, the generators are
1= [∑m

j=0 σ̂
0
j ], dimension0,

αj := [ρ̂1
j + ρ̂1

1], 26 j 6 n, dimension1,

βj := [µ̂2
j ] = [σ̂ 2

j ], 26 j 6 n, dimension2,

γ := [δ̂3] = [σ̂ 3
0 ] = · · · = [σ̂ 3

m], dimension3.

Proof. The mod 2 cohomology groups ofM can easily be computed by Poincaré duality
and the fact thatH1(M;Z)= (π1(M))ab. However, in order to compute the cohomology
ring structure, it is also necessary to determine the generators of the cohomology groups
and so the cohomology ofM must be computed directly.

Computation ofH 0. First of all observe that∂0σ̂ 0
0 =

∑m
j=1 σ̂

1
j and that∂0σ̂ 0

j = σ̂ 1
j . It

follows that∂0∑m
j=0 σ̂

0
j = ∂0σ̂ 0

0 + ∂0∑m
j=1 σ̂

0
j = 0 and hence ker∂0= 〈∑m

j=0 σ̂
0
j 〉. Thus

H 0(M;Z/2)= 〈∑m
j=0 σ̂

0
j 〉 = Z/2.

Computation ofH 1. A straightforward calculation reveals

∂1σ̂ 1
j = 0,

∂1η̂1
0 =

m∑
j=1

σ̂ 2
j + e · µ̂2

0, ∂1ρ̂1
0 = δ̂2+ µ̂2

0,

∂1η̂1
j =

{
σ̂ 2
j + µ̂2

j , 16 j 6 n,

σ̂ 2
j + bj µ̂2

j , n+ 16 j 6m,
∂1ρ̂1

j =
{
δ̂2, 16 j 6 n,
δ̂2+ µ̂2

j , n+ 16 j 6m.

(3.1)

Thus ker(∂1)= 〈σ̂ 1
i , ρ̂

1
j + ρ̂1

1 | 16 i 6m, 26 j 6 n〉 and since im(∂0)= 〈σ̂ 1
j | 16 j 6

m〉, it follows thatH 1(M;Z/2)= 〈αj := [ρ̂1
j + ρ̂1

1] | 26 j 6 n〉 = (Z/2)n−1.

Computation ofH 2. Since
∂2σ̂ 2

j = 0,

∂2ρ̂2
j = σ̂ 3

j + δ̂3,

∂2δ̂2= 0,
∂2µ̂2

j = 0,

(3.2)
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the 2-cocycles are generated byσ̂ 2
j , δ̂2, µ̂2

j . The relations in (3.1) imply that̂µ2
j ∼ σ̂ 2

j for

16 j 6 n, andδ̂2 ∼ µ̂2
0 ∼ µ̂2

n+1 ∼ · · · ∼ µ̂2
m. Since∂1ρ̂1

1 = δ̂2 for 16 j 6 n, δ̂2 ∼ µ̂2
0 ∼

µ̂2
n+1∼ · · · ∼ µ̂2

m ∼ 0. Furthermore,bj µ̂2
j + σ̂ 2

j ∼ 0 for n+ 16 j 6m, and hencêσ 2
j ∼ 0

for n+16 j 6m. This eliminates all but the elementsσ̂ 2
j , 16 j 6 n, from consideration.

Finally observe that
∑m
j=1 σ̂

2
j + e · 0∼

∑n
j=1 σ̂

2
j ∼ 0 is the only relation amongst these

elements. This shows that[σ̂ 2
1 ] =

∑n
j=2[σ̂ 2

j ]. Thus

H 2(M;Z/2)= 〈[σ̂ 2
j ] | 26 j 6 n

〉= 〈[µ̂2
j ] | 26 j 6 n

〉= (Z/2)n−1.

Defineβj := [σ̂ 2
j ] = [µ̂2

j ], 16 j 6 n, and observe thatβ1=∑n
j=2βj .

Computation ofH 3. It follows from (3.2) thatδ̂3 ∼ σ̂ 3
j . This means that[δ̂3] = [σ̂ 3

j ] for

16 j 6m, and henceH 3(M;Z/2)= 〈[δ̂3]〉 = 〈[σ̂ 3
j ]〉 = Z/2. Letγ denote the generator

of H 3(M;Z/2). 2
The goal now is to turn to the computation of the ring structure inH ∗(M;Z/2), that

is, to find the cup productsαj · αk , αj · βk . SinceH 1(M;Z/2)≈H 2(M;Z/2)= 0 when
n= 1, assume thatn> 2.

By definitionαj = [ρ̂1
j + ρ̂1

1]. It follows thatαj · αk = [(ρ̂1
j + ρ̂1

1) ^ (ρ̂1
k + ρ̂1

1)], where
for anyz ∈ C2:(

(ρ̂1
j + ρ̂1

1) ^ (ρ̂1
k + ρ̂1

1)
)
(z)=×((ρ̂1

j ⊗ ρ̂1
k + ρ̂1

j ⊗ ρ̂1
1 + ρ̂1

1 ⊗ ρ̂1
k + ρ̂1

1 ⊗ ρ̂1
1)(∆z)

)
and× :Z/2⊗Z/2→ Z/2 is the multiplication map. Then for someκ , κσi , κρi , κµi ∈ Z/2,

(
ρ̂1
j + ρ̂1

1

)
^
(
ρ̂1
k + ρ̂1

1

)= κδ̂2+
m∑
i=0

κσi σ̂
2
i +

m∑
i=0

κ
ρ
i ρ̂

2
i +

m∑
i=0

κ
µ
i µ̂

2
i

and the coefficientsκ , κσi , κρi , κµi are given by:

κ =×((ρ̂1
j ⊗ ρ̂1

k + ρ̂1
j ⊗ ρ̂1

1 + ρ̂1
1 ⊗ ρ̂1

k + ρ̂1
1 ⊗ ρ̂1

1)(∆δ
2)
)
,

κσi =×
(
(ρ̂1
j ⊗ ρ̂1

k + ρ̂1
j ⊗ ρ̂1

1 + ρ̂1
1 ⊗ ρ̂1

k + ρ̂1
1 ⊗ ρ̂1

1)(∆σ
2
i )
)
,

κ
ρ
i =×

(
(ρ̂1
j ⊗ ρ̂1

k + ρ̂1
j ⊗ ρ̂1

1 + ρ̂1
1 ⊗ ρ̂1

k + ρ̂1
1 ⊗ ρ̂1

1)(∆ρ
2
i )
)
,

κ
µ
i =×

(
(ρ̂1
j ⊗ ρ̂1

k + ρ̂1
j ⊗ ρ̂1

1 + ρ̂1
1 ⊗ ρ̂1

k + ρ̂1
1 ⊗ ρ̂1

1)(∆µ
2
i )
)
.

(3.3)

Next recall thatβk = [µ̂2
k] = [σ̂ 2

k ] and observe thatαj · βk = λγ , for someλ ∈ Z/2.
Moreover, sinceαj · βk = [(ρ̂1

j + ρ̂1
1) ^ µ̂2

k] = [ρ̂1
j ^ µ̂2

k + ρ̂1
1 ^ µ̂2

k] it follows that there

existζ , ζ σi ∈ Z/2 such thatρ̂1
j ^ µ̂2

k + ρ̂1
1 ^ µ̂2

k = ζ δ̂3+∑m
i=0 ζ

σ
i σ̂

3
i , where

ζ =×((ρ̂1
j ⊗ µ̂2

k + ρ̂1
1 ⊗ µ̂2

k)(∆δ
3)
)
,

ζ σi =×
(
(ρ̂1
j ⊗ µ̂2

k + ρ̂1
1 ⊗ µ̂2

k)(∆σ
3
i )
)
,

λ= ζ +
m∑
i=0

ζ σi .

(3.4)
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Lemma 3.2. Let δjk denote the Kronecker delta. Thenαj · αk =
(
a1
2

)
β1+ δjk

(aj
2

)
βj , for

26 j, k 6 n.

Proof. From the discussion above, it suffices to compute the coefficientsκ , κσi , κρi ,
κ
µ
i ∈ Z/2.
It is clear that the coefficients

κσi =×
(
(ρ̂1
j ⊗ ρ̂1

k + ρ̂1
j ⊗ ρ̂1

1 + ρ̂1
1 ⊗ ρ̂1

k + ρ̂1
1 ⊗ ρ̂1

1)(∆σ
2
i )
)
,

κ
ρ
i =×

(
(ρ̂1
j ⊗ ρ̂1

k + ρ̂1
j ⊗ ρ̂1

1 + ρ̂1
1 ⊗ ρ̂1

k + ρ̂1
1 ⊗ ρ̂1

1)(∆ρ
2
i )
)

are zero, since the expressions for∆σ 2
i and∆ρ2

i , given in the Diagonal Approximation
Theorem, do not involve any terms of the formρ1

j ⊗ ρ1
k , ρ1

j ⊗ ρ1
1, ρ1

1 ⊗ ρ1
k , or ρ1

1 ⊗ ρ1
1.

Furthermore, sinceδ2∼ 0∈H 2(M;Z/2), the coefficient,κ , of δ2 is immaterial.
Finally, considerκµl =×(ρ̂1

j ⊗ ρ̂1
k + ρ̂1

j ⊗ ρ̂1
1 + ρ̂1

1⊗ ρ̂1
k + ρ̂1

1⊗ ρ̂1
1)(∆µ

2
l ). Observe that

the only terms of∆µ2
l which contribute toκµi are of the formρ1

l ⊗ ρ1
l (for j = k = l) and

ρ1
1⊗ρ1

1 (for all j , k). To complete the calculation ofαj ·αk , it suffices to count the number
of terms of the formρ1

l ⊗ ρ1
l in ∆µ2

l for 16 j = k = l 6 n, modulo 2.
Thus, when 16 l 6 n, the number of terms of the formρ1

l ⊗ ρ1
l in ∆µ2

l is

al−1∑
i=0

i−1∑
j=−bl

(cl)+
al−1∑
j=0

al−bl−1∑
i=j−bl

(cl)+ bl
al−1∑
r=1

(rc2
l )+ al

bl∑
r=1

(rc2
l )

= cl
[
al−1∑
i=0

(i + bl)+
al−1∑
j=0

(al − j)+ blcl
(
al

2

)
+ alcl

(
bl + 1

2

)]
. (3.5)

Sincebl ≡ cl ≡ 1 (mod 2), andal ≡ 0 (mod 2) it follows that the expression in (3.5) is
equal to

cl

[(
al

2

)
+ albl + a2

l −
(
al

2

)
+ blcl

(
al

2

)
+ alcl

(
bl + 1

2

)]
≡
(
al

2

)
(mod 2). 2

Lemma 3.3. Let 26 j, k 6 n. Thenαj · βk = δjkγ .

Proof. Since∆δ3 does not involveµ2
i at all,ζ = 0 in either case.

Forj 6= k, it is clear thatζ σi = 0, since∆σ 3
i only involves cells with subscripti. Finally,

for j = k, the same reasoning implies thatζ σi = 0 for i 6= k, while

ζ σk =×
(
(ρ̂1
k ⊗ µ̂2

k)(∆σ
3
k )
)

=×((ρ̂1
k ⊗ µ̂2

k)
(
t
ak−bk
k τ1

k ⊗ tkµ2
k + takk (ρ1

k +Gkτ1
k )⊗Pkµ2

k

))
.

RecallingGk = t−1
k + · · · + t−bkk , τ1

k = Pkρ1
k + t−bkckQkη1

k with Pk = 1+ t−bkk + · · · +
t
−bk(ck−1)
k , and by also recalling thatbk, ck are both odd here, it follows that

ζ σk = ck · 1+ (1+ bkck) · ck = 1∈ Z/2. 2
Corollary 3.4. If i 6= j or j 6= k, 26 i, j, k 6 n, thenαi · αj · αk =

(
a1
2

)
γ .
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The seemingly exceptional role of the invarianta1 is due to the choice of the generators
{αi | 26 i 6 n} made in Theorem 3.1.

Corollary 3.5. If 26 k 6 n, then

α3
k =

{
0,

(
a1
2

)+ (ak2 )≡ 0 (mod 2),

γ,
(
a1
2

)+ (ak2 )≡ 1 (mod 2).

This corollary can be rewritten in a more perspicacious form. Observe that
(
a1
2

)+ (ak2 )≡
1 (mod 2) for somek, 26 k 6 n, if and only if the set{(ai2) | 16 i 6 n} contains two
numbers of opposite parity. The next theorem follows from this observation.

Theorem 3.6. One hasα3
k = γ for somek, 26 k 6 n, if and only if(

ai

2

)
+
(
aj

2

)
≡ 1 (mod 2), for somei, j , 16 i, j 6 n.

This concludes the casen > 0 (i.e., when at least oneaj is even).

Lemma 3.7. Suppose thatai ≡ 1 (mod 2) for all i = 1, . . . ,m, b1, . . . , bp ≡ 2 (mod 4),
bp+1, . . . , br ≡ 0 (mod 4), br+1, . . . , bm ≡ 1 (mod 2), and sets =m− r.

(1) If s + e≡ 1 (mod 2) thenH 1(M;Z/2)=H 2(M;Z/2)= 0.
(2) If s + e≡ 0 (mod 2), thenH 1(M;Z/2)=H 2(M;Z/2)= Z/2.

Furthermore, ifα is the generator ofH 1(M;Z/2), thenα3 6= 0 if and only if

e− 2p+
m∑

j=r+1

ajbj ≡ 2 (mod 4).

Proof. This relatively simple case can be settled using [27, Theorem 2.3]. To apply this
theorem it is necessary to computeH1(M;Z/2) andH1(M;Z/4). Abelianizingπ1(M)

modulo 2 to obtainH1(M;Z/2) gives the abelian group generated byh, s1, . . . , sm with
relations

m∑
j=1

sj = eh, s1= · · · = sr = 0, sr+1= · · · = sm = h.

It follows that (m − r)h = eh, or (m − r − e)h = (s − e)h = 0. In cases − e ≡
1 (mod 2), this impliesh = 0 and consequentlyH1(M;Z/2) = 0, which completes (1)
(using Poincaré duality), while ifs − e ≡ 0 (mod 2) one obtainsH1(M;Z/2) = Z/2
(generated byα = [h] = [sr+1] = · · · = [sm]), which similarly completes (2) as far as the
additive structure is concerned.

To determine the multiplicative structure, assuming (2) henceforth, inH ∗(M;Z/2) it
suffices to know whether or notα3= 0. Using [27], and the universal coefficient theorem,
we see from the above thatH1(M;Z/4) is eitherZ/4 orZ/2, corresponding respectively to
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α3= 0,α3 6= 0. As in the above computation ofH1(M;Z/2), it is found thatH1(M;Z/4)
is generated by the same classes with relations

m∑
j=1

sj = eh, s1= · · · = sp = 2h, sp+1= · · · = sr = 0,

aj sj + bjh= 0, for r + 16 j 6m.

Sincea2
j ≡ 1 (mod 4), one obtainssj =−ajbjh and hence

0= eh−
m∑
j=1

sj = eh− 2ph+
(

m∑
j=r+1

ajbj

)
h=Ah,

whereA= e − 2p +∑m
j=r+1ajbj . ThusH1(M;Z/4)= Z/4 whenA≡ 0 (mod 4), and

H1(M;Z/4) = Z/2 whenA ≡ 2 (mod 4), completing the proof for the multiplicative
structure (A cannot be odd since only case (2) is under consideration).2
Remark 3.8. In Lemma 3.7(2), it is apparent that in factα2 = 0 when e − 2p +∑m
j=r+1 ajbj ≡ 0 (mod 4), sinceα2 = Sq1α, which is just the Bockstein homomorphism

applied toα.

Returning to the question of determining the type ofM , recall thatM has type 1 if and
only if there existsα ∈H ∗(M;Z/2) with α3 6= 0, and otherwise has type 2. Thus, the type
of M can now be calculated from Theorem 3.6, whenn > 1, or from Lemma 3.7 when
n= 0. The following theorem is immediate.

Theorem 3.9. If a1, . . . , an are even,26 n 6 m, thentype(M) = 1 exactly when
(
ai
2

) +(aj
2

)≡ 1 (mod 2) for somei, j, 16 i, j 6 n. If exactly oneai is even, thentype(M)= 2.
Finally, if all the ai are odd, then using the notation of Lemma3.7, type(M) = 1 if and
only ifm− r + e≡ 0 (mod 2) ande− 2p+∑m

j=r+1ajbj ≡ 2 (mod 4).

Remark 3.10. For i = 1, . . . , k let M i be from the class of Seifert manifolds under
consideration. Suppose thatM is the connected sumM1# · · ·#Mk . The type ofM can
be determined by Theorem 3.9 and [27, Corollary 2.5] which states that type(M) =
min{type(M1), . . . , type(Mk)}.

Remark 3.11. Given a1, . . . , an ≡ 0 (mod 2), suppose thata1, . . . , ar ≡ 0 (mod 4) and
ar+1, . . . , an ≡ 2 (mod 4). Theorem 2.3 [27] states that if there are an odd number ofZ/2’s
in the cyclic decomposition ofH1(M;Z) thenM has type 1. This result can be compared
to Theorem 3.9 by computingH1(M;Z/4) from the chain complexC⊗Z/4, whereZ/4 is
considered as the trivialR-module. The following cases cover all possibilities (the details
are omitted).

(1) r > 1: in this case [27, Theorem 2.3] shows thatM has type 1 ifn − r is odd,
whereas Theorem 3.9 shows thatM has type 1 ifn− r > 1,
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(2) r = 0,n odd: here [27, Theorem 2.3] gives no conclusion, while Theorem 3.9 shows
thatM has type 2,

(3) r = 0, n> 2 even: both theorems show that the type ofM is 2,
(4) n= 0: in this final case, both theorems can be used to determine the type ofM and

the results agree.
This demonstrates that Theorem 3.9 not only agrees with all previous results but
generalizes these results as well.

There is a final application of the preceding results to Lusternik–Schnirelmann category
and the Ganea conjecture. This will be stated here, but for complete details see [3].

Theorem 3.12.With the above notation, suppose that
(1) n> 2 and there exists

(
ai
2

) 6≡ (aj2 ) (mod 2) for some16 i, j 6 n, or
(2) n= 0,m− r + e≡ 0 (mod 2), ande− 2p+∑m

j=r+1ajbj ≡ 2 (mod 4).
ThencatM = 3 and furthermore for any integersn1, . . . , nk > 1,

cat(M × Sn1 × · · · × Snk )= catM + k = 3+ k.

Although the proof of Theorem 3.12 is not given here the hypotheses of the theorem are
equivalent to the existence of a non-trivial 3-fold cup product of one-dimensional classes
in H 1(M;Z/2). The result follows from this fact.

4. The equivariant chain complex of a Seifert manifold

We will start with an introduction to the theory of equivariant chain complexes (which
were called ‘Homotopieketten’ by Reidemeister [22]).

4.1. The general theory of equivariant chain complexes

LetW be a CW-complex,π :W →W a regular covering with automorphism groupG
(cf. Spanier [28]). Then there is a regular CW-structure onW such that

(i) every open cell ofW is mapped bijectively to a cell ofW , and
(ii) to any two cellsσk1 , σ

k
2 ⊂W which are mapped to the same cellσ k ⊂W there is a

uniquely determined elementg ∈G such thatg(σ k1 )= σk2 .
The CW-structure onW (cf. Dubrovin, Fomenko, and Novikov [7, Chapter 1, §11])

is obtained by first lifting the 0-cells ofW , then the 1-cells, etc., toW . This is possible
because the closed cells are continuous images of the contractible disksDk .

For g ∈G and ak-cell τ k ∈W defineg · τ k := g(τ k). This is aG-action on the cells
of W , and is free by (ii) above. Define the augmentationε :ZG→ Z by

∑
g ngg 7→

(
∑
g ngg)

ε =∑g ng . Let R denote the group ringZG. TheG-action on the cells ofW

induces anR-action on thek-chainsCk(W). The elements{σk | σ k ∈W } form anR-basis
of Ck(W) and henceCk(W) is free as anR-module.

To complete the description of the augmentedR-complex

C : · · ·→ Ck+1(W)
∂k+1→ Ck(W)

∂k→ ·· · ∂1→ C0(W)
ε→ Z→ 0,
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it remains to describe the boundary maps∂k. Since these areR-maps and sinceCk(W) is a
freeR-module, it suffices to define∂(e · τ k), for eachk-cell τ k ofW , k > 1 (heree denotes
the identity element ofG). As a slight abuse of notation, writeτ k for e · τ k . SinceW is
a regular CW-complex, its boundary is determined (cf. [6, Chapter 2]) by an incidence
function[τ k : σk−1], for eachk-cell τ k and each(k − 1)-cell σk−1, satisfying:

(1) [τ k : σk−1] = 0 if τ̄ k ∩ σk−1= ∅,
(2) [τ k : σk−1] = ±1 if σk−1⊂ τ̄ k ,
(3) setDk(τ k)=∑[τ k : σk−1]σk−1, thenDk−1Dk(τ

k)= 0, for all k andτ k.
(Note that the sum in (3) is necessarily finite and that the conditions given in (1), (2) exhaust
all possibilities for ak-cell τ k and a(k − 1)-cell σk−1.) It is then possible to choose an
orientation on the cells ofW so that the boundary map of the complex equalsDk , thus
∂k =Dk .

The formulae for∂1 are self evident because the boundary of a 1-cell inW is just the
initial and final point of a path lifted from a closed path inW . Since the boundary of any
2-cellτ2 represents a relation inG, the Fox (or free) calculus can be used to determine∂2.
Its use is described in more detail in Section 4.3. In general, fork > 3, ∂k is determined by
properties (1)–(3) above.

The coveringπ :W →W will henceforth be assumed to be the universal cover. Sinceπ

is regularG= π1(W ). In the next two sections these techniques will be applied to the case
whereW =M . SinceM is a 3-manifold, it follows thatCk(M)= Ck(M)= 0 for k > 3.

4.2. TheCW-structure of the Seifert manifolds

Before describing the CW-structure of the Seifert manifold itself, we consider the CW-
structure of a twisted solid torus. To deal with a Seifert fibration it is necessary to have a
CW-structure which uses a “twisted” meridian and longitude. So first letV := D2 × S1.
Letµ1∗ = ∂D2× {1} andλ1∗ = {1} × S1 be the respective standard meridian and longitude
of ∂V . Now let ρ1∗, η1∗ be a pair of simple closed curves on∂V which cut the torus into
a disk with base pointσ 0= ρ1∗ ∩ η1∗ = µ1∗ ∩ λ1∗. Then, for suitable integersa, b, c, d with
ad − bc=±1, there are homologies

µ1∗ ∼ aρ1∗ + bη1∗, λ1∗ ∼ cρ1∗ + dη1∗ on∂V .

Assume thatad − bc = 1, then there exists a mapϕ :D2→ V such thatϕ|
D̊ 2 is an

embedding of the interior of the disk into̊V . Furthermore,ϕ(∂D2)⊂ ρ1∗ ∪η1∗ and the cycle
ϕ|(∂D2) ∼ aρ1∗ + bη1∗ on ∂V . This defines a 2-cellµ2 := Im(ϕ)⊂ V and the complement

V̊ \ µ2 is an open 3-cell, denoted byσ 3. Thus, the solid torusV has the following CW-
structure:

σ 0= ρ1∗ ∩ η1∗; ρ1= ρ1∗ \ σ 0, η1= η1∗ \ σ 0;
ρ2= ∂V \ (ρ1∗ ∪ η1∗), µ2; σ 3.

In this construction the mappingϕ|∂D2 : ∂D2→ ∂V of the boundary of the disk is not
unique. By deformingϕ over the 2-cell of∂V and within the graphρ1∗ ∪ η1∗, it is clear that
any two choices of the mapϕ are homotopic on∂V .
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Next consider an orientable Seifert manifoldM having orbit surfaceS2. Such a manifold
is characterized by the Seifert invariants:M = (O,o,0 | e : (a1, b1), . . . , (am, bm)) (cf.
Seifert [24]). The manifold will be decomposed intom+ 1 solid toriV 1, . . . ,V m,V 0 and

its central partM ′ ∼= B(m + 1) × S1, whereB(m + 1) = S2 \ (D2
0 ∪ · · · ∪D2

m), is the
closure of the sphere minusm + 1 disks. The solid toriV j , for 16 j 6 m, are regular
neighborhoods (cf. [12, p. 7]) of them exceptional fibres with characteristic numbers
(aj , bj ) andV 0 is a regular neighborhood of a normal fibre with characteristic numbers
(1, e). Now,B(m+ 1) has the following cell structure: on thej th boundary component
there is a 0-cellσ 0

j and the 1-cellρ1
j , for j = 0,1, . . . ,m. Furthermore there arem 1-cells

σ 1
j from σ 0

0 to σ 0
j , 16 j 6 m, and an open 2-cellδ2 obtained from the sphereS2 by

removing the closed disks bounded by the 1-cellsρ1
j along with the 1-cells given by the

pathsσ 1
j . The attaching map forδ2 is given by

(ρ1
0) ·

(
σ 1

1ρ
1
1(σ

1
1)
−1) · · · · · (σ 1

mρ
1
m(σ

1
m)
−1).

MoreoverM ′ has(m + 1) 1-cells η1
j and 2-cellsρ2

j , for 06 j 6 m, on the boundary

components∂V j . The 1-cellsη1
j correspond to the twisted longitudeη1∗j (defined above) of

∂V j with the 0-cellσ 0
j deleted, while the 2-cells are defined to beρ2

j := ∂V j \ (ρ1∗j ∪η1∗j )
and have attaching maps given by:

(η1
j ) · (ρ1

j ) · (η1
j )
−1 · (ρ1

j )
−1

In addition there arem ‘interior’ 2-cellsσ 2
j : that sit over the 1-cellsσ 1

j with attaching maps

(η1
0) ·

(
σ 1
j (η

1
j )
−1(σ 1

j )
−1).

Finally, there is a 3-cellδ3 which sits overδ2 in M ′, defined byδ3 := δ2× η1
0.

Now each of the solid toriV j , j = 0, . . . ,m, has the CW-structure described above and
is compatible with the cell structure ofM ′. This completely describes the CW-structure of
the Seifert manifoldM .

4.3. The boundary map

Having established the CW-structure ofM in Section 4.2, the boundary maps∂1, ∂2 ∂3

in C = C∗(M) can now be determined. The formulae(R1,1), (R1,2), and(R1,3) (which are
stated in Section 2) giving∂1 are obvious consequences of the respective facts thatσ 1

j is a

path inM from the base pointσ 0
0 to σ 0

j , while ρ1
j represents the elementsj ∈Π andη1

j

represents the generic fibreh ∈Π (based atσ 0
j ).

The Fox calculus is used to derive the formulae given in(R2,1)–(R2,4) for ∂2. This
procedure will now be outlined. Consider the general situation of the covering space
W

π→ W described in Section 4.1, and for the time being suppose thatW has a single
0-celle0. Also suppose that a finite presentation ofG := π(W , e0) is specified. Then each
1-cell σ 1

i represents a generatorxi ∈ G and the boundary of each 2-cellτ2
j represents
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a wordωj in the presentation ofG. Given any suchτ2
j , suppose thatx1, . . . , xk are the

elements ofG which correspond to the elements occurring inωj . Then

(F1) ∂τ2
j =

k∑
i=1

∂ωj

∂xi
σ 1
i ,

where ∂ωj/∂xi denotes the Fox derivative of the wordωj . The Fox derivatives are
characterized by the following formulae:

(F2)
∂xj

∂xi
= δi,j , ∂(uv)

∂x
= ∂u
∂x
+ u∂v

∂x
.

It follows from these two formulae that:

(F3)
∂xn

∂x
= 1+ x + · · · + xn−1= x

n − 1

x − 1
,

∂x−n

∂x
=−(x−1+ · · · + x−n)= x

−n − 1

x − 1
, n > 0.

This method can be generalized to the case whereW may have several 0-cells,e0
i , and

where some of theσ 1
i may be paths rather than loops (thus, in this case,xi ∈ G(W ), the

fundamental groupoid ofW ). When the union of the proper paths (i.e., the non-loops) in
W is a tree, as is the case for the CW-structure ofM , these paths can simply be identified
with e ∈ π1(W ) when computing the Fox derivatives. (For related references see Lustig,
Thiele, and Zieschang [14], Nielsen [18], Osborne and Zieschang [21].)

To apply this toM , let σ 1
j , the path fromσ 0

0 to σ 0
j , for all 1 6 j 6 m, represent

qj ∈ G(M). These are the only proper paths among the 1-cells ofM and their union is
a tree. Lethj denote the element ofG(M) corresponding toη1

j . Now, when calculating the

Fox derivatives, identifyqj with e in π1(M,σ
0
0) (as mentioned above) andhj with h. The

formulae given in(R2,1), (R2,2) and(R2,3) follow immediately from the above procedure
applied to the words inG(M) represented by the boundaries ofσ 2

j , ρ
2
j andδ2 (respectively

h0qjh
−1
j q−1

j , hj sj h
−1
j s−1

j , s0q1s1q
−1
1 q2s2q

−1
2 . . . qmsmq

−1
m ).

For example, to obtain the expression for∂2σ
2
j given in (R2,1), let ω = h0qjh

−1
j q−1

j .
The basic formulae of Fox calculus (F2), (F3) show that:

∂ω

∂qj
= h0− h0qjh

−1
j q−1

j ,
∂ω

∂h0
= 1,

∂ω

∂hj
=−h0qjh

−1
j ,

which reduce to:

∂ω

∂qj
= h− 1,

∂ω

∂h0
= 1,

∂ω

∂hj
=−1,

in Π = π1(M,σ
0
0). The expression

(R2,1) ∂σ 2
j = (h− 1)σ 1

j + η1
0− η1

j

now follows directly from Eq. (F1). (Recall thatqj , h0, hj are represented by the respective
1-cellsσ 1

j , η1
0, η1

j in M .) The derivation of(R2,2) and(R2,3) are similar and are omitted.
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To obtain(R2,4), start with the cellµ̂2
j representing the remaining relations

aj
j h

bj and
apply the formulae given in (F1)–(F3), to obtain

∂(µ̂2
j )=

sa − 1

s − 1
ρ1
j + sa

hb − 1

h− 1
η1
j =

t−ab − 1

t−b − 1
ρ1
j + t−ab

tab − 1

ta − 1
η1
j ,

where the subscriptj is now dropped fromsj , tj , aj andbj . A more convenient choice for
this generator (with a simpler boundary) is given byµ2

j = µ̂2
j + xρ2

j , for a suitable choice

of x ∈ R. In factx ∈ Z[t, t−1] ⊂R (that is,x is a Laurent polynomial int) and is specified
in the following lemma.

Lemma 4.1. For relatively prime integersa, b,

x := 1

1− t −
t−ab − 1

(ta − 1)(t−b − 1)
∈ Z[t, t−1].

Proof. First of all rewritex in the following manner:

x = 1

1− t −
1− tab

t(a−1)b(ta − 1)(1− tb) =
1

1− t −
1+ tb + t2b + · · · + t(a−1)b

t(a−1)b(ta − 1)

= p(t)

t(a−1)b(ta − 1)

where

p(t) := t(a−1)b+1+ t(a−1)b+2+ · · · + t(a−1)(b+1)− (1+ tb + t2b + · · · + t(a−1)b)
= t (a−1)b+1(1+ t + t2+ · · · + ta−1)− (1+ tb + t2b + · · · + t(a−1)b).

To complete the proof of the lemma, it suffices to show thatp(t) is divisible byta − 1, as
polynomials inZ[t]. Considerp(t) andta − 1 as polynomials inC[t]. Clearly,p(1)= 0.
For anyath root of unityω ∈ C, ω 6= 1, recall that 1+ ω + ω2 + · · · + ωa−1 = 0. Also,
sincea, b are relatively prime,ωb is anotherath root of unity withωb 6= 1. It is then clear
thatp(ω) = 0. Thus,p(t) is divisible by all t − ω, for all ath roots of unity (including
ω= 1), whence(ta − 1)|p(t) in C[t]. But ta − 1 is monic andp(t) ∈ Z[t], so the quotient
must in fact be inZ[t]. 2

Now takex as given in Lemma 4.1 andµ2
j = µ̂2

j + xρ2
j . Then∂2µ

2
j = ∂2µ̂

2
j + x∂2ρ

2
j

and a straightforward calculation gives the expression in(R2,4).
Finally, consider the 3-cellsσ 3

j , δ3, which are somewhat analogous to the 2-cellsµ2
j

andδ2. To verify that the formulae(R3,1) and(R3,2) are correct, one need only check (cf.
Section 4.1), say forσ 3

j , that the geometric boundary of∂σ 3
j is contained inρ2

j andµ2
j , that

∂2∂3σ
3
j = 0, and that the coefficients in the formula for∂3σ

3
j are±1. The first condition

is clear from Section 4.2, the second is an easy calculation, and the third is obvious since
(R3,1)may be written∂3σ

3
j = 1 · ρ2

j + 1 ·µ2
j + (−1) · tjµ2

j . The proof for(R3,2) is similar.
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5. Proof of the Diagonal Approximation Theorem

This section contains the details of the verification of the fact that∂∆=∆∂ , for∆ given
in the Diagonal Approximation Theorem 2.2. This will complete the proof.

There are several routine cases to be considered first. Before proceeding, recall that
the boundary of the tensor product of two complexes is given by:∂(x ⊗ y) = ∂x ⊗ y +
(−1)px ⊗ ∂y if p = dim(x).

The diagonal onσ 0
j . Clearly∂(∆σ 0

j )= 0=∆(∂σ 0
j ), and(ε⊗ ε)(∆σ 0

j )= 1= ε(σ 0
j ).

The diagonal onσ 1
j . Observe that

∂
(
σ 1
j ⊗ σ 0

j + σ 0
0 ⊗ σ 1

j

)
= σ 0

j ⊗ σ 0
j − σ 0

0 ⊗ σ 0
j + σ 0

0 ⊗ σ 0
j − σ 0

0 ⊗ σ 0
0

= σ 0
j ⊗ σ 0

j − σ 0
0 ⊗ σ 0

0 =∆
(
σ 0
j − σ 0

0

)=∆(∂σ 1
j

)
.

Thus, taking∆σ 1
j = σ 1

j ⊗ σ 0
j + σ 0

0 ⊗ σ 1
j (as in Theorem 2.2), we have∂(∆σ 1

j )=∆(∂σ 1
j )

as required. The same reasoning applies toρ1
j , η1

j , σ
2
j andρ2

j . The routine verifications of
these cases is omitted.

The rest of the proof is divided into two parts. In (A) the verification is done forµ2
j , σ

3
j ,

and in (B) forδ2 andδ3. The proofs given in parts (A) and (B) are simple in principle, as
in the above cases they involve nothing more than showing that∂∆=∆∂ , i.e., that∆ is a
chain map. However these calculations are combinatorially complex.

Part A.µ2
j andσ 3

j

The diagonal onµ2
j . Herea, b are relatively prime positive integers and

∣∣a
c
b
d

∣∣= 1 (the

subscriptj is dropped uniformly throughout Part A. Using the formulae for∆ρ1, ∆η1 it
follows that

∆(∂µ2)= F∆ρ1+G∆η1

= F(t−bσ 0⊗ ρ1+ ρ1⊗ σ 0)+G(taσ 0⊗ η1+ η1⊗ σ 0). (5.1)

Thus

∆(∂µ2)=
a−1∑
j=0

tj−bσ 0⊗ tj ρ1

︸ ︷︷ ︸
(5)

+
a−1∑
i=0

t iρ1⊗ t iσ 0

︸ ︷︷ ︸
(3)

+
−1∑

j=1−b
ta+j σ 0⊗ tj η1

︸ ︷︷ ︸
(2)

+ ta−bσ 0⊗ t−bη1︸ ︷︷ ︸
(4)

+
−1∑

i=1−b
tiη1⊗ t iσ 0

︸ ︷︷ ︸
(6)

+ t−bη1⊗ t−bσ 0︸ ︷︷ ︸
(1)

. (5.2)

It remains to show that∂(∆µ2) equals the expression in (5.2) above.
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First recall (from Section 2) thatτ1= Pρ1+ t−bcQη1, and notice that∂τ1= (t −1)σ 0.
Also observe that there is the following telescoping series (this identity is used frequently
but not mentioned):

∂

(
v∑
k=u

tkτ1

)
= (tv+1− tu)σ 0. (5.3)

It follows from (5.3) that

∂(fj τ
1)= (tj − 1)σ 0, ∂(gj τ

1)= (1− t−j )σ 0.

Also notice that∂ρ1 = (t−b − 1)σ 0, ∂η1= (ta − 1)σ 0. For clarity each term in (5.2) and
in the following expression (5.4) is labeled, such that the corresponding terms in the two
expressions receive the same label.

∂(∆µ2)

=
(
a−1∑
i=0

t iρ1

)
⊗ t−bσ 0

︸ ︷︷ ︸
(c4)

+
( −1∑
i=1−b

tiη1

)
⊗ t−bσ 0

︸ ︷︷ ︸
(c1)

+ t−bη1⊗ t−bσ 0︸ ︷︷ ︸
(1)

+ ta−bσ 0⊗
(
a−1∑
i=0

t iρ1

)
︸ ︷︷ ︸

(c3)

+ ta−bσ 0⊗
( −1∑
j=1−b

tiη1

)
︸ ︷︷ ︸

(c2)

+ ta−bσ 0⊗ t−bη1︸ ︷︷ ︸
(4)

+
a−1∑
i=0

i−1∑
j=−b

(ti − t i−b)σ 0⊗ tj τ1

︸ ︷︷ ︸
(A)

+
a−1∑
i=0

t iρ1⊗ t iσ 0

︸ ︷︷ ︸
(3)

−
a−1∑
i=0

t iρ1⊗ t−bσ 0

︸ ︷︷ ︸
(c4)

−
a−1∑
j=0

(
ta−bσ 0⊗ tj ρ1︸ ︷︷ ︸

(c3)

− tj−bσ 0⊗ tj ρ1︸ ︷︷ ︸
(5)

)+ a−1∑
j=0

a−b−1∑
i=j−b

tiτ1⊗ (tj−b − tj )σ 0

︸ ︷︷ ︸
(B)

+
−1∑

i=1−b

i−1∑
j=−b

(ti − ta+i )σ 0⊗ tj τ1

︸ ︷︷ ︸
(A′)

+
−1∑

i=1−b

(
t iη⊗ t iσ 0︸ ︷︷ ︸

(6)

− t iη⊗ t−bσ 0︸ ︷︷ ︸
(c1)

)

+
−1∑

j=1−b

(
ta+j σ 0⊗ tj η1︸ ︷︷ ︸

(2)

− ta−bσ 0⊗ tj η1︸ ︷︷ ︸
(c2)

)

+
−1∑

j=1−b

a+j−1∑
i=a−b

tiτ1⊗ (tj − ta+j )σ 0

︸ ︷︷ ︸
(B ′)
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+ G
(
a−1∑
j=1

(tj − tj+1)σ 0⊗ fj τ1

)
︸ ︷︷ ︸

(X)

+G
(
a−1∑
j=1

tj τ1⊗ (tj − 1)σ 0

)
︸ ︷︷ ︸

(Y )

+ F
(

b∑
j=1

(t−j − t1−j )σ 0⊗ gj τ1

)
︸ ︷︷ ︸

(X′)

+F
(

b∑
j=1

t−j τ1⊗ (1− t−j )σ 0

)
︸ ︷︷ ︸

(Y ′)

, (5.4)

where two terms that are underscored with the same “c” cancel each other. By comparing
terms in expressions (5.2) and (5.4) it follows that the proof can be completed by showing
that

A+A′ +X+X′ = 0, B +B ′ + Y + Y ′ = 0. (5.5)

For this it will suffice to establish the following identities.

A+A′ =G(taσ 0⊗Fτ1)− F(t−bσ 0⊗Gτ1)=−(X+X′), (5.6)

B +B ′ =G(Fτ1⊗ σ 0)− F(Gτ1⊗ σ 0)=−(Y + Y ′). (5.7)

Since

X+X′ =G
(
a−1∑
j=1

(tj − tj+1)σ 0⊗ fj τ1

)
+ F

(
b∑
j=1

(t−j − t1−j )σ 0⊗ gj τ1

)
,

where
a−1∑
j=1

(tj − tj+1)σ 0⊗ fj τ1

=
a−1∑
j=1

tj σ 0⊗
j−1∑
i=0

t iτ1−
a∑
j=2

tj σ 0⊗
j−2∑
i=0

t iτ1

= t1σ 0⊗ τ1+
a−1∑
j=2

tj σ 0⊗
(
j−1∑
i=0

t iτ1−
j−2∑
i=0

t iτ1

)
− taσ 0⊗

a−2∑
i=0

t iτ1

=
a−1∑
j=1

tj σ 0⊗ tj−1τ1− taσ 0⊗
a−2∑
i=0

t iτ1

=
a−2∑
j=0

tj (tσ 0⊗ τ1)+ ta−1(tσ 0⊗ τ1)− taσ 0⊗
a−1∑
i=0

t iτ1

= F(tσ 0⊗ τ1)− taσ 0⊗Fτ1

and
b∑
j=1

(t−j − t1−j )σ 0⊗
−1∑
k=−j

tkτ1

=
b∑
j=1

t−j σ 0⊗
−1∑
k=−j

tkτ1−
b−1∑
j=0

t−j σ 0⊗
−1∑

k=−(j+1)

tkτ1
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=
b−1∑
j=1

t−j σ 0⊗
( −1∑
k=−j

tkτ1−
−1∑

k=−(j+1)

tkτ1

)

+ t−bσ 0⊗
−1∑
k=−b

tkτ1− σ 0⊗ t−1τ1

=−
b−1∑
j=1

t−j σ 0⊗ t−j−1τ1− σ 0⊗ t−1τ1+ t−bσ 0⊗Gτ1

=−G(tσ ⊗ τ1)+ t−bσ 0⊗Gτ1,

it follows that

X+X′ =G[F(tσ 0⊗ τ1)− taσ 0⊗Fτ1]+ F [−G(tσ 0⊗ τ1)+ t−bσ 0⊗Gτ1]
= FG(tσ 0⊗ τ1)−G(taσ 0⊗Fτ1)− FG(tσ 0⊗ τ1)+ F(t−bσ 0⊗Gτ1)

=−G(taσ 0⊗Fτ1)+ F(t−bσ 0⊗Gτ1),

as required. A somewhat more straightforward calculation yields

Y + Y ′ =G
(
a−1∑
j=0

(tj τ1⊗ tj σ 0− tj τ1⊗ σ 0)

)

+ F
(

b∑
j=1

(t−j τ1⊗ σ 0− t−j τ1⊗ t−j σ 0)

)
=G(F(τ1⊗ σ 0)− Fτ1⊗ σ 0)+ F (Gτ1⊗ σ 0−G(τ1⊗ σ 0)

)
=GF(τ1⊗ σ 0)−G(Fτ1⊗ σ 0)− FG(τ1⊗ σ 0)+ F(Gτ1⊗ σ 0)

=−G(Fτ1⊗ σ 0)+ F(Gτ1⊗ σ 0),

as required.
It remains to show thatA+A′, B +B ′ are as given in (5.6), (5.7). ForA+A′, first note

that expandingG(taσ 0⊗ Fτ1)− F(t−bσ 0⊗Gτ1) gives

a−1∑
k=0

−1∑
l=−b

(ta+lσ 0⊗ tk+l τ1− t−b+kσ 0⊗ tk+lτ1).

The fact thatA+A′ equals this expression is immediate from the following identity where
u(i, j) can be any elements of an Abelian group, defined fori, j ∈ Z.

a−1∑
i=0

i−1∑
j=−b

[
u(i, j)− u(i − b, j)]+ −1∑

i=1−b

i−1∑
j=−b

[
u(i, j)− u(a + i, j)]

=
a−1∑
k=0

−1∑
l=−b

[
u(a + l, k + l)− u(−b+ k, k + l)], (5.8)

where of course for our purpose we substituteu(i, j)= t iσ 0⊗ tj τ1. The proof of (5.7) for
B +B ′ is quite similar, and is based on the identity:
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a−1∑
j=0

a−b−1∑
i=j−b

[
u(i, j − b)− u(i, j)]+ −1∑

j=1−b

a+j−1∑
i=a−b

[
u(i, j)− u(i, a + j)]

=
a−1∑
k=0

−1∑
l=−b

[
u(k + l, l)− u(k + l, k)], (5.9)

where in this caseu(i, j)= t iτ1⊗ tj σ 0.
Identities (5.8) and (5.9) (as well as (5.10) below) can all be established by first

converting all summands tou(i, j), then making suitable cancellations in the double
summations. The proof for (5.8) is now indicated, the others are quite similar and can
safely be omitted. First, the left hand side of (5.8) is equal to(

a−1∑
i=0

i−1∑
j=−b
−
a−b−1∑
i=−b

i+b−1∑
j=−b

+
−1∑

i=1−b

i−1∑
j=−b
−

a−1∑
i=1+a−b

i−a−1∑
j=−b

)
u(i, j).

Combining the first and fourth sums, the second and third, and also omittingu(i, j)

henceforth, one obtains

a−b∑
i=0

i−1∑
j=−b
+

a−1∑
i=a+1−b

(
i−1∑
j=−b
−
i−a−1∑
j=−b

)

−
−b∑
i=−b

−1∑
j=−b
−
−1∑

i=1−b

(
i+b−1∑
j=−b

−
i−1∑
j=−b

)
−
a−b−1∑
i=0

i+b−1∑
j=−b

=
a−b∑
i=0

i−1∑
j=−b
+

a−1∑
i=a+1−b

i−1∑
j=i−a

−
−b∑
i=−b

−1∑
j=−b
−
−1∑

i=1−b

i+b−1∑
j=i
−
a−b−1∑
i=0

i+b−1∑
j=−b

=
a−b−1∑
i=0

i−1∑
j=−b
+

a−1∑
i=a−b

i−1∑
j=i−a

−
−1∑
i=−b

i+b−1∑
j=i
−
a−b−1∑
i=0

i+b−1∑
j=−b

=
a−1∑
i=a−b

i−1∑
j=i−a

−
−1∑
i=−b

i+b−1∑
j=i
−
a−b−1∑
i=0

i+b−1∑
j=i
=

a−1∑
i=a−b

i−1∑
j=i−a

−
a−b−1∑
i=−b

i+b−1∑
j=i

.

This last expression is precisely the right hand side of (5.8) when converted to the
summandu(i, j).

The diagonal onσ 3
j .

Lemma 5.1.
(a) Fτ1− η1= ∂[(1+ t−b + · · · + t−b(c−1))µ2] = ∂(Pµ2),
(b) Gτ1+ ρ1= ∂[t−bc(1+ ta + · · · + ta(d−1))µ2] = ∂(t−bcQµ2).

Proof. Use the formula

PG+ 1= F t−bcQ
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which follows from the fact that on the left-hand side there appear with coefficient 1 all
powers oft betweent−bc and t0, and thatFQ consists of all powers fromt0 to tad−1.
Therefore

∂(Pµ2)= P(Fρ1+Gη1)= FPρ1+ (PG+ 1)η1− η1

= FPρ1+ F t−bcQη1− η1= Fτ1− η1

and

∂(t−bcQµ2)= t−bcQ(Fρ1+Gη1)= t−bcQFη1+ t−bcQFρ1

= t−bcQGη1+ (PG+ 1)ρ1

=G(Pρ1+ t−bcQη1)+ ρ1=Gτ1+ ρ1. 2
The rest of the proof is divided into two steps. The first part, given in the next lemma, is

a simplification of the expression for∆(∂σ 3). Once this is carried out, the formula for∆σ 3

is quite easy to verify. It will first be useful to have another identity for double summations
over Abelian groups similar to (5.8) and (5.9) (and given without proof).

a−1∑
i=1

i−1∑
j=0

[
u(i, j)− u(i − b, j − b)]+ b∑

i=1

i∑
j=1

[
u(a − i, a − j)− u(−i,−j)]

=
b∑
i=1

a−1∑
j=0

[
u(a − i, j)− u(j − b,−i)]. (5.10)

Lemma 5.2.

∆(∂σ 3)= ρ2⊗ σ 0︸ ︷︷ ︸
(1)

+ t−bη1⊗ ρ1︸ ︷︷ ︸
(2)

− taρ1⊗ η1︸ ︷︷ ︸
(3)

+ ta−bσ 0⊗ ρ2︸ ︷︷ ︸
(4)

+µ2⊗ t−bσ 0︸ ︷︷ ︸
(5)

+ ta−bσ 0⊗µ2︸ ︷︷ ︸
(6)

− tµ2⊗ t1−bσ 0︸ ︷︷ ︸
(7)

− t1+a−bσ 0⊗ tµ2︸ ︷︷ ︸
(8)

−ρ1⊗Gτ1︸ ︷︷ ︸
(9)

+ taρ1⊗ Fτ1︸ ︷︷ ︸
(10)

+ taρ1⊗Gτ1︸ ︷︷ ︸
(11)

− t−bFτ1⊗ ρ1︸ ︷︷ ︸
(12)

+η1⊗Gτ1︸ ︷︷ ︸
(13)

− taGτ1⊗ η1︸ ︷︷ ︸
(14)

+ taGτ1⊗ Fτ1︸ ︷︷ ︸
(15)

− t−bFτ1⊗Gτ1︸ ︷︷ ︸
(16)

− t (Fρ1+Gη1)⊗ t−bτ1︸ ︷︷ ︸
(17)

+ ta−bτ1⊗ t (Fρ1+Gη1)︸ ︷︷ ︸
(18)

.

Proof. From the calculation of∆ onρ2 andµ2, it follows that

∆∂σ 3=∆ρ2+∆µ2− t∆µ2

= ρ2⊗ σ 0+ sη1⊗ ρ1− hρ1⊗ η1+ hsσ 0⊗ ρ2+µ2⊗ t−bσ 0

+ ta−bσ 0⊗µ2− tµ2⊗ t−b+1σ 0− ta−b+1σ 0⊗ tµ2
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+
a−1∑
i=0

i−1∑
j=−b

(− t iρ1⊗ tj τ1+ t i+1ρ1⊗ tj+1τ1)
+
a−1∑
j=0

a−b−1∑
i=j−b

(− t iτ1⊗ tj ρ1+ t i+1τ1⊗ tj+1ρ1)
+
−1∑

i=1−b

i−1∑
j=−b

(− t iη1⊗ tj τ1+ t i+1η1⊗ tj+1τ1)
+

−1∑
j=1−b

a−1+j∑
i=a−b

(
t iτ1⊗ tj η1− t i+1τ1⊗ tj+1η1)

−G
a−1∑
i=1

(
t iτ1⊗ fiτ1− t i+1τ1⊗ tfiτ1)

− F
b∑
i=1

(
t−i τ1⊗ giτ1− t−i+1τ1⊗ tgiτ1).

To simplify this observe that the four double sums “telescope” and reduce to nine single
sums, while the second to last sum simplifies by writingt iτ1⊗ fiτ1− t i+1τ1⊗ tfiτ1 =
(1− t)(t i τ1⊗ fiτ1) and using the fact that−G(1− t)= 1− t−b . A similar remark holds
for the last sum, sinceta − 1= F(t − 1). Thus

∆(∂σ 3)= ρ2⊗ σ 0+ t−bη1⊗ ρ1− taρ1⊗ η1

+ ta−bσ 0⊗ ρ2+µ2⊗ t−bσ 0+ ta−bσ 0⊗µ2

− tµ2⊗ t−b+1σ 0− ta−b+1σ 0⊗ tµ2−
−1∑
j=−b

ρ1⊗ tj τ1

−
a−1∑
i=1

t iρ1⊗ t−bτ1+
a−1∑

j=−b+1

taρ1⊗ tj τ1−
a−b−1∑
i=−b

tiτ1⊗ ρ1

+
a∑
j=1

ta−bτ1⊗ tj ρ1−
−1∑

i=1−b
tiη1⊗ t−bτ1+

−1∑
j=1−b

η1⊗ tj τ1

+
−1∑

j=1−b
ta−bτ1⊗ tj η1−

a−1∑
i=a−b+1

t iτ1⊗ η1

+ (1− t−b)
a−1∑
i=1

t iτ1⊗ fiτ1+ (ta − 1)
b∑
i=1

t−i τ1⊗ giτ1

= ρ2⊗ σ 0+ t−bη1⊗ ρ1− taρ1⊗ η1

+ ta−bσ 0⊗ ρ2+µ2⊗ t−bσ 0+ ta−bσ 0⊗µ2

− tµ2⊗ t−b+1σ 0− ta−b+1σ 0⊗ tµ2− ρ1⊗Gτ1− (F − 1)ρ1⊗ t−bτ1
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+ taρ1⊗ (F +G− t−b)τ1− t−bFτ1⊗ ρ1+ ta−bτ1⊗ tFρ1

− (G− t−b)η1⊗ t−bτ1+ η1⊗ (G− t−b)τ1+ ta−bτ1⊗ (G− t−b)η1

− ta(G− t−b)τ1⊗ η1+ taGτ1⊗ Fτ1− t−bFτ1⊗Gτ1,

where the final two terms of the second last expression simplify to the final two terms of
the last expression by substitutingfi =∑i−1

j=0 t
j , gi =∑i

j=1 t
−j , and then using (5.10).

The last expression now quickly simplifies to that given in the lemma by grouping
(1) −(F − 1)ρ1⊗ t−bτ1+ taρ1⊗ (−t−bτ1)=−tFρ1⊗ t−bτ1,
(2) −(G− t−b)η1⊗ t−bτ1+ η1⊗ (−t−bτ1)=−tGη1⊗ t−bτ1, and
(3) ta−bτ1⊗ (G− t−b)η1+ ta−bτ1⊗ η1= ta−bτ1⊗ tGη1. 2
It is now easy to prove the formula for∆σ 3. Indeed, it follows from Lemma 5.1 that

∂(∆σ 3)= ρ2⊗ σ 0︸ ︷︷ ︸
(1)

+µ2⊗ σ 0− tµ2⊗ σ 0

+ ta−bσ 0⊗ ρ2︸ ︷︷ ︸
(4)

+ ta−bσ 0⊗µ2︸ ︷︷ ︸
(6)

−ta−bσ 0⊗ tµ2

− t (Fρ1+Gη1)⊗ t−bτ1︸ ︷︷ ︸
(17)

− tµ2⊗ t1−bσ 0︸ ︷︷ ︸
(7)

+tµ2⊗ t−bσ 0

− t1+a−bσ 0⊗ tµ2︸ ︷︷ ︸
(8)

+ta−bσ 0⊗ tµ2

+ ta−bτ1⊗ t (Fρ1+Gη1)︸ ︷︷ ︸
(18)

+ taρ1⊗Gτ1︸ ︷︷ ︸
(11)

−ρ1⊗Gτ1︸ ︷︷ ︸
(9)

+ η1⊗Gτ1︸ ︷︷ ︸
(13)

−t−bη1⊗Gτ1+ tµ2⊗ (σ 0− t−bσ 0)

−µ2⊗ σ 0+µ2⊗ t−bσ 0︸ ︷︷ ︸
(5)

− t−bFτ1⊗ ρ1︸ ︷︷ ︸
(12)

− t−bFτ1⊗Gτ1︸ ︷︷ ︸
(16)

+ t−bη1⊗ ρ1︸ ︷︷ ︸
(2)

+t−bη1⊗Gτ1

+ taρ1⊗ Fτ1︸ ︷︷ ︸
(10)

+ taGτ1⊗ Fτ1︸ ︷︷ ︸
(15)

− taρ1⊗ η1︸ ︷︷ ︸
(3)

− taGτ1⊗ η1︸ ︷︷ ︸
(14)

which matches exactly with the result in Lemma 5.2 apart from the extra terms which
cancel in (five) pairs.

Part B.δ2 andδ3

Throughout this section recall the following notation introduced in Section 2;σ 1
0 = σ 2

0 =
0, r0= s0, r−1= 1.
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Lemma 5.3. Letu(j, i) be any elements of an Abelian group, defined fori, j ∈ Z. Then

m−1∑
j=2

j−1∑
i=1

[
u(j, i)− u(j − 1, i)

]= m−1∑
j=1

[
u(m− 1, j)− u(j, j)].

Proof.

m−1∑
j=2

j−1∑
i=1

[
u(j, i)− u(j − 1, i)

]
=
m−1∑
j=1

j−1∑
i=1

[
u(j, i)− u(j − 1, i)

]
=
m−1∑
j=1

j−1∑
i=1

u(j, i)−
m−2∑
j=1

j∑
i=1

u(j, i)

=
m−2∑
i=1

u(m− 1, i)+
m−2∑
j=1

(
j−1∑
i=1

u(j, i)−
j∑
i=1

u(j, i)

)

=
m−2∑
j=1

[
u(m− 1, j)− u(j, j)]= m−1∑

j=1

[
u(m− 1, j)− u(j, j)]. 2

The next corollary follows from this lemma and Remark 2.1. It will be used to compute
∂(∆δ2) and∂(∆δ3).

Corollary 5.4.

(a) ∂

(
m−1∑
j=2

j−1∑
i=1

π1
j ⊗ π1

i

)

=
m−1∑
j=1

rm−1σ
0
0 ⊗ π1

j −
m−1∑
j=1

rjσ
0
0 ⊗ π1

j +
m−1∑
j=1

π1
j ⊗ s0σ 0

0 −
m−1∑
j=1

π1
j ⊗ rj−1σ

0
0 ,

(b) ∂

(
m−1∑
j=2

j−1∑
i=1

π2
j ⊗ π1

i

)

=−
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ π1

i +
m−1∑
j=2

j−1∑
i=1

π1
j ⊗ π1

i +
m−1∑
j=1

rm−1η
1
0⊗ π1

j

−
m−1∑
j=1

rjη
1
0⊗ π1

j −
m−1∑
j=1

π2
j ⊗ s0σ 0

0 +
m−1∑
j=1

π2
j ⊗ rj−1σ

0
0 ,
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(c) ∂

(
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ π2

i

)

=
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ hπ1

i −
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ π1

i +
m−1∑
j=1

rm−1hσ
0
0 ⊗ π2

j

−
m−1∑
j=1

rjhσ
0
0 ⊗ π2

j −
m−1∑
j=1

hπ1
j ⊗ rj−1η

1
0+

m−1∑
j=1

hπ1
j ⊗ s0η1

0.

Finally, take note of the following two formulae which will be used to simplify the
computations of both∆(∂δ2) and ∆(∂δ3). These formulae follow directly from the
definitions ofπ1

j , π2
j in Section 2 and the formulae for∆(σ tj ), ∆(ρ

t
j ), t = 1,2, given

in Theorem 2.2.

∆π1
j = π1

j ⊗ rj−1σ
0
j + rj−1σ

0
0 ⊗ rj−1σ

1
j + rj σ 1

j ⊗ (rj−1− rj )σ 0
j − rjσ 0

0 ⊗ rjσ 1
j

+ rj σ 0
j ⊗ rj−1ρ

1
j ,

∆π2
j = π2

j ⊗ rj−1σ
0
j + hπ1

j ⊗ rj−1η
1
j − rjη1

j ⊗ rj−1ρ
1
j − rj hσ 0

j ⊗ rj−1ρ
2
j

− rj−1hσ
0
0 ⊗ rj−1σ

2
j − rjσ 2

j ⊗ rj−1σ
0
j

− rj−1η
1
0⊗ rj−1σ

1
j + rj hσ 0

0 ⊗ rj σ 2
j

+ rj σ 2
j ⊗ rj σ 0

j + rjη1
0⊗ rjσ 1

j + rj hσ 1
j ⊗ rj−1η

1
j − rj hσ 1

j ⊗ rj η1
j . (5.11)

The diagonal onδ2. Since∂δ2=∑m
j=0π

1
j , it follows from (5.11) that

∆(∂δ2)=
m∑
j=0

π1
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(A)

+
m∑
j=0

rj−1σ
0
0 ⊗ rj−1σ

1
j︸ ︷︷ ︸

(B)

+
m∑
j=0

rj σ
1
j ⊗ (rj−1− rj )σ 0

j︸ ︷︷ ︸
(C)

−
m∑
j=0

rjσ
0
0 ⊗ rj σ 1

j︸ ︷︷ ︸
(D)

+
m∑
j=0

rj σ
0
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(E)

. (5.12)

The expression for∆δ2 in Theorem 2.2 and Corollary 5.4(a) now give

∂(∆δ2)=
m∑
j=0

π1
j ⊗ s0σ 0

0︸ ︷︷ ︸
(c1)

+ rm−1σ
0
0 ⊗

m∑
j=0

π1
j︸ ︷︷ ︸

(c2)

+ σ 0
0 ⊗ π1

m︸ ︷︷ ︸
(s3)

− rm−1σ
0
0 ⊗ π1

m︸ ︷︷ ︸
(c4)

−π1
m⊗ σ 0

0︸ ︷︷ ︸
(c5)

+ π1
m⊗ rm−1σ

0
0︸ ︷︷ ︸

(c6)

+ s0σ 0
0 ⊗ ρ1

0︸ ︷︷ ︸
(s7)

−σ 0
0 ⊗ ρ1

0︸ ︷︷ ︸
(c8)
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− ρ1
0 ⊗ s0σ 0

0︸ ︷︷ ︸
(c9)

+ρ1
0 ⊗ σ 0

0︸ ︷︷ ︸
(s10)

+σ 0
0 ⊗ ρ1

0︸ ︷︷ ︸
(c8)

− rm−1σ
0
0 ⊗ ρ1

0︸ ︷︷ ︸
(c11)

− π1
m⊗ s0σ 0

0︸ ︷︷ ︸
(c12)

+π1
m⊗ σ 0

0︸ ︷︷ ︸
(c5)

−
m−1∑
j=1

rm−1σ
0
0 ⊗ π1

j︸ ︷︷ ︸
(c13)

+
m−1∑
j=1

rjσ
0
0 ⊗ π1

j︸ ︷︷ ︸
(s14)

−
m−1∑
j=1

π1
j ⊗ s0σ 0

0︸ ︷︷ ︸
(c15)

+
m−1∑
j=1

π1
j ⊗ rj−1σ

0
0︸ ︷︷ ︸

(c16)

+
m∑
j=1

rjσ
0
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(s17)

−
m∑
j=1

rjσ
0
0 ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(s18)

−
m∑
j=1

rj σ
1
j ⊗ rj σ 0

j︸ ︷︷ ︸
(s19)

+
m∑
j=1

rjσ
1
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(s20)

−
m∑
j=1

rjσ
0
0 ⊗ rj−1σ

1
j︸ ︷︷ ︸

(s21)

+
m∑
j=1

rj−1σ
0
0 ⊗ rj−1σ

1
j︸ ︷︷ ︸

(s22)

+
m∑
j=1

π1
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(s23)

−
m∑
j=1

π1
j ⊗ rj−1σ

0
0︸ ︷︷ ︸

(c24)

. (5.13)

As a first step in the verification that (5.12) equals (5.13), observe that the terms in the
expression (5.13) labelled c5 and c8 cancel in two pairs. Furthermore, a direct calculation
shows that the following expressions from (5.13), displayed in (5.14), equal 0.

c1+ c9+ c15+ c12= 0,
(5.14)

c2+ c4+ c11+ c13= 0, c6+ c16+ c24= 0.

Finally, observe that the sum of the remaining terms of the expression given in (5.13) is
equal to the expression for∆(∂δ2), given in (5.12), as indicated below in display (5.15).

A= s10+ s23, B = s22, C = s20+ s19,

D = s3+ s14+ s18+ s21, E = s7+ s17.
(5.15)

The diagonal onδ3. Since

∂δ3= (1− h)δ2−
m∑
j=0

π2
j

it follows from the expression for∆π2
j in (5.11) that
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∆(∂δ3)= δ2⊗ s0σ 0
0︸ ︷︷ ︸

(A)

+ rm−1σ
0
0 ⊗ δ2︸ ︷︷ ︸
(B)

+π1
m⊗ π1

m︸ ︷︷ ︸
(C)

+ρ1
0 ⊗ ρ1

0︸ ︷︷ ︸
(D)

+π1
m⊗ ρ1

0︸ ︷︷ ︸
(E)

− hδ2⊗ s0hσ 0
0︸ ︷︷ ︸

(F )

− rm−1hσ
0
0 ⊗ hδ2︸ ︷︷ ︸
(G)

− hπ1
m ⊗ hπ1

m︸ ︷︷ ︸
(H)

−hρ1
0 ⊗ hρ1

0︸ ︷︷ ︸
(I )

−hπ1
m⊗ hρ1

0︸ ︷︷ ︸
(J )

−
m−1∑
j=2

j−1∑
i=1

π1
j ⊗ π1

i︸ ︷︷ ︸
(K)

+
m∑
j=1

riσ
1
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(L)

−
m∑
j=1

π1
j ⊗ rj−1σ

1
j︸ ︷︷ ︸

(M)

+
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ hπ1

i︸ ︷︷ ︸
(N)

−
m∑
j=1

rjhσ
1
j ⊗ rj−1hρ

1
j︸ ︷︷ ︸

(O)

+
m∑
j=1

hπ1
j ⊗ rj−1hσ

1
j︸ ︷︷ ︸

(P )

−
m∑
j=0

π2
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(Q)

−
m∑
j=0

hπ1
j ⊗ rj−1η

1
j︸ ︷︷ ︸

(R)

+
m∑
j=0

rjη
1
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(S)

+
m∑
j=0

rjhσ
0
j ⊗ rj−1ρ

2
j︸ ︷︷ ︸

(T )

+
m∑
j=0

rj−1hσ
0
0 ⊗ rj−1σ

2
j︸ ︷︷ ︸

(U)

+
m∑
j=0

rjσ
2
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(V )

+
m∑
j=0

rj−1η
1
0⊗ rj−1σ

1
j︸ ︷︷ ︸

(W)

−
m∑
j=0

rj hσ
0
0 ⊗ rjσ 2

j︸ ︷︷ ︸
(X)

−
m∑
j=0

rjσ
2
j ⊗ rj σ 0

j︸ ︷︷ ︸
(Y )

−
m∑
j=0

rj η
1
0⊗ rjσ 1

j︸ ︷︷ ︸
(Z)

−
m∑
j=0

rjhσ
1
j ⊗ rj−1η

1
j︸ ︷︷ ︸

(A′)

+
m∑
j=0

rjhσ
1
j ⊗ rj η1

j︸ ︷︷ ︸
(B ′)

. (5.16)
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The expression for∆δ3 in Theorem 2.2 and Corollary 5.4(b), (c) now give

∂(∆δ3)= δ2⊗ s0σ 0
0︸ ︷︷ ︸

(s1)

−hδ2⊗ s0σ 0
0︸ ︷︷ ︸

(c2)

−
m∑
j=0

π2
j ⊗ s0σ 0

0︸ ︷︷ ︸
(c3)

+ rm−1hσ
0
0 ⊗ δ2︸ ︷︷ ︸

(c4)

− rm−1hσ
0
0 ⊗ hδ2︸ ︷︷ ︸

(s5)

− rm−1hσ
0
0 ⊗

m∑
j=0

π2
j︸ ︷︷ ︸

(c6)

−
m∑
j=0

hπ1
j ⊗ s0η1

0︸ ︷︷ ︸
(c7)

− hδ2⊗ s0hσ 0
0︸ ︷︷ ︸

(s8)

+hδ2⊗ s0σ 0
0︸ ︷︷ ︸

(c2)

− rm−1hσ
0
0 ⊗ δ2︸ ︷︷ ︸

(c4)

+ rm−1σ
0
0 ⊗ δ2︸ ︷︷ ︸

(s9)

+ rm−1η
1
0⊗

m∑
j=0

π1
j︸ ︷︷ ︸

(c10)

− η1
0⊗ ρ1

0︸ ︷︷ ︸
(c11)

+ s0η1
0⊗ ρ1

0︸ ︷︷ ︸
(s12)

−hρ1
0 ⊗ ρ1

0︸ ︷︷ ︸
(c13)

+ρ1
0 ⊗ ρ1

0︸ ︷︷ ︸
(s14)

− ρ2
0 ⊗ s0σ 0

0︸ ︷︷ ︸
(c15)

+ρ2
0 ⊗ σ 0

0︸ ︷︷ ︸
(s16)

+η1
0⊗ π1

m︸ ︷︷ ︸
(s17)

− rm−1η
1
0⊗ π1

m︸ ︷︷ ︸
(c18)

− hπ1
m ⊗ π1

m︸ ︷︷ ︸
(c19)

+π1
m⊗ π1

m︸ ︷︷ ︸
(s20)

+π2
m⊗ σ 0

0︸ ︷︷ ︸
(c21)

− π2
m⊗ rm−1σ

0
0︸ ︷︷ ︸

(c22)

−hσ 0
0 ⊗ π2

m︸ ︷︷ ︸
(s23)

+hrm−1σ
0
0 ⊗ π2

m︸ ︷︷ ︸
(c24)

+ hπ1
m ⊗ η1

0︸ ︷︷ ︸
(c25)

−hπ1
m⊗ rm−1η

1
0︸ ︷︷ ︸

(c26)

−hπ1
m⊗ hπ1

m︸ ︷︷ ︸
(s27)

+ hπ1
m ⊗ π1

m︸ ︷︷ ︸
(c19)

+η1
0⊗ ρ1

0︸ ︷︷ ︸
(c11)

− rm−1η
1
0⊗ ρ1

0︸ ︷︷ ︸
(c28)

−hπ1
m⊗ ρ1

0︸ ︷︷ ︸
(c29)

+ π1
m⊗ ρ1

0︸ ︷︷ ︸
(s30)

+π2
m⊗ s0σ 0

0︸ ︷︷ ︸
(c31)

−π2
m⊗ σ 0

0︸ ︷︷ ︸
(c21)

+ hσ 0
0 ⊗ ρ2

0︸ ︷︷ ︸
(c32)

−hrm−1σ
0
0 ⊗ ρ2

0︸ ︷︷ ︸
(c33)

−hπ1
m⊗ η1

0︸ ︷︷ ︸
(c25)

+ hπ1
m ⊗ s0η1

0︸ ︷︷ ︸
(c34)

−hπ1
m⊗ hρ1

0︸ ︷︷ ︸
(s35)

+hπ1
m⊗ ρ1

0︸ ︷︷ ︸
(c29)
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+ s0hσ 0
0 ⊗ ρ2

0︸ ︷︷ ︸
(s36)

−hσ 0
0 ⊗ ρ2

0︸ ︷︷ ︸
(c32)

−hρ1
0 ⊗ η1

0︸ ︷︷ ︸
(s37)

+hρ1
0 ⊗ s0η1

0︸ ︷︷ ︸
(c38)

− hρ1
0 ⊗ hρ1

0︸ ︷︷ ︸
(s39)

+hρ1
0 ⊗ ρ1

0︸ ︷︷ ︸
(c13)

+
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ π1

i︸ ︷︷ ︸
(c40)

−
m−1∑
j=2

j−1∑
i=1

π1
j ⊗ π1

i︸ ︷︷ ︸
(s41)

−
m−1∑
j=1

rm−1η
1
0⊗ π1

j︸ ︷︷ ︸
(c42)

+
m−1∑
j=1

rj η
1
0⊗ π1

j︸ ︷︷ ︸
(s43)

+
m−1∑
j=1

π2
j ⊗ s0σ 0

0︸ ︷︷ ︸
(c44)

−
m−1∑
j=1

π2
j ⊗ rj−1σ

0
0︸ ︷︷ ︸

(c45)

+
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ hπ1

i︸ ︷︷ ︸
(s46)

−
m−1∑
j=2

j−1∑
i=1

hπ1
j ⊗ π1

i︸ ︷︷ ︸
(c40)

+
m−1∑
j=1

rm−1hσ
0
0 ⊗ π2

j︸ ︷︷ ︸
(c47)

−
m−1∑
j=1

rjhσ
0
0 ⊗ π2

j︸ ︷︷ ︸
(s48)

−
m−1∑
j=1

hπ1
j ⊗ rj−1η

1
0︸ ︷︷ ︸

(c49)

+
m−1∑
j=1

hπ1
j ⊗ s0η1

0︸ ︷︷ ︸
(c50)

−
m∑
j=1

rjη
1
0⊗ rj−1σ

1
j︸ ︷︷ ︸

(s51)

+
m∑
j=1

rj−1η
1
0⊗ rj−1σ

1
j︸ ︷︷ ︸

(s52)

+
m∑
j=1

hπ1
j ⊗ rj−1σ

1
j︸ ︷︷ ︸

(c53)

−
m∑
j=1

π1
j ⊗ rj−1σ

1
j︸ ︷︷ ︸

(s54)

−
m∑
j=1

π2
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(s55)

+
m∑
j=1

π2
j ⊗ rj−1σ

0
0︸ ︷︷ ︸

(c56)

−
m∑
j=1

rjhσ
0
0 ⊗ rj−1σ

2
j︸ ︷︷ ︸

(s57)

+
m∑
j=1

rj−1hσ
0
0 ⊗ rj−1σ

2
j︸ ︷︷ ︸

(s58)

+
m∑
j=1

hπ1
j ⊗ rj−1η

1
0︸ ︷︷ ︸

(c59)

−
m∑
j=1

hπ1
j ⊗ rj−1η

1
j︸ ︷︷ ︸

(s60)

+
m∑
j=1

hπ1
j ⊗ hrj−1σ

1
j︸ ︷︷ ︸

(s61)

−
m∑
j=1

hπ1
j ⊗ rj−1σ

1
j︸ ︷︷ ︸

(c53)
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−
m∑
j=1

rjη
1
0⊗ rj−1ρ

1
j︸ ︷︷ ︸

(s62)

+
m∑
j=1

rjη
1
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(s63)

−
m∑
j=1

rjhσ
1
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(c64)

+
m∑
j=1

rj σ
1
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(s65)

−
m∑
j=1

rj σ
2
j ⊗ rj σ 0

j︸ ︷︷ ︸
(s66)

+
m∑
j=1

rjσ
2
j ⊗ rj−1σ

0
j︸ ︷︷ ︸

(s67)

+
m∑
j=1

rjhσ
0
j ⊗ rj−1ρ

2
j︸ ︷︷ ︸

(s68)

−
m∑
j=1

rjhσ
0
0 ⊗ rj−1ρ

2
j︸ ︷︷ ︸

(s69)

−
m∑
j=1

rj hσ
1
j ⊗ rj−1η

1
j︸ ︷︷ ︸

(s70)

+
m∑
j=1

rj hσ
1
j ⊗ rj η1

j︸ ︷︷ ︸
(s71)

−
m∑
j=1

rjhσ
1
j ⊗ rj−1hρ

1
j︸ ︷︷ ︸

(s72)

+
m∑
j=1

rjhσ
1
j ⊗ rj−1ρ

1
j︸ ︷︷ ︸

(c64)

. (5.17)

As a first step in the verification that (5.16) equals (5.17), observe that the terms in
the expression (5.17) which have the same labels cancel in twelve pairs (namely, the
pairs labelled c2, c4, c11, c13, c19, c21, c25, c29, c32, c40, c53 and c63). Furthermore,
a straightforward calculation shows that the following expressions from (5.17), given in
display (5.18), equal 0.

c44+ c31+ c15+ c3= 0, c47+ c33+ c24+ c6= 0,

c50+ c38+ c34+ c7= 0, c10+ c42+ c28+ c18= 0,

c56+ c45+ c22= 0, c59+ c49+ c26= 0.

(5.18)

Finally, observe that the sum of the remaining terms of the expression given in (5.17) is
equal to the expression for∆(∂δ3), given in (5.16), as indicated below in (5.19).

A= s1, H = s27, O = s72, V = s67,

B = s9, I = s39, P = s61, W = s52,

C = s20, J = s35, Q= s55+ s16, X = s48+ s57+ s69+ s23,

D = s14, K = s41, R = s60+ s37, Y = s66,

E = s30, L= s65, S = s63+ s12, Z = s43+ s51+ s62+ s17,

F = s8, M = s54, T = s68+ s36, A′ = s70,

G= s5, N = s46, U = s58, B ′ = s71. 2
(5.19)
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