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On the Classification of Integral 

Quadratic Forms 

J. H. Conway and N. J. A. Sloane 

This chapter gives an account of the classification of integral quadratic 
forms. It is particularly designed for readers who wish to be able to do 
explicit calculations. Novel features include an elementary system of 
rational invariants (defined without using the Hilbert norm residue 
symbol), an improved notation for the genus of a form, an efficient way to 
compute the number of spinor genera in a genus, and some conditions 
which imply that there is only one class in a genus. We give tables of the 
binary forms with - 1 00 ~ det ~ 50, the indecomposable ternary forms 
with I detl ~ 50, the genera of forms with I detl ~ 11, the genera of p
elementary forms for all p, and the positive definite forms with 
determinant 2 up to dimension 18 and determinant 3 up to dimension 17. 

1. Introduction 

The project of classifying integral quadratic forms has a long history, to 
which many mathematicians have contributed. The binary (or two
dimensional) forms were comprehensively discussed by Gauss. Gauss and 
later workers also made substantial inroads into the problem of ternary and 
higher-dimensional forms. The greatest advances since then have been the 
beautiful development of the theory of rational quadratic forms 
(Minkowski, Hasse, Witt), and Eichler's complete classification of 
indefinite forms in dimension 3 or higher in terms of the notion of spinor 
genus. 

Definite forms correspond to lattices in Euclidean space. For small 
dimensions they can be classified using Minkowski's generalization of 
Gauss's notion of reduced form, but this method rapidly becomes 
impracticable when the dimension reaches 6 or 7. However there is a 
geometric method used by Witt and Kneser which (after the work of 
Niemeier) is effective roughly until the sum of the dimension and the 
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(determinant) 1/2 exceeds 24, beyond which point it seems that the forms 
are inherently unclassifiable. The situation is summarized in Fig. 15.1. 

There are several novel features of this chapter. 
(1) We present (in §5) an elementary system of rational invariants for 
quadratic forms, defined without using the Hilbert norm residue symbol, 
and whose values are certain integers modulo 8. The modulo-8 version of 
the 2-adic invariant seems to have first arisen in topological investigations 
(see [Casl], [Hir4]). Practitioners in the subject know that the effect of 
the "product formula" is to yield congruence conditions modulo 8 on the 
signature. With the invariants we use these congruences emerge 
immediately rather than at the end of a long calculation (see Eqs. (15) and 
(16» . 
(2) We also give a simply described system of p -adic invariants for 
integral forms that yields a handy notation for the genus of a quadratic 
form (§7). 
(3) In terms of this new notation we enumerate (in §8.1 and Table 15.4) 
all genera of quadratic forms having determinant of magnitude less than 
12, and 
(4) classify the genera of p -elementary forms for all p (§8.2). 

In view of Eichler's theory of spinor genera (see Theorem 14), these 
results actually give the integral equivalence classes in the case of indefinite 
forms of dimension ~ 3. 
(5) We also give a simple description of the spinor genus, including a 
notation for the various spinor genera in the genus of a given form, and an 
easy computational way of finding their number (§9). 

Dimension Definite Indefinite 

1 Trivial Trivial 

2 Gauss: Gauss: cycles of 
reduced forms. reduced forms. 

3 Minkowski: 
reduced 
forms 

... 
7 Eichler: 

Kneser- splnor 
Niemeier genus 

gluing 
method. 

24 ... 

Impracticable. 

Figure 15.1 How quadratic forms are classified. 
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(6) We include some theorems giving conditions under which a genus 
contains just one class (Theorem 20 and its Corollaries). In particular we 
show that, if f is an indefinite form of dimension n and determinant d, 
and there is more than one class in the genus of f, then 

[~] n 
4 2 d . d· . ·bl b k (2) IS IVISI e y 

for some nonsquare natural number k = 0 or 1 (mod 4). 
(7) We also give a number of tables: 

(I) 

- reduced binary quadratic forms whose determinant d satisfies I d I ~ 50 
for definite forms, I d I ~ 100 for indefinite forms (Tables 15.1, 15.2), 
- indecomposable ternary forms with I d I ~ 50 for definite forms and 
I d I ~ 100 for indefinite forms (Tables 15.6, 15.7), 
- genera of quadratic forms with I d I < 12 (Table 15.4), 
- definite quadratic forms of determinant 2 and dimension ~ 18 (15.8), 
- definite quadratic forms of determinant 3 and dimension ~ 17 (15.9). 

Our treatment is addressed to a reader who wishes to be able to do 
explicit calculations while gaining some understanding of the general 
theory. The chapter is arranged as follows. §§2 and 4 contain definitions 
and other mathematical preliminaries. §3 deals with binary forms. §§5,6 
treat the classification of forms over the rational numbers, and §7 the 
classification over the p -adic integers and the associated notion of the 
genus of a form. §S gives some applications of the results of §7. The 
spinor genus of a form and the classification of indefinite forms are dealt 
with in §9, and definite forms in §10. The final section discusses the 
computational complexity of the classification problem. 

2. Definitions 

2.1 Quadratic forms. Let x be the row vector (x t, x 2) and A the 

symmetric matrix [~ ~). Then the expression 

f{x) -=- xAxtr -=- aXf + 2bxtx2 + cxi (2) 

is called the binary quadratic form with matrix A. Calculations with this 
form often involve the associated bilinear form 

f{x, y) -=- xAy'r -=- aXtYt + bXtY2 + bX1Yt + cX1Y2 . 

Replacing A by a symmetric matrix of arbitrary dimension n we obtain 
the notion of an n-ary quadratic form and of an n-ary symmetric bilinear 
form (see §2.2 of Chap. 2). From the very large number of references on 
quadratic forms let us mention in particular [Bor5], [Cas3], [Cas4], 
[Coh5], [Dav2a], [Dic2], [Dic3], [Eicl], [Gaul], [Hsil ]-[Hsi9], [Jon3], 
[Knel]-[Kne9], [Laml], [Mil7], [MinO]-[Min3], [O'Mel]-[O'Me4], 
[Orzl], [Ran3], [Ran5], [Ran5a], [Riel], [Rysl ]-[Rys14], [SchO]-[Sch2], 
[Sch 13], [Sch 14], [Ser 1], [Smi5], [Smi6], [Tau2], [Wae5], [Wat3]
[Wat22], [Witl], [Zagl]. 



On the Classification of Integral Quadratic Forms 355 

We are concerned with the classification of integral quadratic forms 
under integral equivalence. There are two definitions of integrality for a 
quadratic form. The binary form (2) is integral as a quadratic form if a, 
2b and c belong to Z, and integral as a symmetric bilinear form if its 
matrix entries a, b, c belong to Z. The latter is the definition used by 
Gauss [Gaul]; Cassels [Cas3] calls such a form classically integral. 
Although some authors hold strong opinions about which definition of 
integrality should be used (Watson [Wat3] refers to "Gauss's mistake of 
introducing binomial coefficients into the notation"), it makes very little 
difference for the classification theory. The two definitions are not really 
rivals but collaborators. For if f is integral in either sense then 2f is 
integral in the other sense, and f is equivalent to g if and only if 2f is 
equivalent to 2g. Since for algebraic purposes a form is usually most 
conveniently specified by its matrix entries, we prefer the second definition, 
and so in this book we call f an integral form if and only if its matrix 
entries are integers (i.e. if and only if it is classically integral, or integral as 
a symmetric bilinear form). 

2.2 Forms and lattices; integral equivalence. Some geometric ideas are 
appropriate. We consider a rational vector space V with inner product 
( , ) and refer to (x, x) as the norm of x. If V is 2-dimensional, and 
spanned by vectors el and e2 with 

then the norm of the vector x -=- xlel + X2e2 is just f(x), and its Inner 
product with the vector y == y Ie I + Y2e2 is f (x, y). 

The vectors x :-= xlel + X2e2 for which XI and X2 are integers form a 
lattice in V, and e I, e2 is an integral basis for this lattice. The other 
integral bases for this lattice have the form ae I + {3e2, ')'e 1 + oe2 , where 
a, (3, ,)" 0 are integers with ao - (3')' == ± 1. We shall therefore call two 
binary forms f and g with matrices A and B integrally equivalent, or say 
they are in the same class, and write f -- g, if there exists a matrix 

M - [~ ~) 
with integer entries and determinant ± I for which B -=- M A M 'r . 
Geometrically, f and g refer to the same lattice with different integral 
bases. The equivalence IS proper if det M -=- + 1, improper if 
det M == -1. 

The general case is exactly similar (§2.2 of Chap. 2). A symmetric 
matrix A -=- (aij) with integer entries determines a (classically) integral 
form f, whose values are the norms of the members of a lattice A (in an 
n -dimensional vector space) that has an integral basis e I, ... , en with 
(e;, ej) :-= aij. If M -=- (mij) has integer entries then the vectors 
el' -=- l;m Ijej, ... , en' -=- l; mnjej will generate a sublattice of A, and this 
will be all of A if and only if M- I has integer entries; this happens if and 
only if det M == ± 1. 
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We therefore say that two n-ary forms 1 and g with matrices A and B 
are (properly or improperly) integrally equivalent if their matrices are 
related by 

for some M with integer entries and determinant + I or -1 respectively. 

It is clear that the number d -=- det A is an invariant of 1 for integral 
equivalence (i.e. if 1 and g are integrally equivalent, det A -=- det B), and 
we shall call d the determinant of I. The reader should be aware that 
many authors use the term discriminant for this number multiplied by 
certain powers of 2 and -1 that depend on the dimension (and the 
author). 

In practice, when transforming 1 into an equivalent form, we derive the 
matrix B from A by performing elementary row operations (multiplying a 
row by a unit or adding multiples of one row to another), followed by the 
exactly corresponding column operations. 

These notions can be immediately generalized to arbitrary rings R 
(with 1). A form 1 is defined over R if it is represented by a matrix A 
with entries from R, and two forms 1 and g are equivalent over R if (4) 
holds for some M with entries from R and with a determinant which is a 
unit of R (i.e. an element of R with an inverse in R). For example, 
taking R to be the rational numbers Q, we see that the forms x 2 + y2, 

2z2 + 2t 2, although not integrally equivalent, are rationally equivalent, as 
shown by the formulae 

x == z + t, z == Y2 (x + y) , 

y == z - t, t == Y2 (x - y) . 

If 1 and g are rationally equivalent, the ratio of their determinants is the 
square of a nonzero rational number. 

3. The classification of binary quadratic forms 

Almost everything one can say about the classification of binary quadratic 
forms was already said by Gauss in his Disquisitiones arithmeticae 
[Gau 11. The complete classification in the indefinite binary case uses 
cycles of reduced forms, and is totally unlike Eichler's complete 
classification of indefinite forms in dimensions ~ 3. A very clear account 
has recently been given by Edwards [Edwl], who also discusses the 
connections with the ideal theory of quadratic number rings, and so here 
we shall only present the results, together with a brief indication of these 
connections. Other treatments of the binary case may be found in [Cas3], 
[Dav}], [Jon3], [LeVI], [Wat3], [Zagl], etc. 

3.1 Cycles of reduced forms 

Theorem 1 (Quoted with changes in notation from [EdwI, p. 3251.) 

lao bO] 
Let bo al (abbreviated aobo a I) be an integral binary quadratic lorm 01 
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determinant d -=- aoa 1 - b5, and suppose that - d is not a square. We 
define a sequence 

(abbreviat ed 

of binary forms of determinant d by the rules: 

b·2+d 
a; and b; determine a;+1 as ' , 

a; 

b· ] 
a

, , ... 
;+1 

b; and a;+1 determine b;+1 as the largest solution of 

b; + b;+1 = 0 (mod a;+I) 

for which 

b/+1 + d < 0 

(5) 

(6) 

(7) 

if such solutions exist, and otherwise as the smallest solution of 
(6) in absolute value, taking b;+1 positive in case of a tie. 

Then the sequence of forms derived in this way from the given form is 
ultimately periodic, the forms in the period being called a cycle of reduced 
forms. Furthermore two binary forms are properly equivalent if and only 
if they lead to the same cycle of reduced forms. 

The condition that - d be not a square implies that the a; are nonzero, 
and so a;+1 and b;+1 are well-defined. Only minor modifications are 
required when -d is a square - see §3.3. 

As an example, the sequence of forms arising from x 2 - 67y2 is 

008 7 527 7 257 8 8 
+1 -67 +1 -3 +6 -7 +9 -2 +9 -7 +6 -3 +1 -3 ... (8) 

There are ten reduced forms in the cycle. On the other hand -x2 + 67y2 
leads to the disjoint sequence obtained by changing the signs of the lower 
terms in (8) (the a; 's), and is therefore an inequivalent form. 

3.2 Definite binary forms. In the case of a definite (say positive definite) 
binary form, it follows from Theorem 1 that the cycle contains either a 
single form 

[b ~), with b = 0 or 2b = la I , (9) 

or else two forms 

[a b) [c -b) 
b c ' -b a' 

(10) 
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The tenn reduced is nonnally applied only to the single fonn (9) or to whichever 
of the pair ( 10) satisfies 

( I , 1 ) entry < (2,2) entry ,or a = c and h > 0 . 

It is not difficult to show that a positive definite form [b ~) is reduced in 

this sense if and only if it satisfies 

-a < 2b ~ a ~ c, with b ~ 0 if a -=- c (11) 

[Dic3, Theorem 99], [Jon3, Theorem 761. Furthermore every positive 
definite form is properly equivalent to a unique such reduced form. Since 
(11) implies b 2 ~ d /3, all reduced forms are easily enumerated: for each b 
with I b I ~ .Jd /3 we factor d+b 2 -=- ac in all possible ways consistent with 
(11) (see Table 15.1). 

The reduction condition (11) expresses the fact that 
a is the absolutely smallest value taken (at a vector e 1 say) by the form, 

and 
c is the absolutely smallest value that can be taken by the form at a 
vector e 2 independent of e 1. 

An appropriate generalization of these conditions to higher dimensions 
leads to the notion of a Minkowski reduced form (see § 10.1). 

(11) is also equivalent to the assertion that the root z -=- x /y of 
f (x, y) -=- 0 in the upper half plane lies in the region Iz I ~ 1, 
-lj2 ~ Re z ~ ~ shaded in Fig. 15.2. As the form undergoes unimodular 
transforma tions 

[~ ~) E SL2 (Z) , 

i.e. with a, (3, ,)" 0 E Z and a{3 - ')'0 -=- 1, this root transforms into az +(3 
,),z+o ' 

-1 o 1 
"2 

Figure 15.2 The fundamental region for PSL 2(Z). 
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and the region mentioned is a fundamental region for the action of 
SL 2 (Z) on the upper half plane (see for example [LeVI, Vol. 1, Chap. 
1]) . This notion also generalizes to higher dimensions, and it is an 
important theorem that in the generalization the fundamental region has 
only finitely many walls (which correspond to inequalities on the matrix 
entries of the form). 

3.3 Indefinite binary forms. In the indefinite case, supposing that - d is 
not a square, it can be shown from Theorem 1 that the reduced forms 
(those in the cycle) are precisely the ones satisfying 

o < b <.J d < min {b+lal, b+lcl} (I2) 

[Gaul, §1831. Again the reduced forms are easily found: for each positive 
integer b <.J d we factor d +b 2 == ac in all possible ways satisfying 
(12). 

When - d is a square, Theorem 1 must be modified slightly, and in 
particular the inequality in (7) must be replaced by ~. Then the process 

of Theorem I terminates in a form (~ g) with b -.J d. If the process 

is extended backwards it terminates in a f~rm (g ~). Gauss [Gaul, 

§§206-210] proved that two forms (~ g), (b g) are properly equivalent 

if and only if a = a' (mod 2b), and are improperly equivalent if and only 
if 

aa' = gcd (a, b) 2 {mod 2b gcd (a, b» . 

We therefore extend the notion of reduced form in this case to include, 
besides the forms satisfying (12), all forms of the shape 

o b a or abO (-b < a ~ b) . 

Then the "cycle" of reduced forms becomes a finite sequence 

Gauss declared that tables of binary quadratic forms should not be 
published, since they are so easily computed [Lehl, p. 691. Nevertheless 
we feel the usefulness of our paper is enhanced by Tables 15.1 and 15.2, 
which enumerate all reduced binary quadratic forms with 
-100 ~ d ~ 50. The notation is that introduced in Theorem 1. Table 
15.1 gives the positive definite forms with d ~ 50, and Table 15.2 the 
cycles of reduced indefinite forms. In Table 15.2 four related cycles 

... +ab-cd+ef-g h .. . 

... -a b +c d -e f + g h .. . 

h f d b ... +g -e +c -a ... 

h f d b ... -g +e -c +a ... 



Table 15. I. Reduced positive definite binary forms. 

d Forms 

10 1 

2 10 2 

3 1 0 3, 2 1 2 

4 1 0 4, 2 0 2 

5 1 0 5, 2 1 3 

6 1 0 6, 2 0 3 

7 1 0 7, 2 1 4 

8 1 0 8, 2 0 4, 3 1 3 

9 1 0 9, 3 0 3, 2 1 5 

10 1 0 10, 20 5 

1 1 1 0 1 I, 2 1 6, 3 ± 1 4 

12 1 0 12, 2 0 6, 3 0 4, 4 2 4 

13 1 0 13, 2 1 7 

14 1 0 14, 2 0 7, 3 ± 1 5 

15 1 0 15, 3 0 5, 2 1 8, 4 1 4 

16 1 0 16, 2 0 8, 4 0 4, 4 2 5 

17 1 0 17, 2 1 9, 3 ± 1 6 

18 1 0 18,2 0 9,3 0 6 

19 1 0 19, 2 1 10, 4 ± 1 5 

20 1 0 20, 2 0 10, 4 0 5, 3 ± I 7, 4 2 6 

21 1 0 21 , 30 7, 2 1 11, 5 2 5 

22 1 0 22, 2 0 11 

23 1 0 23, 2 1 12, 3 ± 1 8, 4 ± 1 6 

24 1 0 24, 2 0 12, 3 0 8, 4 0 6, 5 1 5, 4 2 7 

25 1 0 25, 5 0 5, 2 1 13 

26 1 0 26, 2 0 13, 3 ± 1 9, 5 ±2 6 

27 1 0 27, 3 0 9, 2 1 14,4 ±17, 6 3 6 

28 1 0 28, 2 0 14, 4 0 7, 4 2 8 

29 1 0 29, 2 1 15, 3 ± 1 10, 5 ± 1 6 

30 1 0 30, 2 0 15, 3 0 10, 5 0 6 

31 1 0 31, 2 1 16, 4 ± 1 8, 5 ± 2 7 

32 1 0 32, 2 0 16, 4 0 8, 3 ± 1 11, 4 2 9, 6 2 6 

33 1 0 33, 3 0 11, 2 1 17, 6 3 7 

34 1 0 34, 2 0 17, 5 ± 1 7 

35 1 0 35,5 0 7,2 1 18, 3±112, 4±1 9, 6 1 6 

36 1 0 36, 2 0 18, 3 0 12,4 0 9, 6 0 6, 4 2 10, 5 ±2 8 

37 1 0 37, 2 1 19 

38 1 0 38, 2 0 19, 3 ± 1 13, 6 ± 2 7 

39 1 0 39, 3 0 13, 2 1 20, 4 ± 1 10, 5 ± 1 8, 6 3 8 

40 1 0 40, 2 0 20, 4 0 10, 5 0 8, 4 2 11, 7 3 7 

41 1 0 41 , 2 1 21, 3 ± 1 14, 6 ± 1 7, 5 ± 2 9 

42 1 0 42, 2 0 21, 3 0 14, 6 0 7 

43 1 0 43, 2 1 22, 4 ± 1 11 

44 1 0 44, 2 0 22, 4 0 11, 3 ± 1 15, 5 ± 1 9, 4 2 12, 6 ± 2 8 

45 1 0 45, 3 0 15, 5 0 9, 2 1 23, 7 2 7, 6 3 9 

46 1 0 46, 2 0 23, 5 ± 2 10 

47 1 0 47, 2 1 24, 3 ± 1 16, 4 ± 1 12, 6 ± 1 8, 7 ± 3 8 

48 1 0 48, 2 0 24, 3 0 16, 4 0 12, 6 0 8, 7 1 7, 4 2 13, 8 4 8 

49 1 0 49, 7 0 7, 2 1 25, 5 ±110 

50 1 0 50, 2 0 25, 5 0 10, 3 ± 1 17, 6 ± 2 9 
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are all represented in the table by a single entry 

b d f h ... ace g .... 

361 

In restoring the signs it is helpful to note that the lower digits alternate in 
sign. Some care is needed in recovering the original cycles, because some 
of the four cycles just mentioned may coincide, and so an entry in the table 
may represent one, two or four cycles. We have used ordinary parentheses 
( ) and curly brackets { } to further reduce the size of the table. 
Entries bounded by parentheses indicate whole or half periods. Thus for 
d == - 99 the entry 

represents the four distinct cycles 

8 6 3 7 8 ... 5 -7 9 -10 5 -7 ... 

8 6 3 7 8 ... -5 7 -9 10 -5 7 ... 

8 7 3 6 8 ... 7 -5 10 -9 7 -5 ... 

8 7 3 6 8 ... -7 5 -10 9 -7 5 ... 

However, the entry 

for d == - 37 yields only two inequivalent cycles, namely 

... 3 5 -4 3 7 4 -3 5 4 3 -7 4 3 5 -4 ... 

and its reversal. Most entries in the table are contained within curly 
brackets, which indicate reflections about the outermost digits. Thus for 
d == - 13 the entry 

represents the single cycle 

... 1 3 -4 1 3 2 - 3 1 4 3 -1 3 4 1 - 3 2 3 1 -4 1 1 3 -4 ... 

while for d == - 14, 

represents the two cycles 

3 2 2 3 3 ... 1 -5 2 -5 1 -5 ... 

and 

3 2 2 3 3 ... -1 5 -2 5 -1 5 .... 



Table I5.2a. Reduced indefinite binary forms. 

d Forms 

-1 01},011} 

-2 {I I} 

-3 { I 12 } 

-4 0 2 }, 0 2 I }, 0 2 2 } 

-5 { I 2}, {2 I } 

-6 { 1 2 2} 

-7 { I 23 I 2 } 

-8 { I 2 4 }, {2 2 } 

-9 0 3 }, 0 3 I }, 0 3 2}, 0 3 3 } 

-10 {1 3 }, {223 1 } 

-II { 1 3 2 } 

-12 {1 3 3}, {22 4 } 

-13 {13 4 1 3 2 }, {2 3 } 

-14 {1 3 5 2 2} 

-15 {1 3 6}, {2 3 3} 

-16 04}, 04 1}, 04 2}, 043 2 4}, 044} 

-17 { I 4}, {2 3 4 } 

-18 {1 4 2}, {33} 

-19 {1 4 3 2 5 3 2} 

- 20 { I 4 4}, {2 4}, {4 2 } 

-21 {1 4 5 1 4 3 3}, {2 3 6} 

-22 { I 46 2 3 4 2 } 

-23 {1 4 7 3 2} 

- 24 { I 4 8 }, {2 4 4 }, {3 3 5 2 4 } 

-25 05}, 0 5 1}, 05 2}, 05 3 4}, 05 4 3}, 055} 

- 26 { I 5 }, {2 4 5 I } 

-27 { I 52}, {3 3 6 } 

- 28 { I 5 3 4 4}, {2 4 6 2 4 } 

- 29 { 1 5 4 3 52}, {2 5 } 

- 30 { I 55}, {2 4 7 3 3 } 

-31 {1 5 6 1 5 4 3 5 2} 

-32 {1 5 7 2 4}, {2 4 8}, {44} 

-33 {1 5 8 3 3}, {2 5 4 3 6} 

-34 { I 5 9 4 2 }, {5 3 4 6 2 53} 

-35 {1 5 10}, {2 5 5} 

-36 06}, 06 1}, 06 2}, 06 3}, 06 4}, 065 4 4}, 066} 

-37 {1 6 }, {25 6 1}, (3 5 4 3 7 4) 

-38 { 16 2 } 

-39 {1 6 3}, {2 5 7 2 5 3 6} 

-40 { 1 6 4 }, {2 6 }, {5 5 3 4 8}, {4 4 6 2 } 

-41 { I 6 54}, {2 5 8 3 4 5 } 

-42 { I 6 6 }, {2 6 3 } 

-43 { I 6 7 I 6 5 3 4 9 52} 

-44 { I 6 8 2 5 3 7 4 4 }, {2 6 4 } 

-45 { 1 6 9 3 4 55}, {2 5 IO}, {3 6 }, {6 3 } 

-46 { 1 6 10 4 3 5 7 2 6 4 5 6 2 } 

-47 { I 6 I I 52} 

-48 { I 6 I 2 }, {2 6 6 }, {3 6 4 }, {4 4 8 } 

-49 0 7 }, 0 7 I }, 0 7 2 }, 0 7 3 5 8 3 5 7 0, 0 7 4 5 6 7 0, 0 7 7 } 

-50 { I 7}, {2 6 7 I}, {55} 



Table I5.2b. Reduced indefinite binary forms. 

d Fonns 
-5 I {I 72}, {36 54 736} 
-52 {1 735944}, {268264}. {46} 
-53 {I74572 }. {27} 
-54 {I 753962}, {36 6} 
-55 {1 7655}.{273510} 
-56 {I77}. {2°1044}. {46548} 
-57 {1 781763}. {2745836} 
-58 {1 7926473}, {2611 537} 
- 5 9 {I 7 1 03572 } 
- 60 {I 7 I 144}, {2 6 I 2}, {36 82755 }, {4 66 } 
-61 {1712537459456}, {2765} 
-62 {l71362} 
-63 {1 714}, {277}, {36936} 
-64 O~}. OX I}. 0~2}, OR375xO, 084}. OX648}, OR764}, OH8} 
-65 {I~}, {278 1 }, {74 510}. {558374} 
-66 {I ~2}, {361 04566} 
-67 {I R37 6572972} 
-68 {1 84}, {2R}, {4682 } 

- 69 {I x 57 4 5 I I 63}, {2 7 1 036 } 
-70 {I R64955}, {2 R377} 
- 7 I { I ~ 7654 1 172} 
-72 {I~8}, {2 R4}, {3°12}, {4693748}, {66} 
-73 {1~91873R}, {27125476583} 
- 74 { 1 ~ I 02 75 }, {2 ~ 57} 
-75 {lRI 136}, {271363}, {5510} 
-76 {lxI245682973x4}, {2~641064} 
-77 {1~135477},{2714} 

-78 {1~1463}.{2R766} 
-79 {lRI572}, (3857659473107) 
- 80 {I x 1 6}, {2 ~ 8}, {4 6 I 1 55}, {4 8}, {84} 
-81 09}. 09 I}. 092}. 093}. 0947890. 09569385790. 096}. 099} 

-82 {1 9 }. {2X91}, (3 7 1 146x) 
-83 {1 9 2} 
-84 {1 93}. {2RI0286 }, {4612}. {4 R75 } 

-85 {1 94792}. {29}. {551273R76}. {'",765 10} 
-86 {1956104731IR2} 

-87 {I 9 6}, {29 3} 
-88 {1975948}, {2HI246R4}. {461373R8}, {4~6} 
-89 {1 9875R}, {2947 10385} 

-90 {1 99}. {39}. {2~ 1355}. {6993} 
-91 {I 910 19x3714}. {29561 15677} 
-92 {l91 12867~4}, {2RI464} 

-93 {I 9123741 17493}, {296} 
-94 {191346R579210~371582} 

-95 {1 91455}. {297510} 
-96 {I91564}, {395612}, {28 16}, {4R8}, {661048} 
- 97 {I 9 1673 X I 1 38594 }. {2 987 65 I 27 49 } 
-98 {1 9 17R2}. {77} 
-99 {1 9 I 8}, {299}, {396}, (5 X7693 107) 

- I 00 010 }, 0 10 l}, 0I02}. 010 3 ~ 1 247 100, 0 104 }. 0 10 5 }. 0 10 6 R } , 
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When - d is a perfect square, the cycles become chains terminated by O's. 
Thus for d -=- -16, 

represents 

and 

Numerous other tables exist in the literature (see [Bra I], [Cas3, 
p.357], [Edwl, p.333], [lncI], [JonI], [LegI], [Lehl, pp.68-72], 
[Som2]), but most of these omit some classes of forms (for example the 
imprimitive forms, or those with -d a square, or indefinite forms). 

3.4 Composition of binary forms. For binary forms, under suitable 
restrictions, there is a notion of composition found by Gauss, that gives the 
forms a group structure ([Gaul, §234], [Cas3, Chap. 4], [Dic2, Chap. 3], 
[Edw I, §8.6], [Jon3, §4.4]). There is no generalization to dimensions ~ 3. 
Composition is best understood in terms of the multiplication of ideal 
classes in the corresponding quadratic number rings. 

For simplicity we shall suppose that - d is a square-free number not 
congruent to 1 (mod 4), since then the set Z[.J d] of algebraic integers in 
Q (.J d) is precisely the set of numbers of the form r + s.J d for 
r, s E Z. It is also natural to restrict attention to properly primitive 
quadratic forms f (x, y) -=- ax 2 + 2bxy + cy2 (those for which the 
numbers a, 2b, c have no common factor) of determinant ac - b 2 

:-= d. 

Any ideal J in Z [.J d] has a two-member basis (over Z), so that 

J -=- < r + s.J d , t + u.J d > , 

and its norm is usually taken to be the positive integer I ru - st I [Rei I, pp. 
293, 3301. A principal ideal has a single generator r + s.J d (say) over 
Z [.J d], while over Z it is generated by r + s.J d and 
.J d (r + s.J d). This ideal has norm r2 + s2d, and will be denoted by 

< r + s.J d > . 

To get the proper correspondence between Gauss's group of forms under 
composition and the group of ideal classes we must introduce the notion of 
a normed or oriented ideal, an ideal J of norm N corresponding to two 
normed ideals ~N and J- N • A principal normed ideal is 

< r + s.J d > r2+s2d ' 

rather than 
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Multiplication of normed ideals is defined by 

~N·cfM -=- J cfNM . 

365 

(13) 

Two (normed) ideals ~ and cf are said to be in the same (normed) ideal 
class if and only if there exist principal (normed) ideals pjJ and ffl for 
which ~ pjJ = cf ffl, and under composition these ideal classes form a group, 
the (normed) ideal class group. 

The proper (i.e. determinant + 1) equivalence classes of properly 
primitive forms of determinant d correspond to classes of normed ideals as 
follows. (We remind the reader that we are supposing - d to be square
free and not congruent to 1 mod 4). One solution of the equation 
f(x,y) = ax2+2bxy+cy2 = 0 is 

x -b+.r-fi 
-= 
y a 

and we shall say that the normed ideal 

<a, -b+.J d >a 

corresponds to f. 
Composition may now be defined as follows. To compose two quadratic 

forms we first pass to the corresponding normed ideals, multiply them 
using (13), and then, working modulo principal normed ideals, convert the 
product to a normed ideal of shape 

<a, -b+.J d >a , 

and reduce the corresponding quadratic form [b ~) of determinant d by 

the cycle method of Theorem 1. 

For example, the quadratic form [~ _~), which belongs to the 

reduced cycle 

2 2 1 

3 -1 3 -2 3 

corresponds to the normed ideal 

< 3, -2+.J7 >3 . 

The square of this is the normed ideal of norm 9 whose ideal part is 
genera ted by 

32 = 9, 3(- 2+.J7) = -6+3.J7, (- 2+.J7) 2 -=- 11-4.J7 , 

and this is easily seen to be the same as the ideal <9, - 5+.J7> 9 

corresponding to the form [~ ~), which gives the reduction sequence 

5 1 2 2 1 1 

9 2 -3 1 -3 2 -3··· 
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Thus the composition of the equivalence class containing (~ _~) with 

itself yields the class containing (i _\). In fact every form of 

determinant - 7 is in one of these two classes, and so the group is cyclic of 
order 2. 

It is perhaps worthwhile to mention that the forms improperly 
equivalent to f belong to the inverse class in the group (see [Cas3, ChaR. 

14, Theorem 2.1]). Thus the inverse class is represented by either (b : ) 
or (-b -;). A form improperly equivalent to itself is usually called an 

ambiguous form. Edwards [Edw 1, Chaps. 7, 8] gives a clear account of 
the group structure in the general case, with many examples. He works, 
however, with an axiomatically defined notion of divisor, in place of our 
normed ideals. 

3.5 Genera and spinor genera for binary forms. The theory of genera (§7) 
was originally developed by Gauss only for the binary case, where it 
presents special features and is intimately connected with the group of 
forms under composition. In fact two forms are in the same genus if and 
only if their quotient is a square in this group. The genus of a binary 
quadratic form is usually indicated by certain "characters" which can be 
computed from the numbers represented by the form. We shall not 
describe the easy conversion from this notation into the one used in §7. 

The theory of spinor genera described in §9 assumes throughout that 
the dimension is at least three, and in the binary case there are several 
differences. Our treatment is no longer appropriate since there do not exist 
spinor operators corresponding to all sequences (r -., r2, r3, .. .) of p -adic 
unit square classes. Estes and Pall [Estl] have given a full investigation of 
spinor genera in the binary case and have shown in particular that two 
forms are in the same spinor genus if and only if their quotient is a fourth 
power in the group. 

4. The p-adic numbers 

We now return to the general case of a quadratic form of arbitrary 
dimension. The notion of integral equivalence (defined in §2) is a very 
subtle one, which is best approached by studying the weaker notions of 
equivalence over the larger rings 

Q, the rational numbers, 

Qp, the p -adic rational numbers, and 

Zp, the p -adic integral numbers, 

where p ranges over the "primes" - 1, 2, 3, 5, .... The multiplicative 
group of nonzero rational numbers is a direct product of its cyclic 
subgroups generated by - 1 and the positive prime numbers 2, 3, 5, .... In 
this chapter we shall refer to -1 as a prime number, although it presents 
several special features which arise from the fact that the subgroup it 
generates is cyclic of order 2 rather than of infinite order. By convention 
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Q-l and Z-l are both equal to the ring R of real numbers. The number 
theory of Q or Z involves an infinity of prime numbers; by passing to Qp or 
Zp we concentrate on just one prime at a time. 

4.1 The p-adic numbers. We give a brief description of the main 
properties of the p-adic numbers that will be needed later. Further 
information is readily available in a number of books [Bacl], [Bor5], 
[Cas3], [Kobl], [Mah4], [O'Mel1 

Any real number is the limit of a Cauchy sequence of rationals in the 
ordinary metric 

If P is any positive prime, we can also equip the rationals with the p -adic 
metric 

where pk is the exact power of p in the factorization of x-y. For instance 

1 1 
d 5 (2, 52) = 52 = 25 ' 

1 1 
d 3{"27' 0) = 3-3 = 27 . 

We note that for x ¢ y the product of dp (x ,y) over all primes p 
(including -I) is + 1. 

The p -adic rational numbers Qp are the limit points of Cauchy 
sequences of ordinary rational numbers with respect to the p -adic metric. 
The p -adic integers (or rational p -adic integers) Zp are obtained by 
requiring the terms in the sequence to be ordinary integers. 

For example, the difference between the nth and any later term in the 
sequence 4, 34, 334, 3334, ... is divisible by 5n (in fact by Ion), and so 
this sequence is 5-adically convergent to a 5-adic integer a say. In this 
case a is actually a rational number. For 3a is the limit of the sequence 
12, 102, 1002, 10002, ... which 5-adically converges to 2, since its nth 
term differs from 2 by a multiple of 5n

. Thus a = 2/3. 

In a similar way we see that any rational number whose denominator is 
not divisible by p is a p -adic integer. 

4.2 p-adic square classes. As another example, we see that 6 has a square 
root among the 5-adic integers, since 12 = 6 (mod 5) , 
{-9)2 = 6 (mod 25) , (16)2 = 6 (mod 125) , {-109)2 = 6 (mod 625) , 
... , the sequence l, - 9, 16, - 109 ,... being capable of being continued 
indefinitely in such a way that the n -th term is congruent to all later terms 
modulo sn. It is therefore a 5-adic Cauchy sequence whose limit is a 
square root of 6. Similarly, for any positive odd prime p, an integer not 
divisible by p that is a quadratic residue modulo p is a p -adic square 
[Bacl, p. 59]. 
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Two p -adic rational numbers are said to be in the same p -adic square 
class if their ratio is a p -adic rational square. The square classes for the 
various values of p may be described as follows (cf. [Bacl, pp. 59-60], 
[Cas3, p. 40], [Wat3, p. 33]): 

where 

+ u, - u for p = - 1 , 

U., U3, us, U7, 2u., 2U3, 2us, 2U7 for p .. 2 , 

u+, u_, pu+, pu_ for p ~ 3 , 

for p = - 1, u is any positive real number {a (- 1) -adic unit), 

for p = 2, U; represents any 2-adic unit congruent to i (mod 8), 

for p ~ 3, u+ (resp. u_) is any p-adic unit that is a quadratic residue 
(nonresid ue) mod p. 

4.3 An extended Jacobi-Legendre symbol. In agreement with our policy of 
regarding - 1 as a prime, it is natural to define the greatest common 
divisor of two integers 

n .. {-I)a2b 3c ... , v = (-I)a2~JY... (14) 

with a = 0 or 1, ex = 0 or 1, and b, (3, c, ,)" ... = 0, 1, 2, ... to be 

(n, v) = {_I)min (a, a) 2min (b,~) 3min (c, 'Y) •••• 

Note that this implies that two negative numbers cannot have (n, v) .. 1 
and so will not be counted as coprime. We can define the Jacobi-Legendre 

symbol [:) in all cases where (n. v) - I as follows: 

± 1 for a prime p ~ 3, according as v is or is not 

:-= congruent to a square mod p . 

:-= 1 (since in this case v > 0) , and 

= 1 if v = ± 1 (mod 8) , -1 if v = ± 3 (mod 8) . 

(Note that [; ) is equally well defined if v is a p -adic integer not divisible 

by p, since every p -adic integer is congruent modulo p to a rational 

integer.) The symbol [:) for n given by (I4) is then defined to be 

[ vI r [; r [; r 
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With this definition the law of quadratic reciprocity asserts that 

whenever either symbol is defined, unless n and v are both congruent to - 1 
(mod 4), when 

4.4 Diagonalization of quadratic forms. It is well-known that any 
quadratic form over a field of characteristic ¢ 2 (for example Q or Qp) 
may be diagonalized, and in fact any vector at which the form takes a 
nonzero value may be taken as the first term of a diagonal basis (see for 
example [Jon3, Theorem 2]). 

Furthermore for p ¢ 2 any form can be diagonalized over Zp. For 
p -=- - 1 this is covered by the previous assertion. Otherwise we proceed as 
follows. We first find a matrix entry that is divisible by the lowest power 
of p. If this is a diagonal entry, say a I h then we can start the 
diagonalization by subtracting multiples of the first row from the others so 
as to clear the rest of the first column, following this by the corresponding 
column operations to clear the rest of the first row. On the other hand if a 
nondiagonal entry, say a 12, is divisible by the least power of p, and all 
diagonal entries are divisible by a higher power, we can reduce to the first 
case by adding the second row to the first and then the second column to 
the first. This replaces all by all+2aI2+a22, which, since p ¢ 2, is now 
divisible by the lowest power of p to occur in any entry. 

The same method works if p -=- 2 unless we arrive at a stage when some 
off-diagonal entry a 12 say is divisible by the least possible power q -=- 2k, 
while all diagonal entries are divisible by 2k+l. In this case the leading 
2x2 submatrix has the form 

[
qa qb] 
qb qc ' 

where a and c are divisible by 2 but b is not, so that d -=- ac-b 2 is not 
divisible by 2. This implies that any pair of integers (x, y) is a 2-adically 
integral linear combination of (a, b) and (b, c), so that (since all entries 
are divisible by q) we can subtract suitable multiples of the first two rows 
from the others (followed by the corresponding column operations), so as 

[
qa qb] 

to remove qb qc as a direct summand. Thus we have proved the 

following result. 

Theorem 2. For p ¢ 2 any p -adically integral form can be diagonalized 
by a p -adically integral transformation. For p -=- 2 there is a p -adically 
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integral transformation expressing the form as a direct sum of forms with 
matrices 

(qx) , [
qa qb] 
qb qc ' 

where q is a power of 2, a and c are divisible by 2, but x, band 
d = ac -b 2 are not. 

Note. The reader who consults other works on quadratic forms will notice 
that what we call the prime -1 is usually given the name 00. Over more 
general algebraic number rings there will be several such "primes", 
corresponding to different archimedean valuations, and in Hasse's original 
publications they were given symbols such as 1', 1", .... The most 
appropriate name for them is "unit primes", since they arise from 
properties of the group of units of the underlying ring. Unfortunately the 
pernicious habit has grown up of calling them "infinite primes" instead. 
When we started to write this chapter we hesitated between the notations 
00 and -1 for the archimedean prime in our case, but eventually found 
that the unconventional name - 1 made things so much more simple that 
its omission would be indefensible. 

s. Rational invariants of quadratic forms 

In §§5 and 6 we shall investigate when two integral quadratic forms are 
equivalent over the rational numbers; the main results are stated in 
Theorems 3, 4 and 5. Rational invariants for quadratic forms are usually 
defined via the Hilbert norm residue symbol ([ Cas3, Chap. 6], [Jon3, 
Chap. 3], [Wat3, Chap. 3]). Our treatment avoids the use of this symbol 
and furthermore transforms the standard "product formula" into the 
readily usable sum formula (15) or "oddity formula" (16). Since we are 
working over Q we may assume that the form has already been 
diagonalized (cf. §4.4). 

5.1 The invariants and the oddity formula. Any rational or p -adic integer 
A can be written uniquely in the form A = paa where a is prime to p 
(meaning that a is positive if p = - 1, cf. §4.3). Then p (A) = pa is called 
the p-part of A, and p'(A) = a is the p'-part. We shall introduce the 
term p -adic antisquare to mean a number of the form podd· u_ when 
p ~ 3, and 2odd·u ± 3 for p = 2, since both the p- and p'-parts of such a 
number are non-squares. (There are no (- 1) -adic antisquares.) In terms 
of our extended Jacobi-Legendre symbol, paa is a p-adic antisquare if and 
only if 

pQ is not a square and [; ] = -1 . 

The p-signature of the integral quadratic form 
f = diag {paa, p{Jb, p'Yc, ... } is defined to be 
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pa + pfJ + p'Y + ... + 4m (p ¢ 2) , 

a + b + c + ... + 4m (p -=- 2) , 

where m is the number of p-adic antisquares among paa, pfJb, p'Yc, .... 
Thus the (- 1) -signature of f is just its ordinary signature, which (by 
Sylvester's law of inertia, §6.2) is an invariant for real equivalence. For 
p ~ 2 the p -signature is only to be regarded as defined modulo 8, and we 
shall see that the p -signature is an invariant for rational equivalence. The 
2-signature, which often behaves specially, is also called the oddity of f. 

What is usually termed the product formula relating the different p
adic invariants [Cas3, p. 76], [Jon3, Th. 29] becomes in this notation the 
sum formula 

or 

2-signature - dimension = ~ p -signature - dimension (mod 8) (15) 
oddp 

~ p -excess (f) = 0 (mod 8) , 
all p 

where we define the p-excess to be 

p -signature - dimension, (p ¢ 2) , 

dimension - p -signa ture, (p -=- 2) . 

For practical calculations it is better to treat the contributions from 
p == -1 and 2 separately, leading to the oddity formula: 

signature (f) + ~ p -excess (f) = oddity (f) (mod 8). (16) 
p~3 

Example. For the form f == diag {I, 3, - 3} we compute: 

for p -=- - 1, the signature -=- 1 + 1-1 -=- 1, 
for p -=- 3, the 3-excess -=- 0+2+2+4 == 8 

(since - 3 is a 3-adic antisquare), and 

for p ~ 5, the p -excess -=- 0+0+0 == 0, 

while 

for p -=- 2, the oddity -=- 1 +3-3 -=- 1, 

so that (16) reads 

1 +8+0+0+ . .. = 1 (mod 8) . 

Then our first main theorem, the proof of which will be given in §6, is 
the following. 
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Theorem 3. Two nonsingular forms of the same dimension are equivalent 
over the rationals if and only if 
(i) the quotient of their determinants is a rational square, and 
(ii) for each p they have the same p -excess. 
Condition (ii) may be replaced by the equivalent condition: 
(ii)' they have the same signature, the same oddity, and, for all p ~ 3, 
the same p -excesses modulo 8. 

It is obvious that if two forms are equivalent over the rationals then 
they must be equivalent over Qp for all p. Since on the other hand the 
invariants used in Theorem 3 are p -adic invariants, this theorem can be 
restated as follows. 

Theorem 4 (The weak Hasse principle) . A necessary and sufficient 
condition for two rational forms to be equivalent over Q is that they be 
equivalent over Qp for all p. 

5.2 Existence of rational forms with prescribed invariants. The next 
theorem states that the oddity formula is essentially the only relation 
between the p -adic invariants for all p. 

Theorem 5 (The strong Hasse principle). If for each p we are given a 
p -adic form f(P) of determinant d, satisfying 

signature ([(- 0) + ~ p -excess ([(p» = oddity ([(2» (mod 8) , 
p~3 

then there exists a rational form f which is equivalent to f(p) over Qp for 
each p. 
By Theorem 4, if such a form exists it is unique up to equivalence. 

Sketch 0/ proof (For further details see for example [Cas3, Chap. 6, Theorem 
1.3] or [Jon3, Theorem 29].) The theorem is first reduced to the case when/is a 
binary fonn. Then we wish to find a rational fonn / = diag {A, B} of 
prescribed determinant d and with a given signature and non-trivial p-excesses 
for finitely many primes p. The idea is to choose a large prime q and to take 
/ = diag {p I P 2 ••• q, PIP 2 ••• qd }, where the PI are chosen from these primes 
and the divisors of 2d. The value of the p-excess for each prime p dividing d is 
controlled by the residue class of q modulo p, or if P = 2 by the residue class of 
q modulo 8. All these values may therefore be simultaneously adjusted by 
requiring q to be in a suitable arithmetic progression modulo 4d. The existence 
of such primes q is guaranteed by Dirichlet's theorem (1837) on primes in 
arithmetic progressions (see for example [Apo I D. For primes P # q that do not 
divide d, the p-excess is trivial, while for q itself the q-excess must be correct by 
the oddity formula. 

Remarks. (1) This proof essentially dates back to Legendre, at a time 
when Dirichlet's theorem was an unproved conjecture. Gauss later 
eliminated the dependence on that conjecture by finding a proof using the 
genera of integral binary quadratic forms (see [Cas3, Chap. 14, §5). 

(2) The possible values of a given p -adic invariant for an n-dimensional 
form can be computed from its possible values for I-dimensional forms, 
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which are easily listed. For instance, p -excesses are always even, and are 
divisible by 4 if p = 1 (mod 4). 

5.3 The conventional form of the Hasse-Minkowski invariant. In the 
literature on quadratic forms the subtle part of the p -adic invariant for a 
form is usually expressed as a number equal to ± 1, called the Hasse
Minkowski invariant (rather than our p -excess). There are several 
different conventions, but a common one [Cas3, p. 55] is that the Hasse
Minkowski invariant for f - diag {A h A 2 •... , An} is 

(f) p -=- (A., A 2, ... , An) p -=- II (A;, A j ) p ( 1 7) 
I~;<j~n 

where (x, Y) p is the so-called Hilbert nonn residue symbol. This invariant can 
be recovered from the p-excess as follows. (f)p is equal to 

+1 or - I 

according as the p-excess off is or is not congruent modulo 8 to that of 

the ~4standard" fonn having the same detenninant and dimension as! 

6. The invariance and completeness of the rational invariants 

This section is devoted to proving Theorem 3. 

6.1 The p-adic invariants for binary forms. The equivalence class of a 
binary form over a field is completely determined by its determinant d 
(modulo squares) and by any nonzero number a that it represents. For if 
f (e I) == a, we can take e 1 to be the first vector of a diagonal basis, with 
respect to which we must have f -=- diag {a, d fa }. 

For the p -adic rationals there are only finitely many square classes, and 
we can enumerate all possible forms (see Table 15.3), and thereby check 
that two forms have the same determinant and p -adic invariants 
(signature, p-excess, and oddity) if and only if they are equivalent. As an 
example we consider the 2-adic forms of determinant 2u 3. Each such form 
is equivalent to one of 

diag {u 7, 2u 5} 

for which the oddities are respectively 

1+3+4 = 0, 3+ 1 = 4, 5+7 = 4, 7+5+4 = 0 
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Table 15.3. Correspondence between the p-adic invariants and the 
numbers represented by binary forms. 

p Det Square classes represented Signature 

-1 +u +u 2 
-u -2 

-u +u, -u 0 

p Det Square classes represented Oddity 

2 Ut u., Us, 2u., 2u 5 2 
U3, U7, 2U3, 2U7 6 

U3 U., U3, Us, U7 4 
2u., 2u 3, 2u 5, 2U7 0 

Us u., Us, 2U3, 2U7 6 
U3, U7, 2u., 2us 2 

U7 all 0 

2Ul u., U 3, 2u., 2u 3 2 
Us, U7, 2U5, 2U7 6 

2U3 u., U7, 2U3, 2U5 0 
U3, Us, 2u., 2U7 4 

2us U., U3, 2U5, 2U7 2 
Us, U7, 2u., 2U3 6 

2U7 U., U 7, 2u., 2u 7 0 
U 3, U 5, 2u 3, 2u 5 4 

p Det Square classes p -excess, for p (mod 8) -
represented 1 3 5 7 

~3 U+ all 0 - 0 -
U+,U_ - 0 - 0 

pu+,pu_ - 4 - 4 

u_ all - 0 - 0 
u+,u_ 0 - 0 -

pu+,pu_ 4 - 4 -
pu+ u+,pu+ 0 2 4 6 

u_, pu_ 4 6 0 2 

pu_ u+,pu_ 4 6 0 2 
u_,pu+ 0 2 4 6 
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(mod 8). Since x 2+6y2 (the first form) represents 7, it is equivalent to the 
fourth form, and similarly the second and third forms are equivalent. But 
an easy calculation reveals that x 2+6y2 does not represent any number of 
the form 4m (8k +3), and so these two pairs of forms are not equivalent. 
Thus there are two distinct 2-adic binary forms of determinant 2u 3. The 
first has oddity 0 and represents the numbers u., u7, 2u 3 and 2u 5, while 
the second has oddity 4 and represents the numbers u 3, u 5, 2u 1 and 2U7. 
This explains the entries for p -=- 2, det = 2u 3 in Table 15.3. 

After a similar discussion for all the cases with p = 2 in Table 15.3 we 
conclude that the oddity is a 2-adic invariant, and together with the detenninant 
is a complete invariant for 2-adic rational equivalence. Similarly for the other 
primes. This completes the proof of the ~ ~only if" part of Theorem 3 for binary 
fonns. 

The reader will notice that there is, for each p, one form that 
represents all nonzero numbers. This is the isotropic form diag {A, - A}, 
of determinant - 1, so called because it also represents zero nontrivially. 

6.2 The p-adic invariants for n-ary forms. I t is easy to ex tend the above 
remarks to show that our invariants really are invariants for forms of all 
dimensions. The proof reduces to showing that any equivalence between 
diagonal forms can be broken down into a chain of binary equivalences 
(i.e. ones effecting just two diagonal terms). 

To see this, note that for 

I = diag {a,b,c, ... }, I' = diag {a',b', c', ... } 

to be equivalent, a' must be representable by I. We choose a 
representation involving the smallest number of terms, say 

a' = ax2 + by2 + cz 2 + dt 2 , 

and then we have the binary equivalences 

diag {a, b, c, d, e, ... } - diag {a2, b *, c, d, e, ... } 

-diag {a3,b*,c*,d,e, ... } -diag {a4,b*,c*,d*,e, ... } , 

where a2 = ax2 + by2, a3 -=- ax 2 + by2 + cz 2, a4 = ... are nonzero. 

These show that I and I' are equivalent to diag {a', b *, c *, ... }, and so by 
Witt's cancellation theorem (which we shall prove in a moment) the forms 
diag {b, c ,d, ... } and diag {b *, c *, d*, ... } are equivalent. Since by induction 
the latter equivalence reduces to a chain of binary ones, we deduce the 
same for the equivalence of I and I'. 

The remainder of this section will be devoted to the. proof that two 
forms having the same p -adic invariants for all p (including -1) are 
equivalent over the rationals. 

Let I and g be two rational quadratic forms with the same nonzero 
determinant (modulo a square factor), and the same signature, oddity and 
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p -excess for all p ~ 3. Then we shall prove that for a suitable 
nonsingular form h, I EB h is equivalent to g EB h and will deduce that I 
is equivalent to g by repeated application of Witt's cancellation theorem. 

Theorem 6 (Witt's cancellation theorem [Wit 1], [Cas3, p. 21], [SchO, p. 
22], [Sch2, Chap. 1]). Over any field 01 characteristic ¢ 2, if 
diag {a, b, c, ... } -- diag {a, b', c', ... } and a ¢ 0, then diag {b, c, ... } -
diag {b', c', ... }. 

Proof This is equivalent to the following geometrical assertion. Let V 
be a vector space over the field, equipped with the bilinear form 
I{x, Y) = aXIYl + bX1Y2 + CXlY3 + .... Then if vectors v and w in V 
have the same nonzero norm a, there is an automorphism of V fixing I 
and taking v to w. Now for any rEV of nonzero norm, the reflection 

2 f (x, r) (18) 
x ...... x - I (r, r) r 

is an automorphism of V preserving I. Not both the vectors r -=- v ± w 
can have zero norm, and so one of the corresponding reflections exists and 
takes v to ± w, and can be followed by negation if necessary. This 
establishes the theorem. 

Remark. Sylvester's law of inertia (the invariance of signature under real 
equivalence [Jon3, Theorem 2]) follows immediately from Theorem 6, 
since if 

over the reals, then we can deduce that 

diag ({ + 1) k} -- diag ({-I) k} , 

implying k = 0 (since one form is positive definite, the other negative 
definite) . 

We shall say that a form has trivial invariants if all its p -excesses are 
congruent to zero modulo 8 and its determinant is a perfect square. Then 
the desired result will follow from: 

Theorem 7. II F has trivial invariants then F is equivalent over the 
rationals to a lorm 01 the shape 

diag {± 1, ± 1, ... , ± I} . 

To see that the result we want is a consequence of Theorem 7 we argue 
as follows. Since p -excesses are always even, if I and g have the same 
invariants then 

I EB I EB I EB I and g EB I EB I EB I (19) 

will both have (the same) trivial invariants, and by Theorem 7 will be 
equivalent to forms of the shape diag {± 1, ± 1, .. J. Since signature (f) 
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:-= signature (g), the numbers of positive and negative terms agree, and the 
two forms (19) are equivalent. By Witt cancellation (Theorem 6) we 
deduce that f -- g. 

6.3 The proof of Theorem 7. We shall suppose throughout that F is a 
diagonal form with square-free integer entries and with trivial invariants, 
and will actually show that, for a sufficiently large N, 

F EB diag {{+ I)N, {-I)N} -- diag {± 1, ± 1, .. .} 

over the rationals. We shall do this by gradually reducing the primes 
a ppearing in the entries of F. Let p be the largest such prime, and call 
the entries of F divisible by p the p -terms. Note that any p -term has the 
form PQIQ2 ... qk where -I ~ Q; < P for all i. We suppose first that 
p ~ 3. 

Theorem 8. (The replacement lemma). Assume p ~ 3. If 
-1 ~ a, b < p, and ab is congruent to a square (mod p), then we may 
replace any p -term "pat" by "pbt" without introducing any prime larger 
than p. 
Note. The replacement process involves adjoining more direct summands 
± 1 to F. 

Proof (Based on [Con8, p. 4011.) We can write ab -=- x 2_py , with 
I x I < 1/2p, and so Iy I < p. Then the identity 

pat {b/p)2_pbt {X/p)2 -=- -ybt 

shows that the form diag {pat, - pbt} represents - ybt, and therefore, by 
the observation at the beginning of §6.I, is equivalent to diag {yat, - ybt}. 
Also x 2_y2 -=- diag {I, - I} represents all numbers, in particular - pbt, and 
so 

diag {I, -I} -- diag {-pbt, pbt} . 

Then we have 

diag {pat, I, - I} -- diag {pat, - pbt , pbt} -- diag {yat, - ybt , pbt} , 

which is the desired replacement. This completes the proof of Theorem 8. 

We now suppose p > 2. By repeated use of the replacement lemma we 
can replace each p -term by pu k, and so by p or pu, where u -=- r + 1 is 
the least positive non-residue modulo p. But also diag{p ,pr} represents 
pu, and so is equivalent to diag{pu ,pur}. We may therefore replace 

p, p by p, pr, then pu, pur, then pu, pu , (20) 

or vice versa, so that the first of two or more p -terms may be chosen 
arbitrarily. 

The determinant condition tells us there exist evenly many p -terms. 
We may replace the first one by -p and the second by p or pu {and 
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definitely by p if there are more than two p -terms). If the second is p we 
can now eliminate the first two p-terms using 

diag {-p,p} -- diag {-I, I} . (21) 

If not, the only p-terms are -p,pu, and the p-excess differs by 4 from 
that of diag{-p,p} (which is zero), and so is non-trivial, contradicting the 
supposition. 

So when p > 2 we have been able to reduce the size of p by repeated 
application of the replacement lemma. If p -=- 2 all p-terms are ± 2, and 
there are an even number of them since the determinant is a square. They 
can then be eliminated using the equivalences diag {2, 2} -- diag {I, I} , 
diag {2, - 2} -- diag {I, - I}, diag {- 2, - 2} -- diag {- I, - I} . This 
completes the proofs of Theorems 7 and 3. 

7. The genus and its invariants 

Two integral quadratic forms are said to be in the same genus if they are 
equivalent over the p -adic integers for all primes p (including - 1). As we 
shall see in §9, for indefinite forms of dimension n ~ 3, there is usually 
only one equivalence class of forms in a genus. In fact this holds whenever 

Idet f I < 128, and when it fails 4[n12ldet f must be divisible by k (~) for 
some nonsquare natural number k = 0 or 1 (mod 4). 

In this section we give a complete system of invariants for p -adic 
integral equivalence for each p, and then show how to combine them to 
obtain a handy characterization of the genus. 

No proofs will be offered. For p # 2 several accounts are readily available 
(e.g. Cassels [Cas3)), and all cases are handled by O'Meara [O'Me 1], who gives 
the invariants for forms over arbitrary number fields. The correctness of the 
simple system of invariants and transformation rules for p = 2 given here was 
originally verified (by J .H.C.) by showing that they suffice to put every form 
into B. W. Jones' canonical form [Jon2], yet are consistent with G. Pall's 
complete system of invariants [Pall]. A direct verification has now been given 
by K. Bartels [BarI9]. 

We remark that much of the importance of the genus - for instance in 
topological investigations - arises from the fact that two forms In and g 

are in the same genus if and only if f (D [ n ] and g (D l n ] are 

integrally equivalent. This follows from properties of the spinor genus. 

7.1 p-adic invariants. As we saw in Theorem 2, any form can be 
decomposed over the p -adic integers as a direct sum 

(22) 

in which each fq is a p -adic unit form, meaning a p -adic integral form 
whose determinant is prime to p (if p ~ 2) or a positive definite form (if 
p == - I). The summands qfq in (22) are called Jordan constituents of f, 
and (22) itself is a Jordan decomposition of f. We call q the scale of the 
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constituent qfq. Note that, when p -=- -1, (22) is the familiar result that 
any form can be written as a sum of definite forms: 

/ == 1·/ 1 E9 (- 1)/ - 1 , 

where /1 and / -I are positive definite. 

For p ¢ 2 the set of values of q occurring in (22), together with the 
dimensions nq == dim /q and signs 

Eq _ [de~fq ) , 

form a complete set of invariants for / (see Theorem 9). The case p -=- 2 
presents additional complexities and will be discussed in §§7 .3-7 .6. In the 
case p == -1, Eq == + 1 since det /q is positive, and so n+ 1 and n_1 are the 
only invariants (this is Sylvester's law of inertia, §6.2). By convention, + 1 
and -1 will usually be abbreviated to + and -, and so we write n+ for 
n+., n_ for n_l. 

7.2 The p-adic symbol for a form. For p == -1 we express the fact that 
n+ == a and n_ -=- b by the (- 1) -adic symbol 

+Q _b . 

For other odd p we shall use a p -adic symbol which is a formal product of 
the "factors" 

For example if p == 3, the symbol 

1- 2 3+ 5 9+ 1 27- 3 (23) 

represents a form 

with dim /1 == 2, dim /3 == 5, dim /9 == 1, dim /27 -=- 3, where the 
determinants of /3, /9 are quadratic residues modulo 3 and those of /1, /27 
are nonresidues. 

In these symbols we may adopt certain obvious abbreviations, such as 
replacing (23) by 1-2 35 9 27- 3• 

Theorem 9. For p ¢ 2, two quadratic forms / and g are equivalent 
over the p -adic integers if and only if they have the same invariants nq, Eq 

for each power q 0/ p, or equivalently if and only if they have the same 
p -adic symbol. 

The proofs of Theorems 9 and 10 are omitted (see the remarks at the 
beginning of this section). Theorem 9 makes two assertions. First, q, Eq , 

nq are a complete set of invariants for the Jordan constituents qfq, and 
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second, the invariants of the Jordan constituents are invariants of /. Both 
assertions must be modified when p -=- 2. 

7.3 2-adic invariants. Let the 2-adic Jordan decomposition of / be 

/ = / 1 E9 2/ 2 E9 4/ 4 E9 ... E9 qf q E9 

Then the invariants of qfq are the quantities 
q, the scale of qfq, 

(24) 

Sq = I or II (see below), the type of /q, which is the scaled type of qfq, 
nq = dim /q (the dimension of /q or qfq), 

[
det/q ] 

f: q = 2 (the sign of /q or qfq), and 

tq, the oddity of /q (see §5.1). 

We define Sq to be I if qfq represents an odd multiple of q, and otherwise 
II (compare §2.4 of Chap. 2). Equivalently, Sq is I if and only if there is 
an odd entry on the main diagonal of the matrix representing /q' and 
otherwise II. If /q (of type I) has been diagonalized, then tq is its trace, 
read modulo 8. If /q has type II, tq = O. 

7.4 The 2-adic symbol. The 2-adic symbol representing a given Jordan 
decomposition (24) of / is a formal product of factors 

where the former indicates a constituent qfq for which /q has type I and 

[ 
det /q ]. . 

2 = f: q' dim / q = nq , oddity (f q) = t q , 

while the latter indicates a constituent qfq for which /q has type II and 

[ 
det /q ] = 

2 f:q , dim /q = nq , oddity (fq) = 0 . 

We shall sometimes write 

En En En En 
q I q q for q t: q , q I I q q for q q q 

(The value of t q is often unimportant). 

For example 1-22t34318+4 (or 1 il 2 2t3 43 1 8~4) represents a form 
having a Jordan decomposition 

/1 E9 2/2 E9 4/4 E9 8/8 , 

In which /1, /2, /4, /8 have dimensions 2, 3, 1, 4 and determinants 
congruent to ± 3, ± 1, ± 3, ± 1 (mod 8) respectively, /1 and /8 have 
type I I, while /2 and /4 are of type I and can be put into diagonal form 
with traces congruent to 5 and 3 (mod 8) respectively. 
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7.5 Equivalences between Jordan decompositions. So far we have described 
the invariants for a Jordan constituent qfq. Unfortunately a form may 
have several essentially different Jordan decompositions, and so can have 
several different 2-adic symbols. The precise rule giving all such 
equivalences is as follows. 

Theorem 10. Two forms f and f' with respective invariants 

S d ' S' , , nq , q , Eq , t q an n q' q ,E q' t q 

are 2-adically equivalent just if 
G) nq = n'q, Sq = S'q for all q, and 
GO for each integer m (including negative integers) for which f 2m has type 
II, we have 

~ (tq -t'q) = 4 (min{a,m) +min{b,m) + ... ) (mod 8) 
q <2m 

where 2Q
, 2b ,... are the values of q for which Eq ¢ E'q. 

Although Theorem 10 completely describes all the 2-adic equivalences, 
it is often simpler to use the following ideas. 

Compartments and trains. Suppose f has a Jordan decomposition (24). 
By an interval of forms we mean all the forms qfq, even those of zero 
dimension, for which q 1 ~ q ~ q2, where q., q2 are powers of 2. A 
compartment is a maximal interval in which all forms are of scaled type I, 
and a train is a maximal interval having the property that for each pair of 
adjacent forms at least one is of scaled type I. Thus in 

1+2[26"24t3]8+0[16tl]32+2: 64-2: 128-4 [2563"1]512+0 (25) 

the square brackets enclose the compartments and the trains are separated 
by colons. Notice that here one train has two compartments, while another 
train has none. 

There are two ways in which such symbols may be altered and yet still 
represent 2-adically equivalent forms. 

G) Oddity fusion. Two 2-adic symbols represent the same form if the only 
change is that the oddities have been altered in a way that does not affect 
their total sum over any compartment. 

So we may replace the individual oddity markers in a compartment by 
their total (modulo 8), written as a subscript to the entire compartment. 
For example we may replace [26"2 4t3] in (25) by [2- 2 4+ 3]3. 

GO Sign walking. A form is unaltered if the signs Eq of any two terms in a 
train are simultaneously changed, provided certain oddities are altered by 
4. Let Eq1, Eq-p q 1 < q2, be the signs we wish to change. We imagine 
walking along the train from the term for q 1 to that for q 2. Our walk 
consists of a number of steps between adjacent forms fq and f 2q' and each 
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such step involves just one compartment, since at least one of f q , f 2q is of 
type I, and if they are both of type I they are in the same compartment. 
Then the rule is that the total oddity of a compartment must be changed 
by 4 modulo 8, precisely when the number of steps that involve that 
compartment is odd. 

Suppose for example we wish to change the signs corresponding to f 2 
and f 16 in the train 

(26) 

The walk has three steps, from f 2 to f 4, f 4 to f 8, and f 8 to f 16. The first 
two steps affect the first compartment and the third step affects the second 
compartment. The resulting symbol is therefore 

12 [22 43]3 8° [ 16- 1]5 322 (27) 

Alternatively, a walk of just one step from f 2 to f 4 in (26) would lead to 

12[22 4- 3]7 8° [161]1322. (28) 

All of (26), (27), (28) represent equivalent forms. 

The effect of the three-step walk could also be achieved by three 
separate one-step walks, except that at an intermediate stage the symbol 
would contain a factor 8-°, corresponding to an impossible Jordan 
constituent. Transformations involving such impossible constituents are 
quite legal provided the end results are meaningful. 

7.6 A canonical 2-adic symbol. Using these rules we can arrange that 
there is at most one minus sign per train, which can be attached to any 
form of nonzero dimension. One convenient rule is to put this sign on the 
earliest nonzero dimensional form of a train. If this convention is adopted 
and only the total oddities of the compartments are given, the resulting 
symbol is absolutely unique and may be taken as a canonical symbol for 
the form. Thus for (25) the canonical symbol is 

1-2[2+ 24+ 3]7 8+°[16+1]132+2: 64-2: 128+4 [256+ 1]7 512+0 , 

which would be further abbreviated in practice to 

1-2[22 43]7 [16]1 322: 64-2: 1284 [256]7 . 

Then two forms are 2-adically equivalent if and only if their canonical 
symbols are identical. 

7.7 Existence of forms with prescribed invariants. I t is important to 
specify exactly which conceivable systems of invariants actually correspond 
to quadratic forms. There are three sets of conditions. 

The determinant conditions for each p. The p -adic square classes of the 
determinant as computed from the p -adic symbols must agree with its 
known value. In other words 



On the Classification of Integral Quadratic Forms 383 

the product of all the signs fq in the p -adic symbol must be [;) (29) 

where det (f) = paa and (a, p) = 1. 

The oddity condition, relating all p. From the p -adic symbols we can 
compute the invariants appearing in the oddity formula. Thus for p -=- -1, 

signature (f) = r-s , 

if the {-I)-adic symbol is +r _s; and for p ~ 3, 

P -excess (f) = ~ nq (q -1) + 4kp (mod 8) , 
q 

where the nq are the dimensions of the Jordan constituents and kp is the 
number of antisquare terms (i.e. q not a square and f: q = - 1) in the p
adic symbol; and for p = 2, 

oddity (f) = ~ tq + 4k2 (mod 8) , 
q 

from the 2-adic symbol. Then these quantities must be related by the 
oddity formula 

signature (f) + ~ p -excess (f) = oddity (f) (mod 8). (30) 
p~3 

The existence condition for each Jordan constituent. Each term in the p
adic symbol must correspond to an existing form. If p ¢ 2, for each 
Jordan constituent qfq of dimension n and sign f: we must have 

if n = 0 or p = - 1 then f: = + . (31) 

For p = 2 the following must hold: 

for n = 0, type = II and f: = + , 

{

f: = + • t ± 1 (mod 8) , 
for n = 1, 3 ( d 8) f: = - • t = ± mo , 

for n = 2 {f: = + • t = 0 or ± 2 (mod 8) , 
and type I f: = - • t = 4 or ± 2 (mod 8) , 

while for general n we have t = n (mod 2), and 

t = 0 (mod 8) for type II, so that n odd ~ type I. 

(32) 

(33) 

(34) 

(35) 

Theorem II. If a system of putative p -adic symbols for each p satisfies 
the determinant, oddity and p -adic existence conditions (29)-(35), then 
there exists an integral quadratic form with these p -adic symbols. 
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When working with the abbreviated form of a 2-adic symbol, it is 
helpful to know that the only existence condition on a compartment 
containing two or more Jordan constituents is that its total oddity must 
have the same parity as its total dimension. 

7.8 A symbol for the genus. We can combine the significant portions of 
our p -adic symbols to give a handy notation for the entire genus (that 
happily generalizes some notation we have used elsewhere [ConI3], 
[Con33], [Con34]). This symbol has the form 

I r • s {···) or Ilr • s {···) , 

where the Roman numeral is the type of the entire form, i.e. the type of its 
2-adic Jordan constituent f I; the subscripts indicate the (-l)-adic symbol 
+ r - s; and the parenthesis contains the usual symbols 

q ±m q±m q±m q±m , t , I , II 

for the powers q > 1 of all primes 2, 3, .... The subscripts t, I or II may 
be omitted when their values can be deduced from the oddness of m or the 
oddity formula (30). 

The symbols 

corresponding to the constituents f 1 in each p -adic Jordan decomposition 
have been omitted. However 

the sign ± can be recovered from det f, 
the number m can be recovered from dim f -=- r+s, 
the type I or II (for p == 2) is displayed, and 
the oddity t (when relevant) can be computed from the oddity 
formula (30). 

For example Ir. s (2) has determinant (- I)S 2, and so its p -excess is 0 for 
p ~ 3. From (30) the oddity is r-s, and therefore the 2-adic symbol is 

lI± (r+s- 1) 2l == [1 +(r+s- I) 21 ]r-s , 

using (29). Similarly IIr. s (3) {whose determinant is (-I)S 3 -=- ± 3) has 
3-adic symbol I ± (r+s-1)3 1 (with the same ±), yielding a 3-excess of 2, and 
2-adic symbol 1 ii (r+s), since det f = ± 3 (mod 8). The 2-adic symbol for 
Ir. s (3) would be l;_~t~). 

A variant of this notation indicates the total dimension r + s explicitly 
and treats -1 like any other prime, thus writing 

Ir+s (_S X) or IIr+s (_S X) 

for 

respectively. 
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8. Classification of forms of small determinant and of p-
elementary forms 

8.1 Forms of small determinant. Using the notation introduced in the 
previous section, the distinct genera of forms of any given determinant can 
be classified in a systematic way. One first writes down all possible p -adic 
symbols for p -=- - 1, 2 and all p dividing the determinant (it is best to 
handle p -=- 2 last). The determinant condition (29) and the rules for 
manipulating trains (§7.5) are used to control the signs. Then the oddity 
formula (30) and the existence conditions (§7. 7) lead to congruences 
(modulo 8) relating the signature to the oddity parameters. We illustrate 
this process by classifying the genera of forms with determinants ± 1 and 
±3. 

Determinant ± 1. Let the {-l)-adic symbol be +r - s, with r +s -=- n. 
Since the determinant is = ± 1 (mod 8), the possible 2-adic symbols are 

1 i (r+s) and 1 + (r+s), 

for which the respective oddity conditions read 

r-s = t and r-s = 0 (mod 8). 

The former determines t and corresponds to the genus symbol 
Ir. s = Ir. s (I), which exists for all possible signatures except r -=- s -=- O. 
The latter gives IIr. s -=- IIr. s (I), which exists only for signatures divisible 
by 8. {The existence conditions are trivially satisfied.} This explains lines 
1 and 2 of Table 15.4 below. 

Determinant ± 3. The possible p -adic symbols for 

p= -1 3 2 

are 

I r• s (3): +r_s 1 ± (r + s - t) 3 1 1 ~ (r+s) 

Ir. s{3- 1): +r_s 1 ~ (r + s - t) 3 - 1 1;- (r+s) 

IIr,s(3): +r_s 1 ± (r + s - t) 3 1 1- (r+s) 

IIr s (3- 1): +r_ s 1 ~ (r + s - t) 3 - 1 1- (r+s) . , 

where the ambiguous sign ± is _s, and the 2-adic sign is - since the 
determinant is = ± 3 (mod 8). These lead to the respective oddity 
conditions 

r-s +2 = t, 

r-s +6 = t, 
r-s +2 = 0, 

r-s +6 = 0, 
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the first two of which determine t, while the last two give conditions on the 
signature. The existence conditions on the Jordan constituents are 
automatically satisfied except for small n, when they are best handled by 
consideration of all pairs (r, s) with r+s == n. Thus in the case Ir. s (3) 
and for (r,s) equal to 

(0, 0), (1, 0), (0,1) , (2,0), (1,1), (0,2) 

we find the 2-adic symbol to be 

I -I I , 1-2 
4 , 1-2 

2 , 

respectively, for which the existence condition holds in only three cases: 

x x x 

The three failures are classified as nr - s == 0, 1_., 2_ 2 in Table 15.4. 

Similar arguments lead to the following theorem. 

Theorem 12. All genera of forms with I determinant I ~ 11 are as 
indicated in Table 15.4. 

The theory of spinor genera (see Corollary 21 below) shows that for 
indefinite cases of dimension ~ 3 these are also the integral equivalence 
classes. 

In Table 15.4 we have used the convention that all ambiguous signs in 
any row of the table are linked. The last column lists the exceptions, if 
any, in the form nCT' where n is the dimension and (J the forbidden 
signature. If all signatures of dimension n are excluded the subscript is 
omitted. The asterisk * towards the end of the table indicates that when 
n - 1, this genus must be interpreted as IIr • s (2-1 x 5- 1). 

8.2 p-elementary forms. The same methods enable as to classify the so
called p -elementary forms, that is, forms for which L· / L is a nontrivial 
elementary abelian p -group, where L is the lattice of the form and L· is 
the dual lattice. These forms were partially classified by Rudakov and 
Shafarevich [Rud 1], [Rud2], and the results used by Nikulin in [Nikl]
[Nik6] (see also [Doll]). 

Theorem 13. (a) For p ~ 3 the distinct genera of p -elementary forms 
are 

Ir. s (p ± k) for all signatures r-s, 

and 

IIr.s(p±k) for r-s = ±2-2-(p-l)k (mod 8), 

except that in either case when k - n (- r+s) the sign must be [ 
-pI ]s. 
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Table 15.4. All genera of fOnTIS with I det I ~ II. 

IDetl Genus Signature Exceptions 
(mod 8) n, -s 

I I,.. s all ° 1 II I. S ° none 
2 I,. s(2) all 0,1 
2 II,.. s(2) ± 1 none 
3 I,..s(3±1) all 0,1+ ,,2+2 
3 1I,..s(3±1) +2 none 
4 I,.,s(4±1) all 0, 1,2+ 2 ,3+ 3 
4 1I,.,s(4 1) ±I none 
4 1I,.,s(4-') ±3 none 
4 I,..s(2r) all 0,1,2 
4 II,. ~(2r) 0, ± 2 0 
4 1,..s(2rl) all 0, 1,2, 3±3, 4±4 
4 II I, S (2rl ) ° ° 4 II,. ~(21i2) 4 none 
5 I,., s(5) all ° 5 I,., s (5 - 1 ) all 0, I, 20 
5 II,., s(5) 4 none 
5 IIr, s(5- I) ° ° 6 I,..s(2x3±1) all 0,1 
6 II r,s(2x3±1) odd 1 ± 1 
7 1,.,s(7±1) all 0,1+ 1,2+2 
7 II (7± 1 ) 

" s ±2 none 
8 1,..s(8±1) all 0, 1,2+ 2,3+ 3 
8 Ir,s(8ij) all 0,1,2 0 ,2+ 2,3+ 1 
8 II,. s(8) ±I none 
8 II (8-') r, s ± 1 1 
8 1,.s(2x4) all 0,1,2 
8 II"s(2x4) even ° 8 1,.,s(23

) all 0,1,2,3 
8 1I,.s(23

) odd 1 
9 I,. s (9± , ) all 0, 1 + 1 
9 II,., s (9± 1 ) 0 ° 9 1,..s(3 2

) all 0, I, 20 
9 1,.,s(3- 2

) all 0, 1, 2± 2 
9 1I"s(3 2

) 4 none 
9 1I,.s(3- 2

) 0 0 
10 1 (2x5±1) 

" s 
all 0,1 

10 II" s(2 x 5) ±3 none 
10 1I"s(2x5- 1) ± 1 none* 
11 1 (11±1) 

" s 
all 0,1+ 1,2+2 

11 1I"s(II±I) + 2 none 
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Table 15.5. The 2-elementary forms. 

Ir. s (2~), k even < n, and 
if k -=- n-l then r-s = ± 1 (mod 8), 
if k -=- n-2 then r-s =1= 4 (mod 8); 

IIr. s (2r), 0 < k = n (mod 2), and 
if k = 1 then r-s = ± 1 (mod 8), 
if k = 2 then r-s =1= 4 (mod 8); 

IIr. s (2~), nand keven, r-s = 0 (mod 8); 

Chapter 15 

IIr. s (2ii k
), nand keven, 0 < k < n, r-s = 4 (mod 8). 

When these forms are indefinite of dimension ~ 3, each genus contains 
just one spinor genus, and so, by Theorem 14, just one class. 

(b) The distinct genera of 2-elementary forms are as shown in Table 
15.5. In all indefinite cases these genera again contain just one class. 

9. The spinor genus 

9.1 Introduction. The spinor genus, introduced by Eichler ([Eicl]; see also 
[Earl], [Ear3]-[Ear5], [Hsi2]), is a refinement of the notion of genus, and 
its importance stems from the following remarkable result. 

Theorem 14. (Eichler [Eicl]; see also [Cas3, Chap. 11, Theorem 1.4], 
[Wat3, Theorem 63]). For indefinite forms of dimension at least 3, a 
spinor genus contains exactly one integral equivalence class of forms. 

The current use of the term differs slightly from Eichler's (by replacing 
the orthogonal group by the special orthogonal group in some places). The 
description given here is in essence due to Watson [Wat3], although since 
Watson's description is rather complicated our treatment is based on the 
version given by Cassels [Cas3], which we recommend to the reader who 
would like to see the proofs. Cassels does not however give quite enough 
information about spinor norms to justify the claim that the spinor genus is 
a practicably computable invariant. We have therefore quoted from the 
relevant theorem of Watson, and have taken some pains to produce a 
mechanical rule for computing the spinor kernel. 

The invariants we described in the previous section are invariants of the 
genus. If two forms are in the same genus we can find a rational 
transformation relating them whose denominator can be made relatively 
prime to any given integer. If this transformation is integral (i.e. if the 
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denominator is 1) the forms are in the same class. The concept of spinor 
genus arises when we apply local arguments to this rational transformation 
to see what obstruction there is to making it an integral one. 

Each genus is partitioned into a number of spinor genera (the number 
is always a power of 2). There is a group of spinor operators acting 
transitively on the spinor genera, so that we can obtain any spinor genus in 
the genus from a fixed one by applying a suitable spinor operator. Thus 
the division into spinor genera is determined once we name the spinor 
operators and are able to decide when a given spinor operator acts trivially, 
i.e. is in the spinor kernel. Our Theorems 15-17 serve as operational 
definitions for the notions of spinor operator and spinor kernel. 

The computations depend on the calculation of the spinor norms of 
operations in certain orthogonal groups. Excellent references are Kneser 
[Kne3], Hsia [Hsi 1], Earnest and Hsia [Ear21. These references have the 
additional merit of discussing the problem over more general rings and of 
giving the best possible conditions on the indices of prime divisors of the 
discriminant to ensure that an indefinite genus contains just one class. 

9.2 The spinor genus. If f and g are forms of determinant d in the same 
genus, then they are rationally equivalent by some transformation whose 
denominator is prime to 2d [Cas3, Chap. 9], [Wat3, p. 781. Hence we can 
find corresponding lattices Land M for which 

[L: L nM] -=- [M: L nM] = r (say), (36) 

for some number r which is prime to 2d. We may paraphrase Watson's 
redefinition of spinor genus by saying that f and g are in the same spinor 
genus if and only if r is an automorphous number (as defined below). 

Theorem 15. (Obtained from Theorem 70 of [Wat31.) (a) The spinor 
genus of g (or M) is determined by that of f (or L) together with the 
number r. Using SG to denote spinor genus we shall write 

SG(g) -=- SG{f) • ~(r) , 

SG(M) -=- SG(L) • ~(r) . 

and call "~(r)" a spinor operator. 
(b) Furthermore, if the dimension is at least 3, then SG (f) • ~(r) is 
defined for every natural number r prime to 2d. 

To complete the definition we need to know how to find the r's for 
which ~ (r) is in the spinor kernel, i.e. ~ (r) fixes every spinor genus. This 
is done in the next section. 

Remarks. G) Part (b) of Theorem 15 fails for dimension 2. GO The 
theorem is usually applied to indefinite forms of dimension ~ 3, in which 
case by Theorem 14 we need not distinguish between the spinor genus of a 
form and the form itself. 
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9.3 Identifying the spin or kernel. Any element of the orthogonal group of 
I, over a field not of characteristic 2, can be written as a product of 
reflections in certain vectors v., V2, ••. , Vk. The spinor norm (defined only 
up to multiplication by square factors) of this operation is I (v.) ... I (Vk). 

This operation is proper (i.e. of determinant 1) or improper (determinant 
- 1) according as k is even or odd. The proper operations form the special 
orthogonal group of the form. Only some elements of the orthogonal 
group of I have integral matrix entries: these are the integral 
automorphisms of I. 

We call r E Q automorphous if it is the spinor norm of a proper 
integral automorphism of I. Similarly a p -adic number A -=- paa E Qp is 
p -adically automorphous if it is the spinor norm of a proper p-adic 
integral automorphism of I. 

The following theorems are due to Eichler [Eicl] and Watson [Wat31. 
We have obtained them by translating Cassels's versions into our notation 
- see In particular Theorem 3.1 of Cassels [Cas3, Chap. 11] and its 
corollary. 

Theorem 16. The spinor kernel consists 01 the spinor operators ~(r) lor 
which the positive integer r is an automorphous number not divisible by 
any prime divisor 01 2d. 

It is important that we can compute the spinor kernel "locally", in fact 
by performing a simple calculation for each prime in a certain finite set IT. 
In the terminology of the next section we have: 

Theorem 17. The spinor kernel is generated by the spinor operators 
~p (A) lor which p E IT and A is a p -adically automorphous number. 

9.4 Naming the spinor operators for the genus of I. Let IT be any finite 
set of primes that contains -1, 2 and all primes dividing d -=- det I, where 
I is some form in the genus. (We shall see later that often some primes 
can be removed from IT with no loss of information). 

Since the spinor operators depend only on the square class of r, we can 
name them by sequences C .. , r p ' .. '>pEn, in which each rp is a p-adic unit 
square class. In this notation the group operation is componentwise 
multiplication. Rational or p -adic integers can be regarded as spinor 
operators in the following way. 

(i) To any rational integer r not divisible by any p E IT there corresponds 
the spinor operator whose p -coordinate is the p -adic square class of r for 
each p. We shall write this as 

~ (r) = (r, r, ... ) (37) 

(the square class being understood). 
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(ij) To each P -adic integer A == paa there corresponds the spinor operator 
~p(A) whose PI-coordinate (for PI ¢ p) is the PI-adic square class of p a

, 

and whose P -coordinate is the p -adic square class of a: 

(38) 

9.5 Computing tbe spinor kernel from tbe p-adic symbols. I n view of 
Theorem 17 the spinor kernel is determined once we know the p -adically 
automorphous numbers. A vector v is called a p -adic root vector for f if 
and only if the reflection in v is a p -adically integral automorphism of f. 
Of course this reflection has determinant - 1. 

Tbeorem 18. (Based on Theorem 81 of [Wat3]). A p-adic number is 
p -adically automorphous for f if and only if it is the product of an even 
number of norms of p -adic root vectors for f. 

Remark. For odd p it follows from [Cas3, p. 115, Corollary 1] that every 
p -adically integral automorphism is the product of p -adically integral 
reflections. For p == 2 this is usually true but not always [O'Me4]. 

An algoritbm for finding tbe p -adically automorpbous numbers for a form. 

In the rest of this section we describe a mechanical rule for finding the p
adically automorphous numbers, that can be justified using Theorem 18. 
§9.6 contains some examples and simplifications. 

The algorithm is rather complicated to state, but is completely mechanical and 
very easy to apply. If p ~ 2 we first diagonalize f, or if p - 2 we express f as a 
direct sum of forms of the shapes 

(qx) and [qa qb] 
qb qc ' 

where q is a power of 2, a and c are divisible by 2, but x, band ac-b 2 are not 
(see Theorem 2). We now prepare a list in two parts: 

(I) If p ~ 2, all the diagonal entries, or if p - 2 the diagonal entries qx. (These 
numbers are not yet to be interpreted modulo squares, and of course the list may 
contain repeated entries'> 

(II) Only if p - 2: the numbers 2qu h 2qu 3, 2qu 5, 2qu 7 for every direct summand 

[~~ ~n 
Then the group of p-adically automorphous numbers is generated by the p-adic 

square classes of the ratios (or products) of all pairs of numbers from the total list, 
supplemented by: 

G) all p -adic units if 

either p ~ 3 and f q has dimension ~ 2 for any q, 
or p - 2 and f q ED f 2q ED f 4q ED f 8q has dimension ~ 3 for any q, 

and 

(ii) the square classes 
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whenever p - 2 and part (I) of the list contains two entries whose ratio 
has the form 

(lor 4 or 16)uodd, (2 or 8) u 1 or 5, (2 or 8)U3 or 7 

respectively. 

Example. For the form f - diag (3, 16) and the prime p - 2, part (I) of the list 
consists of (3 - U3, 16 - 16u.) and part (II) is empty. Since the ratio of 16 to 3 
has the form 16u 3, we supplement the total list by us, according to (iO. Thus the 
2-adically automorphous numbers are generated by the square classes of 
( I6u h U3, us}, i.e. are (Uh U3, us, U7). 

The supplementation rules correspond to the possibilities for root vectors not 
necessarily in the basis. Thus e 1 +e 2, of norm 2 - 2u I, is a 2-adic root vector for 

(~ ?), illustrating the first rule in (iO. 

9.6 Tractable and irrelevant primes 
The following considerations may be used to simplify the calculations. If there is a 
prime p such that, for each p -adic unit u, the spinor operator 

~p(U) - (1, 1, ... , I, u, 1, .. J ... ,p, ... (39) 

lies in the spinor kernel, then plainly the p -coordinate can be deleted, since it 
conveys no information modulo the spinor kernel. Such p are called tractable. For 
example, - 1 is always tractable, as is the prime 2 in the above example. 

However, a tractable prime may still have some effect on spinor genus 
calculations, since if p itself is automorphous, the spinor kernel will contain ~p (P), 
which has nontrivial values in coordinates other than the p-th. For example, if f is 
indefinite then -1 is (-I)-adically automorphous, so that ~_I (-I) -
(+ 1, -1, -1, ... )-1,2,3, ... is in the spinor kernel. 

If the p -adically automorphous numbers are precisely the square classes of the 
p -adic units (as happens when p ~ - 1 or 2 and p ~ det (f», then p is not only 
tractable but irrelevant. Irrelevant primes do not affect the computation of the 
spinor genus in any way. 

Example. We consider the form 

[

2 1 0 

f - 1 2 0 
o 0 18 

(discussed in [Wat3, p. 115]). For p ~ 2 we can diagonalize f, obtaining 
diag (2,3/2, 18). To find the spinor kernel we proceed as follows. 

p - -1: list (I) - (2 - u, 3/2 - u, 18 - U), so U is the only (-I)-adically 
automorphous number. 
p - 2: list (I) - ( 18 - 2u}' list (I I) - ( 2u h 2u 3, 2u 5, 2u 7), so the 2-adically 
automorphous numbers are (U., u 3, U 5, U 7}, and 2 is tractable. 
p - 3: list (I) - (2 - U _, 3/2 - 3u _, 18 - 9u _), so the 3-adically automorphous 
numbers are (u+, 3u +). 

We need retain only the 3-coordinate since 3 is the only intractable prime, and the 
spinor kernel is generated by 
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~2(Uh U3, Us or U7) - (U+)3 , 

~3(U+ or 3u+) - (U+)3 
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SO (U _) 3 is not in the spinor kernel, and therefore the genus of f contains two 
distinct spinor genera, one containing f, the other containing f • ( U -) 3. A 
representative for the second spinor genus is ([Wat3, p. 115]) 

630 
3 6 0 . 
002 

9.7 When is there only one class in the genus? In practice one usually 
finds that all primes are tractable and so the spinor genus coincides with 
the genus (and therefore, in the case of indefinite forms of dimension at 
least 3, the genus contains only one class). This section gives some 
conditions which guarantee that this will happen. 

Theorem 19. 1/ / is indefinite and the genus 0/ / contains more than one 
class, then for some p (possibly -1), / can be p -adically diagonalized 
and the diagonal entries all involve distinct powers 0/ p. 

Proof Suppose the contrary. Then dim / ~ 3, since otherwise in the 
(- 1) -adic (real) diagonalization the terms involve distinct powers of - 1. 
We now quote Eichler's theorem (Theorem 14) to see that the class 
coincides with the spinor genus and there must therefore be an intractable 
prime p. If p ~ 3 we know that none of the p -adic Jordan constituents /q 
can have dimension ~ 2 and the result follows. So we may conclude that 
2 is the only intractable prime. No nontrivial 2-adic Jordan constituent 
may have scaled type II, since then all 2-adic units are automorphous. 
Thus / is 2-adically diagonalizable. If any two of the diagonal terms 
involve the same power of 2, the algorithm implies that 5 is 2-adically 
automorphous, and so (u 5) 2 is in the spinor kernel. But since - 1 is (- 1)
adically automorphous, (u 7) 2 is also in the spinor kernel, and these 
generate all the possibilities. Therefore the diagonal entries may only 
involve distinct powers of 2. This completes the proof. 

With a little more care the argument can be refined to give the 
following result. 

Theorem 20. Suppose / is an indefinite form 0/ dimension nand 
determinant d. 
(a) 1/ p ~ 3 is an intractable prime then 

(n) 
d is divisible by p 2 • 

(b) A prime p = 3(mod 4) cannot be the only intractable prime. 

(40) 
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(c) If 2 is an intractable prime then 

[ !!..] (n) 

4 2 d is divisible by 4 2 . (41) 

(d) If 2 is the only intractable prime then 

[ !!..] (n) 

4 2 d is divisible by 8 2 . (42) 

(We recall that a prime p is tractable if ~p (u) is in the spinor kernel for 
every p -adic unit u.) 

Proof (a) If an odd prime p is intractable then from part (i) of the 
algorithm the powers of p in the diagonal terms of f are all distinct, and 
so, when arranged in increasing order, must be at least po, pi, p2, ... , 

yielding a product of at least p (~). 

(b) If p = 3 (mod 4) is the only intractable prime then every element of 
the spinor kernel has a name (u ±) p • But - 1 is (- 1) -adically 
automorphous and is a non-residue modulo p, so (-l)p is in the spinor 
kernel. Therefore the spinor kernel has order 2 and p is tractable, a 
contradiction. 

(c) If 2 is intractable then from part (II) of the algorithm there is no type 
II summand, i.e. the form is diagonalizable. Moreover no three powers of 
2 in the diagonal terms can lie in the range 2' to 2,+3 (inclusive), for any 
t. Therefore, when arranged in increasing order, the powers of 2 must be 
at least 

When multiplied by 1, 4, 1, 4, ... this sequence becomes 

4°,41,42,43, ••• , 

which implies (41). 

(d) If 2 is the only intractable prime then every element of the spinor 
kernel has a name (u 1) 2, (u 3) 2, (u 5) 2 or (u 7) 2, and since - 1 is (- 1)
adically automorphous, (U7)2 is in the spinor kernel. Moreover, if any two 
powers of 2 in the diagonal terms have ratio 1 or 4 or 16, then by part {iO 
of the algorithm (u 5) 2 is in the spinor kernel and all possibilities are 
generated. So the even powers of 2 are at least 

20, 26, 212, ... , 

and the odd powers of 2 are at least 

21,27,213 , .... 
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The least possible values are therefore 

which on multiplication by 1, 4, 1, 4, ... become 

establishing (42). 

Theorem 21. If f is an indefinite form of dimension n and determinant 
d, with more than one class in its genus, then 

[~] n 
4 2 d is divisible by k (2) (43) 

for some nonsquare natural number k = 0 or 1 ( mod 4). 

This is a strengthening of [Wat3, Corollaries 1 and 2 to Theorem 69]. 
Compare [Kne3], [Hsil], [Ear2]. Without going into too much detail it is 
worth mentioning that this result is nearly best possible. If 4[n/2]d is 

(n) 

divisible by k 2 for such a k, then there is a genus of forms with 
determinant d or some small multiple of d that contains more than one 
class. 

Proof If the dimension is 2 the assertion is trivial. For certainly 
d ¢ ± 1, or else there is only one class in the genus. Therefore some 
prime p ~ 2 divides d, and (43) holds with k -=- 4p. 

For dimensions 11 ~ 3, as in the proof of Theorem 19, there must be at least 
one intractable prime p ~ 2. If some p == I (mod 4) is intractable then, from 
(40), (43) holds with k = p. If two primes p and q congruent to 3 (mod 4) are 
intractable then (43) holds with k = pq. If both 2 and p == 3 (mod 4) are 
intractable then k = 4p will do, from (40) and (41); if 2 is the only intractable 
prime then k = 8 will do, from (42); and by part (b) of Theorem 20 this has 
exhausted all the possibilities. 

Corollary 22. Suppose f is an indefinite form of dimension nand 
determinant d, with more than one class in its genus. Then I d I ~ do, 
where do is given by the following table. 

n 2 3 4,6,8, ... 5,7,9, ... 

do 17 128 5(~) 2·5(~) 

Proof For large n, (42) implies that det f is divisible roughly by 8 (~), 
whereas if 5 is intractable then from (40) we need only 5 (~) I det.f. The 
cutoff point turns out to be at n -=- 4, and for n ~ 4 the smallest 
determinant (for an indefinite form with more than one class in its genus) 
is that of the form 
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omitting the final term if n is even. This determinant is 

5 (~)·f . 5(~)·f . dd 
1 n IS even, 2· 1 n IS 0 . (44) 

But (42) is better than (44) when n = 3. For n = 2, we find from Table 
15.2 that the binary forms 

[2 3] [-2 3] 
3 -4 and 3 4 

are in distinct classes although both belong to the genus 11 1,1 (17). The 
pair of ternary forms with determinant -128 is given at the end of this 
chapter. 

For definite forms the question of when there is only one class in the 
genus behaves completely differently, and is the subject of a series of 
papers by Watson [Wat5]-[Wat7], [WatI4]-[Wat22]. 

10. The classification of positive definite forms 

10.1 Minkowski reduction. We shall not say very much about this 
important notion, since our main interest is in forms of large dimension 
where it is impracticable. (For further information see the references on 
reduction algorithms listed in §1.4 of Chap. 2.) Let f be a positive definite 
n -dimensional form. f is said to be Minkowski reduced if it has been 
expressed in terms of an integral basis e h ... , en such that for each t, 
1 ~ t ~ n, 

f (e,) ~ f (v) for all integral vectors v for which eh ... , e'-h v 

can be continued to an integral basis. (45) 

I n other words each successive e, is chosen so that f (e,) is as small as is 
possible. By letting v range over all integral vectors, the condition (45) 
implies inequalities on the matrix entries aij. It turns out [Cas3, p. 256, 
Theorem 1.3] that only finitely many of these inequalities are necessary 
(Uthe fundamental region has finitely many walls"), but unfortunately their 
number tends to infinity very rapidly with the dimension. 

Some of these inequalities may be easily written down. G) It is 
immediate from (45) that 

o < all ~ a22 ~ ... ~ ann. (46) 

Gj) If we let v = e, - ~ Eses (for some set S of subscripts s < t and 
sES 

coefficients Es = ± I) the inequality f(e,) ~ f(v) becomes 

21 ~ Esas, - ~ ErEsars I ~ ~ ass· 
sES r,sES sES 

r<s 
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The cases S = {s}, {r, s}, {q, r, s}, ... lead to 

21 a a qt + (3 art + ')' a st - a {3aqr - a ')'aqs - {3 "'lars 1 

~ aqq+arr+ass (q < r < s < t) , 

with a, /3, ')' = ± 1, etc. 
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(47) 

(49) 

It is a theorem of Minkowski (see for example [Cas3, p. 257, Lemma 
1.2]) that for dimension ~ 4 a reduced form may be defined using vectors 
v with coefficients equal to 0 or ± 1. In fact the inequalities 

(46), (46)-(47) , (46)-(48), (46)-(49) 

Gn which q, r, s, t ~ n) define a Minkowski reduced form for 

n = 1, 2, 3, 4 

respectively. 

For n = 5, 6, 7 and 8, defining systems of inequalities for Minkowski 
reduced forms have been given by Minkowski, Ryskov, Tammela and 
Novikova - see [Affl], [Aff2], [Gru 1], [Novl], [Rys2], [Rys3], [Rys8], 
[RysI4], [Taml ]-[Tam4]. But the coefficients of v can no longer be 
restricted to 0 and ± 1. 

Many theorems in the geometry of numbers are consequences of the 
inequalities (45) (see the references mentioned at the beginning of this 
section). In particular they can be used to show that there are only finitely 
many classes of forms of any given determinant [Cas 1, p. 256, Theorem 
1.1] and in some case to enumerate these forms [Wae5]. However, even in 
dimension 3, the process is tedious for moderately large determinants, and 
for n~uch higher dimensions it is out of the question. 

Tables 15.6 and 15.7 give all indecomposable, reduced, definite ternary 
forms with determinant Id 1 ~ 50 and the indefinite forms with Id 1 ~ 100. 
An entry abe f g h represents the form having matrix 

a b h 

b c f , 
h f g 

and h is omitted when it is zero. Table 15.6 gives the positive definite 
forms with d ~ 50, and was computed using the inequalities (46)-(48). 
Table 15.7 gives the indefinite forms with 1 d 1 ~ 100, and was computed 
using the theory of spinor genera. 
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Table 15.6. Indecomposable positive definite ternary forms. 

d Forms 

4 2 12 I 2 

7 2 12 1 3 

8 2 I 3 I 2 

10 2 1 214 

12 2 1 4 1 2, 3 1 2 1 3 

13 2 1 2 1 5, 2 I 3 1 3 

16 2 1 5 1 2, 2 1 2 1 6, 3 1 3 1 3 - I 

17 3 12 1 4 

18 2 1 3 1 4 

19 21217,21413 

20 2 1 4 2 4, 3 I 3 1 3 1 

21 3 1 3 I 3 

22 2 1 2 1 8, 3 1 2 1 5 

23 2 1 3 1 5 

24 2 1 7 1 2, 4 1 2 1 4, 3 1 3 1 4_1 

25 2 1 2 1 9, 2 1 5 1 3 

26 2 1 4 I 4 

27 3 I 2 1 6, 2 1 4 2 5 

28 2 1 8 1 2, 2 I 2 1 10, 2 I 3 I 6, 2 1 5 2 4, 3 1 3 1 4 I 

29 3 1 3 1 4 

30 3 141 3 

31 212111,41215 

32 2 1 9 1 2, 3 1 2 1 7, 3 1 3 1 5_ 1, 3 1 4 2 4, 42424 

33 2 1 3 1 7, 2 1 4 1 5 

34 2 I 2 1 12, 2 1 5 1 4, 2 1 4 2 6 

35 3 1 414_1 

36 2 1 10 1 2, 2 1 6 2 4, 2 1 5 1 5_ 1, 3 I 3 1 5 I' 4 1 4 I 4-2 

37 2 1 2 1 13, 2 1 7 1 3, 3 1 2 1 8, 2 1 5 2 5, 3 1 3 1 5 

38 2 1 3 1 8, 4 1 2 1 6 

39 3 1 5 1 3, 3 1 4 1 4 1 

40 2 1 11 1 2, 2 I 2 I 14, 2 1 4 1 6, 5 I 2 1 5, 3 I 3 , 6_ 1, 4 1 3 1 4 

41 21427,31414 

42 3 1 2 , 9 

43 2 1 2 1 15, 2 1 8 1 3, 2 1 3 1 9, 2 1 5 1 5, 3 1 4 2 5 

44 2 1 12 1 2, 2 1 7 2 4, 3 1 3 1 6 l' 3 1 5 2 4, 4 1 4 2 4, 4 2 4 2 5 

45 41217,21516_1,31316 

46 2 1 2 1 16, 2 1 5 2 6, 3 1 4 I 5_ 1 

47 3 1 2 1 10, 214 I 7, 2 1 6 2 5 

48 2 1 13 I 2, 2 1 3 1 10, 2 1 4 2 8, 2 1 6 3 6, 3 1 6 1 3, 3 1 3 I 7 -I' 

4 1 5 I 4_2' 4 2 5 2 4 

49 212117,21913,51216,51315_2 

50 21714,315,41,41414_1 

Three fonns should be added to this table: 
2 16 12 at detenninant 20, 2 I 6 13 at detenninant 31. 

and 2 I 6 I 4 at detenninant 42. 
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Table 15.7. Indecomposable indefinite ternary fonns. 

d Fonn~ 

+R ±2 1 ±2 1 + 2 

+2H ±2 1 +6 1 ±2 

+ 32 ±2 1 + 2 1 ±6 

+ 56 ±21± 14 1+2 

+64 ±4 2 ±4 2 + 4 

+68 ±2 1 ±6 I +6 

+ 72 ±6 1 ±2 1 +6 

+ 72 ±21+21±14 

+92 ±2 I + 22 1 ±2 

10.2 The Kneser gluing method. The integral lattices generated by vectors 
of norm 1 and 2 are completely classified. Such a lattice can be written as 
a direct sum of the particular lattices 

Certain other lattices can be found by gluing these (and possibly other) 
components together. This technique, due to Witt and Kneser [Kne4], is 
described in §3 of Chap. 4. In Chaps. 16 and 17 we shall describe how, by 
a combination of gluing and other methods, the unimodular lattices of 
dimension n ~ 25 have been enumerated. However it is worth pointing 
out that the enumerations of unimodular lattices can be used to find 
lattices of other determinants in a fairly simple way, as the following 
section will illustrate (cf. [Kne4], [Pie 12]). 

10.3 Positive definite forms of determinant 2 and 3. By following the 
method used by Kneser [Kne4], and making use of the results of Chap. 16, 
in this section we classify the forms of determinant 2 up to dimension 18 
and determinant 3 up to dimension 17. This is enough to demonstrate the 
techniques used, and since beyond this point the tables become unwieldy, is 
a good place to stop. The results for determinant + dimension ~ 17 agree 
with Kneser's. 

Theorem 23. All positive definite forms of determinant 2 and dimension 
~ 18, or determinant 3 and dimension ~ 17 are as shown in Tables 15.8 
and 15.9. 

Note. The tables explain these lattices in terms of unimodular lattices 
taken from Chap. 16. As in that chapter a unimodular lattice is specified 
by its component root lattices. 

Outline of proof. Determinant 2. If Ln has determinant 2, then 
L; / Ln has order 2 and there is a vector vEL; \ Ln with 2v E Ln and 
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V·V = 1/2 (mod 1). In the particular case L I -=- A I, write w instead of v, 
with w· w == 1/2 • Then Ln EB A I can be extended by the glue vector v+w to 
give a lattice Ln+1 (say) of determinant 1. Conversely, Ln -=- w...L 
(in Ln+l ) == {x E Ln+1 : x·w == OJ. Thus all n-dimensional lattices Ln 
of determinant 2 are uniquely obtained as the orthogonal lattices to norm 2 
vectors w in (n + 1) -dimensional lattices Ln+ I of determinant 1. 

All such Ln + I can be found (for n + 1 ~ 23) in Chap. 16. Suppose 
Ln+l == Mn+l - k EB Ik, where Mn+l - k has minimal norm ~ 2. There are 
now two possibilities for w. 

(a) w E Ik (if k ~ 2), so that Ln == w...L == Mn+1- k EB A I EB Ik- 2• If Ln 
has minimal norm 2 then we must have Ln == Mn- I EB A I. These lattices 
are shown in column (a) of Table 15.8. 

We know from Table 15.4 that there are just two genera with 
determinant 2, namely In (2) and lIn (2). Ln == Mn- I EB A I is even (i.e. in 
lIn (2» exactly when M n- I is. For n == 17 there are three lattices in 

Table 15.8. Positive definite lattices of determinant 2, minimal norm 
~ 2. 

Dim. (a) (b) < 2 >...L in n( nIl n,o, 

0 - - 0 0 0 
1 Al - 0 1 1 
2 - - 0 0 1 
3 - - 0 0 1 
4 - - 0 0 1 
5 - - 0 0 1 
6 - - 0 0 I 
7 - E8 0 1 2 
8 - - 0 0 2 
9 E8 EB A I - 0 1 3 
10 - - 0 0 3 
11 - DI2 1 0 4 
12 - - 0 0 4 
13 DI2EBAl Ej 2 0 6 
14 - A IS 1 0 7 
15 EjEBA I D 16, El, Dl 2 2 11 
16 AlsEBAI AllE6 3 0 14 
17 ElEBAI AI7A I 

DI6 EBA I DloE7A l 

Dl EB A I D"6 
A§ 6 4 24 

18 A llE6 EB A I E"601 
A llD70 1 

AjDs 6 0 30 
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column (a), two of which are even, although the table only indicates their 
number. The actual components can be found from Chap. 16. 

(b) Alternatively we can take w to be any norm 2 vector in a lattice M n+1 

of determinant 1 and minimal norm 2. For example there are exactly two 
inequivalent choices for w in the I8-dimensional lattice AilE 6. These 
lattices are shown in column (b) of Table 15.8. In Tables 15.8, 15.9 the 
symbol < c > denotes a one-dimensional lattice u Z with u·u = c. 

The last three columns of Table 15.8 give nI (resp. nIl), the number of 
odd (resp. even) lattices with determinant 2 and minimal norm ~ 2 in 
each dimension, and n

" 
the number of lattices with determinant 2 and 

minimal norm ~ 1. 

Determinant 3. If Ln has determinant 3 there is a vector vEL: \ Ln 
with 3v E Ln and v·v = ±1/3 (mod 1). It is easy to see that if 
v·v = 1/3 (mod 1) then the 3-adic symbol for Ln is In-I 31, and otherwise 
it is In-I 3-1• 

First we consider the case v·v = 1/3 (mod 1). We take A 2 with 
w E A; \ A 2, W·W = 2/3 (Chap. 4, Eq. (55», and extend Ln EB A2 by the 
glue vector v+w to obtain a lattice Ln+2 of determinant 1. Conversely, 
Ln = At- in Ln+2• If Ln+2 -=- Mn+2-k EB Ik there are two possibilities. 
(a) A2 elk, so (if Ln has minimal norm ~ 2), Ln -=- Mn- I EB < 3 >, 
where Mn- I has minimal norm 2 and determinant 1. (b) A2 C Mn+2- k. 
For example A t- in E 8 gives L6 -=- E 6. 

Second, consider v·v = - 1/3 (mod 1). We take a I-dimensional lattice 
M I (say) = < 3 >, with generator w of norm 3, and extend Ln EB M I by 
the glue vector v + 1/3 W to get a lattice Ln+1 of determinant 1. 
Conversely, Ln is the orthogonal lattice to a norm 3 vector w in an (n+l)
dimensional lattice Ln+1 of determinant 1. If Ln+1 -=- M n+l - k EB Ik there 
are now three possibilities to consider. (c) w E Ik, (d) the projection of 
w onto M n+ l - k has norm 2, while the projection onto Ik has norm 1, and 
(e) w E Mn+l-k. 

In case (d), suppose Ln+1 -=- Mn EB I., where Mn has minimal norm 2. 
Let w = v+e where v E Mn, V·V -=- 2, eEl., e·e = 1, and let Kn- I -=- v...L 
in M n , so that det Kn - I -=- 2 (from the first part of the proof). Then 
Ln = w...L contains Kn- h and also the vector u = v-2e, which generates a 
I-dimensional la ttice < 6 > orthogonal to Kn- I • In fact Ln is 
Kn- I EB < 6 > extended by a glue vector t + 1/2 u, where t is a nonzero 
glue vector for K:_ I / Kn- I • 

Table 15.9 shows the lattices of minimal norm ~ 2 in the five cases, 
and the number of even (nIl) and odd (nI) lattices of minimal norm 2 in 
each dimension. There are four genera of forms of determinant 3 (see 
Table 15.4), namely In(3± I) and Iln(3± I). Columns (a) and (b) belong 
to either In (3 1) or lIn (3 1), and columns (c), (d) and (e) to either In (3- 1) 

or I In (3- 1
). The final column, n,OI ' gives the number of lattices with 

determinant 3 and minimal norm ~ 1. 
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Dim 

0 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 

17 

Chapter 15 

Table 15.9. Positive definite lattices of determinant 3, minimal norm 

~ 2. 

(a) (b) (c) (d) (e) nl nil 

At in < 3> 1- in < 3> 1- in 

- - - - - 0 0 
<3> - - - - I 0 

- - A2 - - 0 1 
- - - - - 0 0 
- - - - - 0 0 
- - - - - 0 0 
- E8 - - - 0 1 
- - - - - 0 0 
- - - E8 ED II - 1 0 

E8 ED < 3 > - - - - 1 0 
- D12 E8 ED A2 - - I I 
- - - - DI2 I 0 
- Ej - D12 ED II - 2 0 

D12 ED < 3 > A ls - - Ej 3 0 
- D 16, Ei, Di D12 ED A2 Ej ED II A ls 4 2 

Ej ED < 3 > AII E 6 - A ls ED II Di 5 0 
A IS ED < 3 > A\7A I Ei ED A2 El; ED II AII E 6 

DlOE 7A I DI6 ED II 
Dl Di ED II 
A§ 12 0 

Ei ED < 3 > Elo l A IS ED A2 AII E 6 ED II A\7A I 
DI6 ED < 3 > A II D 70 1 DlOE 7A I 
Di ED < 3 > AiDs Dl 

A§ 17 0 

n,o, 

0 
1 
2 
2 
2 
2 
3 
3 
4 
5 
7 
8 
10 
13 
19 
24 

36 

53 

11. Computational complexity 

Finally we give a brief discussion of the complexity of the classification 
problem. (The complexities of other questions connected with lattices are 
discussed in § 1.4 of Chap. 2.) The following are some of the principal 
questions that we have encountered. 

(C 1) Find the number of classes of integral quadratic forms of dimension 
n and determinant d. (C2) Exhibit one form in each class. (C3) Given 
two forms, determine if they are in the same class. (C4) If they are, find 
an explicit equivalence. (G 1) Find the number of genera of forms of 
dimension n and determinant d. (G2) Exhibit one form in each genus. 
(G3) Given two forms, determine if they are in the same genus. (G4) If 
they are, find an explicit rational equivalence whose denominator is prime 
to any given number. A closely related problem is to find which numbers 
are represented by a form. (S) Given a form f of dimension nand 
determinant d, and an integer k, is there an integral solution to 
f (x) = k? If so, find all solutions. 

We shall not say much about (S). For n = 2 it was solved by Gauss 
[Gaul, §§180, 205, 212] (see also [Bor5, p. 142], [Coh5, p. 1], [Edwl, pp. 
317, 330], [Lag 1], [Lag2], [Mor6]). The complexity of Gauss's solution 
appears to be dominated by the complexity of factoring k, which is at most 
exp(c Jlog k log log k) for some constant c [Mor8], [Poml]. (Certainly 
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Gauss's solution is more efficient than the 0 (K) solutions proposed in 
[Dijl] and [Bac3] in the case f -=- x 2+y2.) For general n not much is 
known. This problem includes the determination of the minimal nonzero 
norm of a lattice - see §1.4 of Chap. 2. 

For problem (C 1), in the case n == 2 there are explicit formulae for the 
class number, which can be evaluated in a number of steps that is a 
polynomial in d [Cas3, p. 371], [Dic2, Chap. VI). 

For positive definite forms of fixed dimension n, all of (Cl)-(C4) and 
(Gl)-(G4) can be solved by algorithms whose running time is a polynomial 
in d. (By using Minkowski-reduced forms (§l 0.1), all entries in the 
matrices and vectors involved can be bounded by simple functions of d 
(compare §3.2).) However these polynomials typically behave like d n2

, so 
the growth as a function of n is likely to be worse than exponential. 
Furthermore the mass formula (see Chap. 16) shows that the class number 
for definite forms grows at least as fast as nn

2 
[Mil7, p. 50). Since it seems 

unlikely that one can find the class number for n > 2 without determining 
all the classes, the complexity of (Cl) and (C2) for definite forms as a 
function of n seems to be worse than exponential. 

In the remainder of this section we consider indefinite forms. If the 
determinant is given in factored form, problem (Cl) is easy. Using the 
method of §§7,8, the number of steps required is a polynomial in the 
number of factors of d. If d is a prime, for example, the answer is given 
in Theorem 13. 

Our invariants for the genus and spinor genus also provide quick (and 
polynomial-time) solutions to (Gl), (G3) and usually (C3). We illustrate 
with a notorious example. Dickson and Ross in 1930 were unable to decide 
whether the ternary forms x 2-3y 2_2yz-23z 2 and x2-7y2-6yz-llz2 were 
equivalent [Dic3, p. 147). It is now known that they are equivalent 
[Ben2], [Cas3, pp. 132, 251], but we shall establish this using our 
invariants. Replacing the forms by their negatives for convenience, the 
problem is to decide the integral equivalence of 

3 0 
1 23 0 

o 0-1 

and 

7 

3 

o 

3 0 
11 0 
o -1 

We first compute the genus in each case. By rational transformations of 
denominators 3 and 7, respectively, the forms may be diagonalized to 

diag {3, 6
3
8 ,-I} and diag {7, 6

7
8, - Il . 

Therefore, since 3 and 7 are odd and prime to the determinant - 68, we 
can read off the relevant p -adic symbols 

p -=- _ 1: +2 _ +2 _ 

p == 17: 1- 2 17- 1 

p==2: 12"243"1 
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and since the first 2-adic symbol is converted to the second by a 2-step 
walk, the forms are indeed in the same genus. 

Let us compute the spinor kernel for the first form. Plainly 2 is the 
only intractable prime, although - 1 is still relevant since it tells us that 
- 1 is (- 1) -adically automorphous and so (u 7) 2 is in the spinor kernel. 
Since two of the terms in the 2-adic diagonalization have ratio - 3 -=- U 5, 

(u 5) 2 is also in the spinor kernel, which therefore includes everything, and 
so there is only one class in the genus. Thus the two forms are integrally 
equivalent. In fact the unimodular matrix 

-3 2 10 

M == -2 3 14 (50) 

-1 5 

transforms the first form into the second. 

There do not seem to be good algorithms for the remaining problems 
(C2) -(C4), (G2) and (G4). Logically there is no difficulty: the proofs of 
the theorems on genus and spinor genus (Theorems 9, 10, 14 etc.) are at 
bottom computationally effective. For example, for problems (C3), (C4) 
and (G4), if two forms are known to be in the same genus, we can in 
principle search through all rational matrices until a rational equivalence of 
denominator r prime to 2d is found. The forms are then in the same class 
if and only if ~(r) is in the spinor kernel. If they are in the same class we 
can continue the search until an integral equivalence is found. (The 
matrix (50) was essentially found by this procedure, after using the 
diophantine equations resulting from Eq. (4) to restrict the search.) For 
problems (C2) and (G2) we search through all integral matrices in turn, 
applying these techniques, until we have found the correct number of 
distinct classes or genera of forms of determinant d. But these are only 
logicians' solutions, and it is not clear to us that in general they can be 
converted into practical algorithms. 

Often there is some convenient artifice. Sometimes one can make use 
of Gauss's complete theory of binary forms. We illustrate by finding two 
inequivalent indefinite ternary forms of determinant - 128 of the same 
genus (see Corollary 22). I t is easy to see that the genus of 
f == diag {-I, 64, 2}, namely I 2, 1(2x64), contains two spinor genera and 
hence two classes, namely f and f • ~ (3). We must find a representative 
for the second class. Thus we wish to find two lattices Land M in this 
genus whose intersection has index 3 in each of them. Among the binary 

forms of determinant -64 we find the form [-i ~), which remains 

integral when its first row and column are divided by 3 and simultaneously 

its second row and column are multiplied by 3, yielding [-l 6~) So the 

ternary forms 

(a) 

-1 o 
1 63 0 and (b) 

002 

-9 o 
170 

002 

(51) 



On the Classification of Integral Quadratic Forms 405 

represent lattices Land M for which generators can be chosen in the form 
e., e2, e3 for Land 3e., e2/3, e3 for M. Now L also possesses the 
diagonal basis e., e 1 +e2, e3, showing that it corresponds to the original 
form f. The matrix (51 b) is therefore a representative for the second class 
in this genus. 


