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L2-ALEXANDER INVARIANT FOR KNOTS

JÉRÔME DUBOIS AND CHRISTIAN WEGNER

Abstract. This paper deals with the study of a new family of knot invariants:
the L

2-Alexander invariant. A main result is to give a method of computation
of the L

2-Alexander invariant of a knot complement using any presentation of
default 1 of the knot group.

1. Introduction

The Alexander polynomial is the first polynomial knot invariant in the history
of knot theory. It was introduced by J. W. Alexander [1] in 1928 and appears now
in many different flavors: using the Fox calculus, using Seifert matrices, using skein
relations, etc. In the sixties, J. Milnor [15] gave a spectacular interpretation of the
(usual) Alexander polynomial as a kind of Reidemeister torsion, an abelian one, and
proved again some deep properties such as symmetric property of the Alexander
polynomial.

In a completely different area, L2-invariants was introduced by M. Atiyah in [2]
where he used von Neumann’s concept of “continuous dimension”.

The Milnor–Reidemeister torsion is defined using matrices, i.e. operators with
finite spectrum, and using the usual notion of determinant. The analytic Ray–
Singer torsion is defined for operators with (infinite) discrete spectrum, and it is
well–known that for closed three–dimensional manifolds analytic and Reidemeister
torsion are equal by the celebrated theorem of Cheeger–Müller (see [5, 16]). For
certain operators whose spectrum is no more discrete but continuous, the notion
of L2-torsion has been introduced around 15 years ago by Carey–Mathai, Lott,
Lück–Rothenberg, Novikov–Shubin (see in particular Lück’s monograph [13] for a
complete history of the story). One of the most significant results in this field is
that the L2-torsion of a hyperbolic three–dimensional manifold is proportional to
the hyperbolic volume of the manifold (in fact equal up to a factor − 1

6π ). This
fundamental result is due to W. Lück and T. Schick [14].

As a generalization of the Milnor–Reidemeister torsion, the notion of twisted
Alexander polynomial has been introduced in the nineties by X.-S. Lin, and next
generalized and studied by many authors: one could refer to the excellent survey by
Friedl and Vidussi [7] for a complete bibliography. In 2006, Li and Zhang [9] intro-
duced the notion of L2-Alexander invariants for knots, which is a sort of Alexander
type invariant (twisted in an abelian way) but using in its definition the Fuglede–
Kadison determinant instead of the usual determinant. Further observe that the
L2-Alexander invariant of a knot evaluated at t = 1 is precisely the L2-torsion of
the knot complement.

One of the main result of this paper is to give a method to compute the L2-
Alexander invariant of a knot using any presentation of default 1 of its group and
the associated Fox matrix (see Theorem 3.5). This result can be considered as an
L2-version of a well–known method to compute the usual Alexander polynomial by
using Fox differential calculus (see for example [3, Theorem 9.10]). The idea of the
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2 JÉRÔME DUBOIS AND CHRISTIAN WEGNER

proof is to relate the L2-Alexander invariant of a knot to a generalization of the
L2-torsion — the so–called weighted L2-torsion — of the universal covering of the
knot complement. A detailed study of the weighted L2-torsion yields Theorem 3.5.
As an application we explicitly compute the L2-Alexander invariant for torus knots.
A strategy to gain further information about the L2-Alexander invariant is to use
a geometrical toral splitting of the knot complement along disjoint incompressible
2-sided tori into Seifert and hyperbolic pieces and to study the weighted L2-torsion
of these pieces (see Proposition 5.5 and Remark 5.6).

The paper is organized as follows. Section 2 deals with the needed backgrounds
on L2-invariants, we especially give a precise definition of the Fuglede-Kadison
determinant. In Section 3, we define the L2-Alexander invariant which can be
considered as a L2-version of the usual Alexander invariant and state our main
result: Theorem 3.5. The proof of our main theorem uses the notion of weighted L2-
invariants, this notion is introduced in Section 4 and applied to knot complements
in Section 5. In Section 6, we explicitly compute the L2-Alexander invariant for
torus knots. Finally in the Appendix we have put together the detailed study of
the weighted L2-invariants.

2. Background on L2-invariants

In this section, we give a short introduction to L2-invariants. We define L2-Betti
numbers, Novikov–Shubin invariants and L2-torsion of finite CW-complexes. For
more information on L2-invariants we refer to Lück’s book [13].

We start with some elementary definitions. For a discrete group G, the Hilbert
space l2(G) is defined as the completion of the complex group ring CG with respect
to the inner product

〈
∑

g∈G

cg · g ,
∑

g∈G

dg · g〉 :=
∑

g∈G

cg · dg.

The von Neumann algebraN (G) is the algebra of all bounded linear endomorphisms
of l2(G) that commute with the left G-action. The trace of an element φ ∈ N (G) is
defined by trN (G)(φ) := 〈φ(e) , e〉 where e ∈ CG ⊂ l2(G) denotes the unit element.
We can extend this trace to n × n-matrices over N (G) by considering the sum of
the traces of the entries on the diagonal.

Definition 2.1 (Hilbert N (G)-module). A finitely generated Hilbert N (G)-module
V is a Hilbert space with a linear left G-action such that there exists a CG-linear
embedding of the Hilbert space into an orthogonal direct sum of a finite number of
copies of l2(G). A morphism of Hilbert N (G)-modules is a bounded G-equivariant
operator. A weak isomorphism is a morphism which is injective and has dense
image.

By the following definition we can assign to a finitely generated Hilbert N (G)-
module a dimension which satisfies faithfulness, monotony, continuity and weak
exactness (see [13, Theorem 1.12]).

Definition 2.2 (von Neumann dimension). Let V be a finitely generated Hilbert
N (G)-module. Choose any orthogonal G-equivariant projection pr : l2(G)n →
l2(G)n whose image is isometrically G-isomorphic to V . The von Neumann di-
mension of V is given by

dimN (G)(V ) := trN (G)(pr) ∈ [0,∞).

Let X be a finite connected CW-complex with fundamental group G. Then we

obtain a Hilbert N (G)-chain complex C
(2)
∗ (X̃) := l2(G) ⊗ZG C∗(X̃), where C∗(X̃)

is the cellular chain complex of the universal covering of X . Notice that Cn(X̃) is
a finite free ZG-module with basis given by a cellular structure of X .
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Definition 2.3 (L2-homology, L2-Betti number). We define the n-th (reduced)
L2-homology and the n-th L2-Betti number of a finite connected CW-complex X
by

H(2)
n (X̃) := ker(c(2)n (X̃))/im(c

(2)
n+1(X̃)),

b(2)n (X̃) := dimN (G)(H
(2)
n (X̃)).

The basic properties of the L2-Betti numbers like homotopy invariance, Euler-
Poincare formula or multiplicativity under finite coverings are described in [13,
Theorem 1.35].

For the definition of the Novikov–Shubin invariants and the L2-torsion we need
spectral density functions. The spectral density function of a morphism of finitely
generated Hilbert N (G)-modules f : U → V is given by

F (f) : R → [0,∞), λ 7→ dimN (G)

(
im(Ef

∗f
λ2 )

)

where {Ef
∗f

λ : U → U | λ ∈ R} denotes the family of spectral projections of the
positive endomorphism f∗f . The spectral density function is monotonous and right-
continuous. It defines a measure on the Borel σ-algebra on R which is uniquely
determined by

dF (f)((a, b]) := F (f)(b)− F (f)(a) for a < b.

Definition 2.4 (Novikov–Shubin invariant). Let X be a finite CW-complex with
fundamental group G. We define its Novikov–Shubin invariants by

αn(X̃) := lim inf
λ→0+

ln(F (c
(2)
n (X̃), λ)− F (c

(2)
n (X̃), 0))

ln(λ)
∈ [0,∞],

if F (c
(2)
n (X̃), λ) > F (c

(2)
n (X̃), 0) holds for all λ > 0. Otherwise we set αn(X̃) := ∞+

where ∞+ is a new formal symbol.

For the basic properties of the Novikov–Shubin invariants like homotopy invari-
ance or invariance under finite coverings we refer to [13, Theorem 2.55].

Definition 2.5 (Fuglede–Kadison determinant). Let f : U → V be a morphism of
finitely generated Hilbert N (G)-modules. We define the Fuglede–Kadison determi-
nant of f by

detN (G)(f) := exp(

∫ ∞

0+
ln(λ) dF (f)(λ))

if
∫∞

0+ ln(λ) dF (f)(λ) > −∞ and by detN (G)(f) := 0 otherwise.

We use this determinant to define the L2-torsion. Some properties of this deter-
minant can be found in [13, Theorem 3.14].

Definition 2.6 (L2-torsion). Let X be a finite CW-complex with fundamental

group G. Suppose that b
(2)
n (X̃) = 0 and detN (G)(c

(2)
n (X̃)) > 0 for all n. We define

its L2-torsion by

ρ(2)(X̃) := −
∑

n≥0

(−1)n · ln(detN (G)(c
(2)
n (X̃))) ∈ R.

The basic properties of the L2-torsion like homotopy invariance or sum formula
are described in [13, Theorem 3.96].
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3. L2-Alexander invariant for knots

In 2006, Li and Zhang [9] introduced the notion of L2-Alexander invariant for
knots, which is a sort of (twisted) Alexander type invariant but using in its definition
the Fuglede-Kadison determinant instead of the usual determinant. We first recall
the definition of this L2-Alexander invariant.

Let K ⊂ S3 be a knot and consider a Wirtinger presentation

P =
〈
g1, . . . , gk

∣∣ r1, . . . , rk−1

〉

of the knot group Γ = π1(MK), where MK = S3 \V (K) denotes the knot exterior.
We have a group homomorphism φ : Γ → Z given by gi 7→ 1. For t ∈ C

∗ we
obtain a ring homomorphism

ψt : CΓ → CΓ,
∑

g∈Γ

cg · g 7→
∑

g∈Γ

cg · tφ(g) · g.

Let Fj (1 ≤ j ≤ k) be the matrix obtained from the Fox matrix F = (∂ri/∂gl) by
removing its jth column. We obtain a matrix ψt(Fj) ∈ M((k − 1) × (k − 1);CΓ)
by applying ψt entry-wise to the matrix Fj .

The L2-Alexander invariant ∆
(2)
K,P (t) of the knot K with respect to the Wirtinger

presentation P is defined as the Fuglede–Kadison determinant

∆
(2)
K,P (t) = detN (Γ)

(
r
(2)
ψt(F1)

: l2(Γ)k−1 → l2(Γ)k−1
)
∈ [0,∞)

where the map r
(2)
ψt(F1)

is given by right multiplication with the matrix ψt(F1). In

the definition we make the following hypothesis:

(•) the map r
(2)
ψt(F1)

is injective and detN (Γ)(r
(2)
ψt(F1)

) > 0.

Remark 3.1. Hypothesis (•) is technical, here are some remarks about it.

(1) Observe that the first hypothesis in (•), r(2)ψt(F1)
is injective holds, if and

only if some L2-Betti numbers (the weighed L2-Betti numbers defined in
Section 4) of the universal cover of the knot complement vanish (see in
particular Proposition 5.1).

(2) In the case of torus knot, we prove in Section 6 that hypothesis (•) holds.
(3) For the special values |t| = 1, the L2-Alexander invariant is defined and

studied in [9, Sections 3,5,6], whereas [9, Section 7] deals with the general
case.

(4) By [9, Lemma 3.1] (which also holds for |t| 6= 1) one knows that if r
(2)
ψt(Fj)

is

injective for some j then it is injective for all j. In this case detN (Γ)(r
(2)
ψt(Fj)

)

does not depend on j.

Proposition 3.2. We have

∆
(2)
K,P (t) = ∆

(2)
K,P (|t|)

for all t ∈ C∗.

Proof. For c ∈ U(1) the assignment gi 7→ c ·gi extends uniquely to a ring homomor-
phism ηc : CΓ → CΓ. Furthermore, this extends to an isometry ηc : l

2(Γ) → l2(Γ).
Notice that ψt(Fj) = ηc(ψ|t|(Fj)) with c := t/|t|. We conclude

∆
(2)
K,P (t) = detN (Γ)

(
r
(2)

ηc

(
ψ|t|(Fj)

)) = detN (Γ)

(
diag(ηc) ◦ r(2)ψ|t|(Fj)

◦ diag(η−1
c )

)
.

Since diag(ηc) is unitary, diag(ηc) ◦ r(2)ψ|t|(Fj)
◦ diag(η−1

c ) and r
(2)
ψ|t|(Fj)

have the same

spectral density function. Hence

detN (Γ)

(
diag(ηc) ◦ r(2)ψ|t|(Fj)

◦ diag(η−1
c )

)
= detN (Γ)

(
r
(2)
ψ|t|(Fj)

)
= ∆

(2)
K,P (|t|).
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This shows ∆
(2)
K,P (t) = ∆

(2)
K,P (|t|). (See [9, Theorem 6.1] for another proof of this

statement for the case |t| = 1.) �

The next result — due to Li and Zhang [9] — ensures that the Fuglede–Kadison
determinant does not depend on the choice of the Wirtinger presentation.

Proposition 3.3. Let P and P ′ be Wirtinger presentations of the knot group of

K. We denote the associated Fox matrices by F and F ′ respectively. If r
(2)
ψt(F1)

is

injective, then r
(2)
ψt(F ′

1)
is injective and there exists p ∈ Z such that

∆
(2)
K,P (t) = ∆

(2)
K,P ′(t) · |t|p

The proof follows by examining the proof of [9, Proposition 3.4].

The proposition above allows us to define the L2-Alexander invariant ∆
(2)
K of the

knot K.

Definition 3.4 (L2-Alexander invariant). Let K be a knot. Suppose that one
(and hence all) Wirtinger presentation P of the knot group of K has the property

that for the associated Fox matrix F and all t ∈ C∗ the map r
(2)
ψt(F1)

is injective

with detN (Γ)(r
(2)
ψt(F1)

) > 0. Notice that {t 7→ |t|p | p ∈ Z} is a subgroup of the

multiplicative group map(C∗,R>0). We define the L2-Alexander invariant

∆
(2)
K ∈ map(C∗,R>0)/{t 7→ |t|p | p ∈ Z}

by t 7→ ∆
(2)
K,P (t).

Notice that Proposition 3.2 implies ∆
(2)
K (t) = ∆

(2)
K (|t|), where ∆(2)

K (t) and ∆
(2)
K (|t|)

are considered as elements in map(C∗,R>0)/{t 7→ |t|p | p ∈ Z}.
For some knots (e.g. the trefoil knot) there exist such simple Wirtinger presenta-

tions that one can directly calculate the L2-Alexander invariant from the definition.
But in general it is difficult to determine the L2-Alexander invariant. We are mostly
interested in torus knots. The knot group of the torus knot of type (p, q) admits
the very simple well–known presentation with two generators and a single rela-
tion: P ′ = {x, y |xp = yq} (see [3]). But unfortunately, this is not a Wirtinger
presentation. Nevertheless, the following result gives us a method to compute the
Fuglede–Kadison determinant.

Theorem 3.5. Let K be a knot in S3 whose knot group is denoted as Γ. Let P be a
Wirtinger presentation with associated maps φ : Γ → Z and ψt : CΓ → CΓ. Let P ′

be a further default 1 presentation of Γ (not necessarily a Wirtinger presentation)

with associated Fox matrix F ′. Suppose there exists j such that r
(2)
ψt(F ′

j
) is injective

and detN (Γ)(r
(2)
ψt(F ′

j)
) > 0 for all t ∈ C∗. Then the Wirtinger presentation P satisfies

the assumption of Definition 3.4 and

(3.1) ∆
(2)
K (t) = detN (Γ)(r

(2)
ψ|t|(F

′
j
)) ·max{|t|, 1}1−φ(g′j).

The proof is given in Section 5 (see Corollary 5.4). It is based on a systematical
study of weighted L2-invariants which we introduce in the next section.

4. Introduction to weighted L2-invariants

In this section we introduce the invariants which we obtain by replacing l2(G) by
another Hilbert space, the weighted Hilbert space l2(G, ̺), where ̺ is a represen-
tation of G into the multiplicative group R>0. For more information about these
invariants we refer to the appendix.
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Let ̺ : G→ R>0 be a group homomorphism. We define an inner product on the
complex group ring CG by

〈
∑

g∈G

cg · g ,
∑

g∈G

dg · g〉̺ :=
∑

g∈G

cg · dg · ̺(g).

The Hilbert space completion with respect to the inner product 〈 , 〉̺ is denoted
by l2(G, ̺). The complex group ring CG together with this inner product and the
involution (∑

g∈G

cg · g
)∗

:=
∑

g∈G

cg · ̺(g) · g−1

satisfies the axioms of a unital Hilbert algebra, i.e.

(1) (c · d)∗ = d∗ · c∗,
(2) 〈c , d〉̺ = 〈d∗ , c∗〉̺,
(3) 〈c · d , e〉̺ = 〈d , c∗ · e〉̺,
(4) The map rc : CG → CG given by right multiplication with c ∈ CG is

continuous.

We define the weighted von Neumann algebra N (G, ̺) as the algebra of all
bounded linear endomorphisms of l2(G, ̺) that commute with the left G-action.

The trace of an element φ ∈ N (G, ̺) is defined by trN (G,̺)(φ) := 〈φ(e) , e〉̺
where e ∈ CG ⊂ l2(G, ̺) denotes the unit element. We can extend this trace to
n× n-matrices over N (G, ̺) by considering the sum of the traces of the entries on
the diagonal.

Obviously, for ̺ the trivial group homomorphism we have l2(G, ̺) = l2(G) and
N (G, ̺) = N (G). If ̺ 6= 1, it is sometimes useful to refer to the well-known case
l2(G) resp. N (G). Notice that the map

Φ̺ : CG→ CG,
∑

g∈G

cg · g 7→
∑

g∈G

cg ·
√
̺(g) · g

induces an isometry Φ̺ : l
2(G, ̺) → l2(G) and an isomorphism Φ̺ : N (G, ̺) →

N (G). We have trN (G,̺)(φ) = trN (G)(Φ̺(φ)).

Definition 4.1 (Hilbert N (G, ̺)-module). A finitely generated Hilbert N (G, ̺)-
module V is a Hilbert space with a linear left G-action such that there exists a
CG-linear embedding of the Hilbert space into an orthogonal direct sum of a finite
number of copies of l2(G, ̺).

Definition 4.2 (von Neumann dimension). Let V be a finitely generated Hilbert
N (G, ̺)-module. Choose any orthogonal G-equivariant projection pr : l2(G, ̺)n →
l2(G, ̺)n whose image is isometrically G-isomorphic to V . The von Neumann di-
mension of V is defined by

dimN (G,̺)(V ) := trN (G,̺)(pr) ∈ [0,∞).

Let X be a finite connected CW-complex with fundamental group G. We obtain

a Hilbert N (G, ̺)-chain complex C
(2)
̺,∗(X̃) := l2(G, ̺)⊗ZGC

cell
∗ (X̃), where Ccell∗ (X̃)

is the cellular chain complex of the universal covering of X .

Definition 4.3 (weighted L2-homology, weighted L2-Betti number). We define
the n-th (reduced) L2-homology and the n-th L2-Betti number of a finite connected
CW-complex X by

H(2)
̺,n(X̃) := ker(c(2)̺,n(X̃))/im(c

(2)
̺,n+1(X̃)),

b(2)̺,n(X̃) := dimN (G)(H
(2)
̺,n(X̃)).
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The authors conjecture that the weighted L2-Betti numbers do not depend on
the group homomorphism ̺ (see Conjecture 7.11). A proof for some groups G is
given in Proposition 7.13.

We are primarily interested in the weighted L2-torsion. The definition is based
on the weighted version of the Fuglede–Kadison determinant.

Definition 4.4 (Fuglede–Kadison determinant). Let f : U → V be a morphism of
finitely generated Hilbert N (G, ̺)-modules, i.e. a bounded G-equivariant operator.
Consider the spectral density function

F (f) : R → [0,∞), λ 7→ dimN (G)(im(Ef
∗f

λ2 ))

where {Ef
∗f

λ : U → U | λ ∈ R} denotes the family of spectral projections of the
positive endomorphism f∗f . The spectral density function is monotonous and right-
continuous. It defines a measure on the Borel σ-algebra on R which is uniquely
determined by

dF (f)((a, b]) := F (f)(b)− F (f)(a) for a < b.

We define the Fuglede–Kadison determinant of f by

detN (G,̺)(f) := exp(

∫ ∞

0+
ln(λ) dF (f)(λ))

if
∫∞

0+ ln(λ) dF (f)(λ) > −∞ and by detN (G)(f) := 0 otherwise.

Let X be a finite CW-complex with fundamental group G. In analogy to the
classical L2-torsion we would like to define its weighted L2-torsion by

−
∑

n≥0

(−1)n · ln(detN (G,̺)(c
(2)
̺,n(X̃))) ∈ R.

But this is not well-defined because it depends on the choice of a cellular basis for
Ccell∗ (X̃).

Definition 4.5 (weighted L2-torsion). Let X be a finite CW-complex with funda-
mental group G and let ̺ : G→ R>0 be a group homomorphism. For x ∈ R we set
̺x : G → R>0, g 7→ ̺(g)x. Suppose that X̃ is det-L2-acyclic with respect to ̺, i.e.

b
(2)
̺x,n(X̃) = 0 and detN (G,̺x)(c

(2)
n (X)) > 0 for all n ∈ Z and x ∈ R. We define the

weighted L2-torsion

ρ(2)̺ (X̃) ∈ map(R,R)/{x 7→ x

2
· ln(̺(g)) | g ∈ G}

by ρ
(2)
̺ (X̃)(x) := −

∑

n≥0

(−1)n · ln
(
detN (G,̺x)(c

(2)
̺x,n(X̃))

)
.

The basic properties of the weighted L2-torsion are listed in the appendix (see
Proposition 7.26).

In the next section we will see that the L2-Alexander polynomial is determined
by the weighted L2-torsion of the universal covering of the knot complement.

5. Weighted L2-torsion of knot complements

In this section we study the relation between the L2-Alexander polynomial and
the weighted L2-torsion of the universal covering of the knot complement.

Proposition 5.1. Let K be a knot and P = 〈g1, . . . , gk | r1, . . . , rk−1〉 a default
1 presentation of its knot group Γ (not necessary a Wirtinger presentation). Let
j ∈ {1, . . . , k} and let Fj be the matrix obtained from the Fox matrix F = (∂ri/∂gl)

by removing the jth column. The universal covering M̃K of the knot complement
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is det-L2-acyclic w.r.t. ̺ : Γ → R>0 if and only if r
(2)
Fj

: l2(Γ, ̺x)k−1 → l2(Γ, ̺x)k−1

is injective and detN (Γ,̺x)(r
(2)
Fj

) > 0 for all x ∈ R. In this case we have

ρ(2)̺ (M̃K)(x) = − ln detN (Γ,̺x)(r
(2)
Fj

) + max{x
2
· ln(̺(gj)), 0}.

Proof. In the proof of [12, Theorem 2.4] Lück considers a 2-dimensional CW-
complex X which is homotopy equivalent to the knot complement MK . This CW-
complex X with fundamental group Γ has one cell of dimension zero, k cells of
dimension one and k−1 cells of dimension two associated to the given presentation

P . The cellular chain complex C∗(X̃) of the universal covering X̃ looks like

0 //⊕k−1
i=1 ZΓ

rF
//⊕ki=1ZΓ

⊕k
i=1rgi−1

// //ZΓ.

As in the proof of [12, Theorem 2.4] we consider the short exact sequence of ZΓ-chain

complexes 0 //C∗
//C∗(X̃) //D∗

//0 where C∗ : ZΓ
rgj−1−→ ZΓ is concentrated in

dimensions 0, 1 and D∗ : ZΓ
k−1

rFj−→ ZΓk−1 is concentrated in dimensions 1, 2.

Notice that r
(2)
gj−1 : l

2(Γ, ̺x) → l2(Γ, ̺x) is injective with

detN (Γ,̺x)(r
(2)
gj−1) = detN (Γ)(Ψ̺x(r

(2)
gj−1)) = detN (Γ)(r

(2)
Φ̺x (gj−1)) =

detN (Γ)(r
(2)√
̺x(gj)·gj−1

) = max{̺(gj)x/2, 1}.

Tensoring the exact sequence 0 //C∗
//C∗(X̃) //D∗

//0 with l2(Γ, ̺x) and ap-

plying Proposition 7.22 (1) shows that X̃ is det-L2-acyclic w.r.t. ̺ if and only if

r
(2)
Fj

: l2(Γ, ̺x)k−1 → l2(Γ, ̺x)k−1 is injective and detN (Γ,̺x)(r
(2)
Fj

) > 0 for all x ∈ R.

In this case, we obtain

ρ(2)̺ (X̃)(x) = − ln detN (Γ,̺x)(r
(2)
Fj

) + ln detN (Γ,̺x)(r
(2)
gj−1)

= − ln detN (Γ,̺x)(r
(2)
Fj

) + max{x
2
· ln(̺(gj)), 0}.

Since the Whitehead group of a knot group is trivial (see [18]), X is simply homo-
topy equivalent to MK . We can finally apply Proposition 7.26 (1). �

Corollary 5.2. Let P be a Wirtinger presentation of the knot group Γ of the knot
K. We define ̺ : Γ → R>0 by ̺(g) := exp(2 · φ(g)) where φ : Γ → Z is the group
homomorphism associated to the Wirtinger presentation P sending each generator

to 1. Suppose that the universal covering M̃K of the knot complement is det-L2-
acyclic w.r.t. ̺. Then the assumption of Definition 3.4 is satisfied and

∆
(2)
K (t) = ∆

(2)
K (|t|) = exp

(
− ρ(2)̺ (M̃K)(ln(|t|))

)
·max{|t|, 1}

Proof. This is a consequence of Proposition 5.1. We set x := ln(|t|). Notice that

detN (Γ,̺x)(r
(2)
F1

) = detN (Γ)(Ψ̺x(r
(2)
F1

)) = detN (Γ)(r
(2)
Φ̺x (F1)

) = detN (Γ)(r
(2)
ψ|t|(F1)

).

�

Remark 5.3. In terms of the simplified invariants we obtain

∆̃
(2)
K (t) = exp

(
− ρ̃(2)̺ (M̃K)

)
·max{|t|, |t|−1}

with ̺(g) := |t|2·φ(g). In [10, Theorem 3.2] Li and Zhang study the simplified
L2-Alexander invariant

∆′(2)
K (t) :=

√
∆

(2)
K (t)

max{|t|, 1} · ∆
(2)
K (t−1)

max{|t|−1, 1} .
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From the corollary above we conclude ∆̃
(2)
K (t) = exp(−ρ̃(2)̺ (M̃K)) with ̺(g) :=

|t|2·φ(g).
Corollary 5.4. Let K be a knot in S3 whose knot group is denoted as Γ. Let P be
a Wirtinger presentation with associated maps φ : Γ → Z and ψt : CΓ → CΓ. Let P ′

be a further default 1 presentation of Γ (not necessarily a Wirtinger presentation)

with associated Fox matrix F ′. Suppose there exists j such that r
(2)
ψt(F ′

j
) is injective

and detN (Γ)(r
(2)
ψt(F ′

j
)) > 0 for all t ∈ C∗. Then the Wirtinger presentation P satisfies

the assumption of Definition 3.4 and

∆
(2)
K (t) = detN (Γ)(r

(2)
ψ|t|(F

′
j
)) ·max{|t|, 1}1−φ(g′j).

Proof. We conclude from Proposition 5.1 that the universal covering M̃K of the
knot complement is det-L2-acyclic w.r.t. ̺ : Γ → R>0, g 7→ exp(2 · φ(g)). Setting
x := ln(|t|) yields

detN (Γ)(r
(2)
ψ|t|(F

′
1)
) = exp

(
− ρ(2)̺ (M̃K)(ln(|t|))

)
·max{|t|, 1}φ(g′j).

Now the statement follows using Corollary 5.2. �

Proposition 5.5. The knot complement MK of a non-trivial knot K is an irre-
ducible compact connected oriented 3-manifold whose boundary is an incompressible
torus. There is a geometric toral splitting of MK along disjoint incompressible 2-
sided tori in MK whose pieces are Seifert manifolds or hyperbolic manifolds. Let
S1, S2, . . . , Sq be the Seifert pieces and H1, H2, . . . , Hr the hyperbolic pieces. Let
̺ : π1(MK) → R>0 be a group homomorphism. Suppose that the universal coverings

of the hyperbolic pieces are det-L2-acyclic w.r.t. ̺Hk
: π1(Hk) → π1(MK)

̺−→ R>0.
Then MK is det-L2-acyclic w.r.t. ̺ and

ρ(2)̺ (M̃K)(x) =

q∑

k=1

ρ(2)̺Sk
(S̃k)(x) +

r∑

k=1

ρ(2)̺Hk
(H̃k)(x).

Moreover, for every k ∈ {1, . . . , q} there exist d ∈ N and g ∈ π1(Sk) such that

d · ρ(2)̺Sk
(S̃k)(x) = max{x

2
· ln(̺Sk

(g)), 0}.

Proof. The proof is similar to the proof of [13, Theorem 4.6 resp. Theorem 4.3]. A
Seifert manifold admits a finite covering which is the total space of a S1-principal
bundle over a compact orientable surface. We conclude from Proposition 7.26 (4),
(7) that Sk is det-L2-acyclic w.r.t. ̺Sk

and that

d · ρ(2)̺Sk
(S̃k)(x) = max{x

2
· ln(̺Sk

(g)), 0}

holds for some d ∈ N, g ∈ π1(Sk). The formula

ρ(2)̺ (M̃K)(x) =

q∑

k=1

ρ(2)̺Sk
(S̃k)(x) +

r∑

k=1

ρ(2)̺Hk
(H̃k)(x)

follows from Proposition 7.26 (2) resp. Remark 7.27. �

Remark 5.6. With some more effort we can prove that
q∑

k=1

ρ(2)̺Sk
(S̃k)(x) = max{x

2
· ln(̺(g)), 0}

holds for some g ∈ π1(MK). For the proof we consider

[ρ(2)̺Sk
(S̃k)] ∈ map(R,R)/{x 7→ max{x

2
· ln(̺(g1)),

x

2
· ln(̺(g2))} | g1, g2 ∈ π1(MK)}
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and have to show [ρ
(2)
̺Sk

(S̃k)] = 0. By [8, Corollary 2] we know that π1(Sk) contains
a normal infinite cyclic subgroup. Now, we can use the same arguments as in the

proof of [19, Theorem 1 (3)] (resp. [13, Theorem 3.113]) to prove [ρ
(2)
̺Sk

(S̃k)] = 0.
In particular, if MK contains no hyperbolic pieces then we have

ρ(2)̺ (M̃K)(x) = max{x
2
· ln(̺(g)), 0}

for some g ∈ π1(MK). This implies ∆
(2)
K (t) = max{|t|, 1}n for some n ∈ N.

In general, we obtain the formula

∆
(2)
K (t) = max{|t|, 1}n · exp

(
−

r∑

k=1

ρ(2)̺Hk
(H̃k)(ln(|t|))

)

for some n ∈ N.

6. Computation for torus knots

Let (p, q) be a pair of coprime integers. We let T (p, q) denote the torus knot of
type (p, q).

Proposition 6.1. Consider the trefoil knot K with the Wirtinger presentation

P =
〈
a, b

∣∣aba = bab
〉

of the associated knot group Γ. One has

∆
(2)
K,P (t) = max{|t|, 1}2.

Proof. We have ψt(F2) = (1− tb+ t2ab) and hence ∆
(2)
K,P (t) = detΓ(r

(2)
1−tb+t2ab).

For n ∈ Z we set

dn :=

⌊n/3⌋∑

k=0

(−1)k · bn−3k · (bab)k ∈ CΓ.

Notice that dn − b · dn−1 is non-zero if and only if n is a non-negative multiple of
3. In this case we have

(6.1) dn − b · dn−1 = (−1)n/3 · (bab)n/3.
For |t| < 1 the element

ct :=

∞∑

n=0

(
dn − ab · dn−2

)
· tn

lies in l1(Γ) because of

∥∥∥
∞∑

n=0

(
dn − ab · dn−2

)
· tn

∥∥∥
l1

≤
∞∑

n=0

(
⌊n+ 3

3
⌋+ ⌊n+ 1

3
⌋
)
· |t|n

≤
∞∑

n=0

n · |t|n =
|t|

(1− |t|)2 < ∞.

An easy calculation shows (1 − tb + t2ab) · ct = 1. (Hint: Use equation (6.1).) We

conclude that r
(2)
1−tb+t2ab is invertible in N (Γ) with inverse r

(2)
ct . We define

ft,u := r
(2)
1−(tu)b+(tu)2ab for 0 ≤ u ≤ 1.

Observe that [4, Theorem 1.10(e)] tells us

∆
(2)
K,P (t) = detΓ(ft,1) = exp

(
−ℜ

(∫ 1

0

trN (Γ)

( ∞∑

k=0

r(2)ctu ◦ r(2)−tb+2t2uab

)
du

))
.
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We have

r(2)ctu ◦ r(2)−tb+2t2uab = r
(2)
(−tb+2t2uab)·ctu

=

∞∑

n=0

r
(2)
(−tb+2t2uab)·

∑∞
n=0(dn−ab·dn−2)·(tu)n

.

Under the group homomorphism Γ → Z, a, b 7→ 1, every element in the support of
dn − ab · dn−2 is mapped to n ∈ N∗. This shows that every element in the support
of (−tb+ 2t2uab) ·∑∞

n=0(dn − ab · dn−2) · (tu)n is mapped to a positive integer; in
particular, the unit element e ∈ Γ does not lie in the support. Hence

trN (Γ)

(
r
(2)
(−tb+2t2uab)·

∑
∞
n=0(dn−ab·dn−2)·(tu)n

)
= 0.

This shows ∆
(2)
K,P (t) = exp(0) = 1 for all 0 < |t| < 1.

In the case |t| > 1 we can argue analogously. We obtain

detN (Γ)

(
r
(2)

1−t−1a−1+t−2b−1a−1

)
= 1

which implies

∆
(2)
K,P (t) = detN (Γ)(r

(2)
1−tb+t2ab) = detN (Γ)

(
r
(2)
1−t−1a−1+t−2b−1a−1

)
·detN (Γ)

(
r
(2)
t2ab

)
= |t|2.

For |t| = 1 we have ∆
(2)
K,P (t) = exp

(
− ρ(2)(M̃K)

)
. It is a known fact that

ρ(2)(M̃K) = 0. �

Using Corollary 5.4 we can calculate the L2-Alexander invariant for all torus
knots.

Proposition 6.2. The L2-Alexander invariant of the torus knot T (m,n) is

∆
(2)
T (m,n)(t) = max{|t|, 1}(m−1)(n−1).

Proof. The knot group of T (m,n) has the presentation P ′ = {g′1, g′2 | g′1n = g′2
m}.

Since the natural image of g′1 (resp. g′2) in H1(S
3 − T (m,n)) is hm (resp. hn), we

obtain φ(g′1) = m (resp. φ(g′2) = n). The entry of the matrix F ′
2 is

∂r

∂g′1
= g′1

n−1
+ g′1

n−2
+ · · ·+ g′1 + 1.

We conclude

detN (Γ)(r
(2)
ψ|t|(F

′
2)
) · detN (Γ)(r

(2)
ψ|t|(g

′
1−1)) = detN (Γ)(r

(2)
ψ|t|(g

′
1
n−1))

with

detN (Γ)(r
(2)
ψ|t|(g

′
1−1)) = detN (Γ)(r

(2)
|t|m·g′1−1) = max{|t|m, 1} = max{|t|, 1}m,

detN (Γ)(r
(2)
ψ|t|(g

′
1
n−1)) = detN (Γ)(r

(2)
|t|mn·g′1

n−1) = max{|t|mn, 1} = max{|t|, 1}mn.

This shows detN (Γ)(r
(2)
ψ|t|(F

′
2)
) = max{|t|, 1}mn−m. Using Corollary 5.4 we obtain

∆
(2)
K (t) = detN (Γ)(r

(2)
ψ|t|(F

′
j
)) ·max{|t|, 1}1−φ(g′2)

= max{|t|, 1}mn−m ·max{|t|, 1}1−n

= max{|t|, 1}(m−1)(n−1).

�

Remark 6.3. Observe that the power (m−1)(n−1) which appears in the formula of
the L2-Alexander invariant of the torus knot T (m,n) is equal to 2 ·genus(T (m,n)).
This property will be discussed in the case of fibered knots in a forthcoming paper
by Dubois and Friedl [6].
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Appendix: Weighted L2-invariants

In this section, we study the weighted L2-invariants in details. For a short
summary see section 4.

Let ̺ : G → R>0 be a group homomorphism. Recall that we define an inner
product on the complex group ring CG by setting

〈
∑

g∈G

cg · g ,
∑

g∈G

dg · g〉̺ :=
∑

g∈G

cg · dg · ̺(g).

As we have already observed, the Hilbert space completion with respect to the inner
product 〈 , 〉̺ is denoted by l2(G, ̺). The complex group ring CG together with
this inner product and the involution

(∑

g∈G

cg · g
)∗

:=
∑

g∈G

cg · ̺(g) · g−1

satisfies the axioms of a unital Hilbert algebra, i.e.

(1) (c · d)∗ = d∗ · c∗,
(2) 〈c , d〉̺ = 〈d∗ , c∗〉̺,
(3) 〈c · d , e〉̺ = 〈d , c∗ · e〉̺,
(4) The map rc : CG → CG given by right multiplication with c ∈ CG is

continuous.

There are three equivalent definitions of the von Neumann algebra N (G, ̺):

(1) N (G, ̺) is the algebra of all bounded linear endomorphisms of l2(G, ̺) that
commute with the left CG-action.

(2) N (G, ̺) is the double commutant of the right CG-action on l2(G, ̺).
(3) N (G, ̺) is the weak closure of CG acting from the right on l2(G, ̺).

We usually refer to the first definition.
The trace of an element φ ∈ N (G, ̺) is defined by trN (G,̺)(φ) := 〈φ(e) , e〉̺

where e ∈ CG ⊂ l2(G, ̺) denotes the unit element. We can extend this trace to
n× n-matrices over N (G, ̺) by considering the sum of the traces of the entries on
the diagonal.

Obviously, for ̺ the trivial group homomorphism we have l2(G, ̺) = l2(G) and
N (G, ̺) = N (G). If ̺ 6= 1, it is sometimes useful to refer to the well-known case
l2(G) resp. N (G). Notice that the map

Φ̺ : CG→ CG,
∑

g∈G

cg · g 7→
∑

g∈G

cg ·
√
̺(g) · g

induces an isometry Φ̺ : l
2(G, ̺) → l2(G) and an isomorphism Φ̺ : N (G, ̺) →

N (G). We have trN (G,̺)(φ) = trN (G)(Φ̺(φ)).

7.1. Hilbert N (G, ̺)-modules. A finitely generated Hilbert N (G, ̺)-module V
is a Hilbert space V with a linear left G-action such that there exists a CG-linear
embedding of V into an orthogonal direct sum of a finite number of copies of
l2(G, ̺). The existence of the embedding implies 〈g · v , g · w〉 = ̺(g) · 〈v , w〉 for
all g ∈ G, v, w ∈ V . A map of Hilbert N (G, ̺)-modules is a bounded CG-linear
map. It is weakly surjective if it has dense image, it is a weak isomorphism if it is
injective and weakly surjective.

The von Neumann dimension of a finitely generated Hilbert N (G, ̺)-module V
is defined by dimN (G,̺)(V ) := trN (G,̺)(prV ) ∈ R>0. Here prV : ⊕ki=1 l

2(G, ̺) →
⊕ki=1l

2(G, ̺) denotes the orthogonal projection onto V . The von Neumann dimen-
sion dimN (G,̺)(V ) does not depend on the choice of the embedding of V into a

finite number of copies of l2(G, ̺). We list some properties of the von Neumann
dimension:
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(1) dimN (G,̺)(V ) = 0 if and only if V = 0.

(2) dimN (G,̺)(l
2(G, ̺)) = 1

(3) If G is finite then dimN (G,̺)(V ) = dimC(V )/|G|.
(4) If 0 → U → V → W → 0 is a weakly exact sequence of finitely generated

Hilbert N (G, ̺)-modules then

dimN (G,̺)(V ) = dimN (G,̺)(U) + dimN (G,̺)(W ).

We can identify the category of finitely generated Hilbert N (G, ̺)-modules with
the category of finitely generated Hilbert N (G)-modules using the functor Ψ̺ which
we define next. Let V be a finitely generated Hilbert N (G, ̺)-module. Then Ψ̺(V )
is defined as the Hilbert space V with the G-action given by g(v) := 1√

̺(g)
· g · v.

For a morphism f we set Ψ̺(f) := f . We obtain an isometry

l2(G) → Ψ̺(l
2(G, ̺)),

∑

g∈G

cg · g 7→
∑

g∈G

cg√
̺(g)

· g.

Notice that

dimN (G,̺)(V ) = trN (G,̺)(prV ) = trN (G)(Φ̺(prV )) =

= trN (G)(prΨ̺(V )) = dimN (G)(Ψ̺(V )).

Remark 7.4 (Restriction). Let H < G be a subgroup of finite index. We obtain
a functor resH from the category of finitely generated Hilbert N (G, ̺)-modules to
the category of finitely generated Hilbert N (H, ̺|H)-modules by restricting the left
G-action to an H-action. For a right transversal T of H in G we obtain a CH-linear
isometry

⊕

g∈T

l2(H, ̺|H) → resH(l2(G, ̺)),

{
vg

∣∣ g ∈ T
}

7→
∑

g∈T

1√
̺(g)

· vg · g.

A simple calculation shows

trN (H,̺|H )

(
resH(φ)

)
= [G : H ] · trN (G,̺)(φ)

for φ : l2(G)n → l2(G)n. We conclude

dimN (H,̺|H)(resH(V )) = [G : H ] · dimN (G,̺)(V ).

Notice that resH ◦Ψ̺ = Ψ̺|H ◦ resH .

Remark 7.5 (Induction). Let ̺ : G → R>0 be a group homomorphism and H < G
a subgroup. We can assign to a finitely generated Hilbert N (H, ̺|H)-module V
a finitely generated Hilbert N (G, ̺)-module indG(V ) as follows. Let T be a left
transversal of H in G. There is a pre-Hilbert structure on CG⊗CH V given by

〈
∑

g∈T

g ⊗ vg ,
∑

g∈T

g ⊗ wg〉 :=
∑

g∈T

̺(g) · 〈vg , wg〉̺|H .

Notice that this definition does not depend on the choice of the left transversal.
The Hilbert space completion of CG⊗CH V is a finitely generated N (G, ̺)-module
which we denote by indG(V ). Notice that indG(l

2(H, ̺|H)) = l2(G, ̺). Right
multiplication with a matrix A ∈ M(m × n;CH) ⊂ M(m × n;CG) defines mor-

phisms r
(2)
A : l2(H, ̺|H)m → l2(H, ̺|H)n and r

(2)
A : l2(G, ̺)m → l2(H, ̺)n such that

indG(r
(2)
A ) = r

(2)
A . We calculate

trN (G,̺)(indG(φ)) = trN (H,̺|H )(φ)
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for φ : l2(H)n → l2(H)n and conclude

dimN (G,̺)(indG(V )) = dimN (H,̺|H )(V ).

We have a CG-linear isometry indG(Ψ̺|H (V )) → Ψ̺(indG(V )), c⊗ v 7→ Φ̺(c)⊗ v.

7.2. Weighted L2-Betti numbers.

Definition 7.6. Let (C∗, c∗) be a finite Hilbert N (G, ̺)-chain complex. We define
its (reduced) L2-homology and its L2-Betti numbers by

H(2)
̺,n(C∗) := ker(cn)/im(cn+1),

b(2)̺,n(C∗) := dimN (G,̺)

(
H(2)
̺,n(C∗)

)
.

Notice that Ψ̺(H
(2)
̺,n(C∗)) = H

(2)
n (Ψ̺(C∗)) and b

(2)
̺,n(C∗) = b

(2)
n (Ψ̺(C∗)).

Proposition 7.7. (1) An exact sequence 0 → C∗ → D∗ → E∗ → 0 of finite
Hilbert N (G, ̺)-chain complexes induces a long homology sequence

· · · → H
(2)
̺,n+1(E∗) → H(2)

̺,n(C∗) → H(2)
̺,n(D∗) → H(2)

̺,n(E∗) → H
(2)
̺,n−1(C∗) → · · ·

which is weakly exact.
(2) Let f∗ : C∗ → D∗ be a homotopy equivalence of finite Hilbert N (G, ̺)-chain

complexes. Then

b(2)̺,n(C∗) = b(2)̺,n(D∗).

Proof. (1) We can use the functor Ψ̺ from the category of finitely gener-
ated Hilbert N (G, ̺)-modules to the category of finitely generated Hilbert
N (G)-modules. Hence it suffices to show the statement for finite Hilbert
N (G)-chain complexes. This is done in [13, Theorem 1.21].

(2) Consider the short exact sequence 0 → D∗ → cone∗(f∗) → C∗−1 → 0 and
the induced long homology sequence. Since cone∗(f∗) is contractible, we

conclude H
(2)
̺,n(cone∗(f∗)) = 0. We obtain a weak isomorphism H

(2)
̺,n(C∗) →

H
(2)
̺,n(D∗). This implies b

(2)
̺,n(C∗) = b

(2)
̺,n(D∗).

�

Definition 7.8. Let X be a finite free G-CW-complex and ̺ : G → R>0 a group
homomorphism. Notice that the cellular chain complex Ccell∗ (X) is a free ZG-
chain complex and has a cellular ZG-basis which is unique up to permutation and
multiplication with ±g ∈ ZG for g ∈ G. After fixing such a basis we can define the
Hilbert N (G, ̺)-chain complex

C
(2)
̺,∗(X) := l2(G, ̺)⊗ZG C

cell
∗ (X).

We define the weighted L2-Betti numbers of X by

b(2)̺,n(X) := b(2)̺,n
(
C

(2)
̺,∗(X)

)
.

Notice that b
(2)
̺,n(X) does not depend on the choice of the cellular basis. If we

take another basis then we obtain an isomorphic Hilbert N (G, ̺)-chain complex.
Proposition 7.7 (2) implies that the L2-Betti numbers coincide.

Obviously, for the trivial group homomorphism we obtain b
(2)
1,n(X) = b

(2)
n (X).

Example 7.9. The universal covering S̃1 of S1 is a finite π1(S
1)-chain complex. We

write Z ∼= π1(S
1) = 〈t〉. Let ̺ : π1(S

1) → R>0 be a group homomorphism. The

cellular chain complex Ccell∗ (S̃1) is given by

Z〈t〉 ·(t−1)−→ Z〈t〉.
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We obtain the following Hilbert N (G, ̺)-chain complex C
(2)
̺,∗(S̃1):

l2(G, ̺)
·(t−1)−→ l2(G, ̺).

An easy calculation shows that the multiplication with t − 1 is injective. Hence

b
(2)
̺,1(S̃

1) = 0. We conclude from the properties of the dimension function that

every injective endomorphism of a finitely generated Hilbert N (G, ̺)-module is a

weak isomorphism. This shows b
(2)
̺,0(S̃

1) = 0.

The following proposition is taken from [13, Theorem 1.35 and Theorem 1.40]
where it is stated and proven for the case ̺ = 1.

Proposition 7.10. (1) Homotopy invariance
Let f : X → Y be a G-map of finite free G-CW-complexes and let ̺ : G→
R>0 be a group homomorphism. If the map induced on homology with
complex coefficients Hn(f ;C) : Hn(X ;C) → Hn(Y ;C) is bijective for n < d
and surjective for n = d then

b(2)̺,n(X) = b(2)̺,n(Y ) for n < d,

b
(2)
̺,d(X) ≥ b

(2)
̺,d(Y ).

In particular, if f is a weak homotopy equivalence then

b(2)̺,n(X) = b(2)̺,n(Y ) for all n.

(2) Euler-Poincaré formula
Let X be a finite free G-CW-complex. Let χ(G \X) be the Euler charac-
teristic of the finite CW-complex G \X, i.e.

χ(G \X) :=
∑

n≥0

(−1)n · βn(G \X) ∈ Z

where βn(G \X) is the number of n-cells of G \X. Then

χ(G \X) =
∑

n≥0

(−1)n · b(2)̺,n(X).

(3) Poincaré duality
Let M be a cocompact free proper G-manifold of dimension m which is
orientable. Then

b(2)̺,n(M) = b
(2)
̺,m−n(M,∂M).

(4) Wedge
Let X1, X2 be finite connected pointed CW-complexes and X = X1 ∨ X2

be their wedge. Let ̺ : π1(X) = π1(X1) ∗ π1(X2) → R>0 be a group homo-
morphism. Then

b
(2)
̺,1(X̃)− b

(2)
̺,0(X̃) + 1 =

2∑

i=1

(
b
(2)
̺|π1(Xi),1

(X̃i)− b
(2)
̺|π1(Xi),0

(X̃i) + 1
)
,

b(2)̺,n(X̃) = b
(2)
̺|π1(X1),n

(X̃1) + b
(2)
̺|π1(X2),n

(X̃2) for n ≥ 2.

(5) Connected sum
LetM1,M2 be compact connectedm-dimensional manifolds with m ≥ 3 and
M =M1#M2 be their connected sum. Let ̺ : π1(M) ∼= π1(M1)∗π1(M2) →
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R>0 be a group homomorphism. Then

b
(2)
̺,1(M̃)− b

(2)
̺,0(M̃) + 1 =

2∑

i=1

(
b
(2)
̺|π1(Mi),1

(M̃i)− b
(2)
̺|π1(Mi),0

(M̃i) + 1
)
,

b(2)̺,n(M̃) = b
(2)
̺|π1(M1),n

(M̃1) + b
(2)
̺|π1(M2),n

(M̃2) for n ≥ 2.

(6) Zero-th L2-Betti number
Let X be a connected finite free G-CW-complex. Then

b
(2)
̺,0(X) =

1

|G|
where 1

|G| is to be understood to be zero if the order |G| of G is infinite.

(7) Restriction
Let X be a finite free G-CW-complex and let H < G be a subgroup of finite
index. Let resH(X) be the finite free H-CW-complex obtained from X by
restricting the G-action to an H-action. We have

b
(2)
̺|H ,n

(resH(X)) = [G : H ] · b(2)̺,n(X).

(8) Induction
Let X be a finite free H-CW-complex and let H < G be a subgroup. Then
G×H X is a finite free G-CW-complex and

b(2)̺,n(G×H X) = b
(2)
̺|H ,n

(X).

(9) S1-actions
Let X be a connected S1-CW-complex of finite type, for instance a con-
nected compact manifold with smooth S1-action. Suppose that for one orbit
S1/H (and hence for all orbits) the inclusion into X induces a map on π1
with infinite image. (In particular the S1-action has no fixed points.) Let

X̃ be the universal covering of X with the canonical π1(X)-action. Then

we have b
(2)
̺,n(X̃) = 0.

Proof. For a proof in the case ̺ = 1 we refer to [13, Theorem 1.35 and Theorem
1.40]. The proof in the general case is very similar. We should add some remarks:

• The proofs of the assertions “Poincaré duality” and “Zero-th L2-Betti
number” use L2-cohomology. L2-cohomology is defined by the cellular
L2-cochain complex C̺,∗(2) (X) := homZG(C

cell
∗ (X), l2(G, ̺)) instead of the

L2-chain complex C
(2)
̺,∗(X). Using the Laplace operator we conclude that

the Hilbert N (G, ̺)-modules H
(2)
̺,n(C

(2)
̺,∗(X)) and H̺,n

(2) (C
̺,∗
(2) (X)) are iso-

metrically isomorphic if we choose the same cellular ZG-basis for Ccell∗ (X)
(compare [13, Lemma 1.18]).

• For the “Zero-th L2-Betti number” notice that we have ̺ = 1 if G is finite.
• For the statement about “Restriction” we can use the isomorphism of
Hilbert N (H, ̺|H)-chain complexes

C
(2)
̺|H ,∗

(resH(X)) → resH(C
(2)
̺,∗(X))

induced by the identity. It does not matter that this isomorphism is not an
isometry in general because of Proposition 7.7 (2).

�

In many examples we see that b
(2)
̺,n(X) is independent of ̺. This leads to the

following conjecture.
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Conjecture 7.11. Let X be a finite free G-CW-complex. For any group homo-
morphism ̺ : G→ R>0 we have

b(2)̺,n(X) = b(2)n (X).

We denote by C the smallest class of groups which contains all free groups and is
closed under directed unions and extensions with elementary amenable quotients.
This class of groups were introduced by Peter Linnell who proved the Atiyah Con-
jecture for all groups G in this class C which satisfy lcm(G) <∞ (see [11, Theorem
1.5]).

Conjecture 7.12 (Atiyah Conjecture). For a group G we define lcm(G) as the
least common multiple of the orders of the finite subgroups of G. If there is no
bound on the orders of the finite subgroups of G then we set lcm(G) := ∞.
A group G with lcm(G) < ∞ satisfies the Atiyah Conjecture, if for any matrix
A ∈M(m×n;CG) the von Neumann dimension of the kernel of the induced bounded
G-operator

r
(2)
A : l2(G)m → l2(G)n, x 7→ xA

satisfies

lcm(G) · dimN (G)

(
ker(r

(2)
A )

)
∈ Z.

The strategy in Linnell’s proof is to show that for any such group G the division
closure D(G) of the complex group ring CG in the algebra U(G) of operators af-
filiated to the group von Neumann algebra N (G) has the following two properties
provided that lcm(G) <∞ holds:

• The ring D(G) is semisimple.
• The composition

colimH≤G finiteK0(CH) → K0(CG) → K0(D(G))

is surjective.

He shows that these two properties imply the Atiyah Conjecture. For details we
refer to section “10.2 A Strategy for the Proof of the Atiyah Conjecture” in Lück’s
book on L2-invariants [13].

Proposition 7.13. Let X be a finite free G-CW-complex and ̺ : G → R>0 a
group homomorphism. Suppose that G lies in the class C and has the property
lcm(G) <∞. Then

b(2)̺,n(X) = b(2)n (X) for all n.

Proof. Because of the formula of the dimension function for short exact sequences
(see property (4) on page 13) it suffices to show

dimN (G,̺)

(
ker(r

(2)
A )

)
= dimN (G)

(
ker(r

(2)
A )

)

for any matrix A ∈M(m× n;CG). Notice that

dimN (G,̺)

(
ker(r

(2)
A )

)
= dimN (G)

(
ker(r

(2)
Φ̺(A))

)
.

Because of the induction properties we can assume that G is generated by the
support of the entries of the matrix A. This means that G is finitely gener-
ated. Since the class C is closed under taking subgroups, the kernel ker(̺) < G
lies in C. In particular, the ring D(ker(̺)) is semisimple. Consider the crossed
product ring D(ker(̺)) ∗ G/ ker(̺) ⊂ U(G) which is the smallest subring contain-
ing D(ker(̺)) and CG. The isomorphism Φ̺ : CG → CG extends to an isomor-
phism Φ̺ : D(ker(̺)) ∗ G/ ker(̺) → D(ker(̺)) ∗ G/ ker(̺) which is the identity on
D(ker(̺)). [13, Lemma 10.69] tells us that the ring D(ker(̺)) ∗ G/ ker(̺) satisfies
the Ore condition with respect to the multiplicative set of all non-zero divisors
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NZD(D(ker(̺)) ∗G/ ker(̺)). Moreover, the Ore localization agrees with D(G). We
conclude that the isomorphism Φ̺ : D(ker(̺)) ∗G/ ker(̺) → D(ker(̺)) ∗G/ ker(̺)
extends to an isomorphism Φ̺ : D(G) → D(G). There is a dimension function
dimU(G) : K0(U(G)) → R (see [13, section 8.3]). We conclude from [13, Theorem
8.29 and Theorem 6.24 (4)] that

dimN (G)

(
ker(r

(2)
A )

)
= m− n+ dimU(G)

(
U(G) ⊗CG coker(rA : CGm → CGn)

)
.

Hence it suffices to show

dimU(G)

(
U(G)⊗CG coker(rA)

)
= dimU(G)

(
U(G)⊗CG coker(rΦ̺(A))

)
.

Since D(G) is semisimple, every finitely generated D(G)-module is projective. Con-
sider the group homomorphism

α : K0(D(G)) −→ K0(U(G))
dimU(G)−→ R.

Let i : H →֒ G be the inclusion of a finite subgroup and let P be a finitely generated
projective CH-module. Choose a matrix F ∈ M(n × n;CH) with F 2 = F and
im(rF ) = P . We calculate

α ◦ Φ̺∗ ◦ i∗(P ) = trCH(Φ̺(F )) =
n∑

i=1

〈Φ̺(Fii), e〉 =

=

n∑

i=1

〈Fii, e〉 = trCH(F ) = α ◦ i∗(P ).

This shows α ◦ Φ̺∗ ◦ i∗ = α ◦ i∗. The surjectivity of the composition

colimH≤G finiteK0(CH) → K0(CG) → K0(D(G))

yields α ◦ Φ̺∗ = α. We finally obtain

dimU(G)

(
U(G) ⊗CG coker(rA)

)
= α

(
[D(G) ⊗CG coker(rA)]

)
=

= α ◦ Φ̺∗
(
[D(G) ⊗CG coker(rA)]

)
= α

(
[D(G) ⊗CG coker(rΦ̺(A))]

)
=

= dimU(G)

(
U(G) ⊗CG coker(rΦ̺(A))

)
.

�

7.3. Weighted Novikov–Shubin invariants.

Definition 7.14. Let f : U → V be a map of finitely generated Hilbert N (G, ̺)-

modules. Denote by {Ef
∗f

λ : U → U |λ ∈ R} the family of spectral projections of
the positive endomorphism f∗f : U → U . We define the spectral density function
of f by

F (f)(λ) = dimN (G,̺)

(
im(Ef

∗f
λ2 )

)
.

and the Novikov–Shubin invariant of f by

α̺(f) := lim inf
λ→0+

ln
(
Fn(f)(λ) − Fn(f)(0)

)

ln(λ)
∈ [0,∞],

provided that Fn(f)(λ) > Fn(f)(0) for all λ > 0. Otherwise, we set α̺(f) := ∞+.
(Here, ∞+ is a new formal symbol.)

Notice that α̺(f) = ∞+ if f is an isomorphism.

Definition 7.15. Let (C∗, c∗) be a finite Hilbert N (G, ̺)-chain complex. We define
its Novikov–Shubin invariants by

α̺,n(C∗) := α̺(cn) ∈ [0,∞] ∪ {∞+}.
Notice that we have α̺(f) = α(Ψ̺(f)) and α̺,n(C∗) = αn(̺(C∗)).
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Proposition 7.16. Let f∗ : C∗ → D∗ be a homotopy equivalence of finite Hilbert
N (G, ̺)-chain complexes. Then we have

α̺,n(C∗) = α̺,n(D∗).

Proof. Using [13, Theorem 2.19] we obtain

α̺,n(C∗) = αn(Ψ̺(C∗)) = αn(Ψ̺(D∗)) = α̺,n(D∗).

�

Definition 7.17. Let X be a finite free G-CW-complex and ̺ : G→ R>0 a group
homomorphism. We define the weighted Novikov–Shubin invariants of X by

α̺,n(X) := α̺,n
(
C

(2)
̺,∗(X)

)

where C
(2)
̺,∗(X) := l2(G, ̺) ⊗ZG C

cell
∗ (X) is the Hilbert N (G, ̺)-chain complex de-

fined in Definition 7.8.

The definition of C
(2)
̺,∗(X) depends on the choice of a cellular basis for Ccell∗ (X).

Using Proposition 7.16 we conclude as in the case of weighted L2-Betti numbers
that α̺,n(X) is independent of the choice of the cellular basis.

Proposition 7.18. (1) Homotopy invariance
Let f : X → Y be a G-map of finite free G-CW-complexes and ̺ : G→ R>0

a group homomorphism. If the map induced on homology with complex
coefficients Hn(f ;C) : Hn(X ;C) → Hn(Y ;C) is bijective for n < d then

α̺,n(X) = α̺,n(Y ) for n ≤ d.

In particular, if f is a weak homotopy equivalence then

α̺,n(X) = α̺,n(Y ) for all n.

(2) Poincaré duality
Let M be a cocompact free proper G-manifold of dimension m which is
orientable. Then

α̺,n(M) = α̺,m+1−n(M,∂M).

(3) Connected sum
LetM1,M2 be compact connected m-dimensional manifolds with m ≥ 3 and
M =M1#M2 be their connected sum. Let ̺ : π1(M) ∼= π1(M1)∗π1(M2) →
R
>0 be a group homomorphism. Then

α̺,n(M̃) = min{α̺|π1(M1),n
(M̃1), α̺|π1(M2),n

(M̃2)} for n ≥ 2.

(4) First Novikov–Shubin invariant
Let X be a connected finite free G-CW-complex. Then G is finitely gener-
ated and following statements hold.
(a) α̺,1(X) is finite if and only if ̺ = 1 and G is infinite virtually nilpo-

tent. In this case α̺,1(X) = α1(X) is the growth rate of G.
(b) α̺,1(X) = ∞ if and only if ̺ = 1 and G is finite or non-amenable.
(c) α̺,1(X) = ∞+ if and only if ̺ 6= 1 or G is amenable and not virtually

nilpotent.
(5) Restriction

Let X be a finite free G-CW-complex and let H < G be a subgroup of finite
index. Let resH(X) be the finite free H-CW-complex obtained from X by
restricting the G-action to an H-action. We have

α̺|H ,n(resH(X)) = α̺,n(X).
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(6) Induction
Let X be a finite free H-CW-complex and let H < G be a subgroup. Then
G×H X is a finite free G-CW-complex and

α̺,n(G×H X) = α̺|H ,n(X).

(7) S1-actions
Let X be a connected S1-CW-complex of finite type, for instance a connected
compact manifold with smooth S1-action. Suppose that for one orbit S1/H
(and hence for all orbits) the inclusion into X induces a map on π1 with

infinite image. (In particular the S1-action has no fixed points.) Let X̃ be
the universal covering of X with the canonical π1(X)-action. Then we have

α̺,n(X̃) ≥ 1.

Proof. Except for the assertion “First Novikov–Shubin invariant” the proof is es-
sentially the same as in the case ̺ = 1. For this case we refer to [13, Theorem 2.55
and Theorem 2.61].
To the assertion “First Novikov–Shubin invariant”: We know from [13, Theorem
2.55 (5)] that G is finitely generated and that the assertion holds in the case ̺ = 1.
Now consider the case ̺ 6= 1. We have to show α̺,1(X) = ∞+. Following the
proof of [13, Lemma 2.45] we conclude α̺,1(X) = α̺(cS). Here S is any finite set
of generators of G and cS is defined by

cS :
⊕

s∈S l
2(G, ̺)

⊕
s∈S

r
(2)
s−1

// l2(G, ̺)

where r
(2)
s−1 is right multiplication with (s−1). We will show that cS |ker(cS)⊥ : ker(cS) →

l2(G, ̺) is invertible. This would imply

α̺,1(X) = α̺(cS) = α̺(cS |ker(cS)⊥) = ∞+.

Since ̺ 6= 1, there exist s′ ∈ S with ̺(s′) 6= 1. Notice that r
(2)
s′−1 : l

2(G, ̺) → l2(G, ̺)
is invertible. If ̺(s′) < 1 then the inverse is given by right multiplication with∑∞

k=0 s
′k. This is a bounded operator because

∥∥r(2)∑
∞
k=0 s

′k

∥∥ ≤
∞∑

k=0

‖r(2)s′ ‖k =

∞∑

k=0

√
̺(s′)

k
=

1

1−
√
̺(s′)

.

If ̺(s′) > 1 then r
(2)
s′−1

−1
= r

(2)

−s′−1 ◦ r(2)s′−1−1

−1
. We define the map

α : l2(G, ̺)
r
(2)

s′−1

−1

// l2(G, ̺)
is′

//
⊕

s∈S l
2(G, ̺)

pr
//ker(cS)

⊥ .

We have cS |ker(cS)⊥ ◦ α = id. Since cS |ker(cS)⊥ is injective, we conclude α ◦
cS |ker(cS)⊥ = id. This shows that cS |ker(cS)⊥ is invertible. Hence α̺,1(X) =

α̺(cS |ker(cS)⊥) = ∞+. �

7.4. Weighted L2-torsion. Let f : U → V be a map of finitely generated Hilbert
N (G, ̺)-modules. Its spectral density function F (f)(λ) (see Definition 7.14) is
monotonous and right-continuous. It defines a measure on the Borel σ-algebra on
R which is uniquely determined by dF (f)((a, b]) := F (f)(b)− F (f)(a) for a < b.

Definition 7.19. Let f : U → V be a map of finitely generated Hilbert N (G, ̺)-
modules. We define the Fuglede–Kadison determinant of f by

detN (G,̺)(f) := exp
( ∫ ∞

0+
ln(λ) dF (f)(λ)

)

if
∫∞

0+ ln(λ) dF (f)(λ) > −∞ and by detN (G,̺)(f) := 0 otherwise.
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If G is the trivial group and f : Cn → Cn is an isomorphism then we have
detN (G,̺)(f) = | detC(f)|.

The following proposition which is the analogue to [13, Theorem 3.14] states the
main properties of the Fuglede–Kadison determinant.

Proposition 7.20. Let ̺ : G→ R>0 be a group homomorphism.

(1) Let f : U → V and g : V → W be morphisms of finitely generated Hilbert
N (G, ̺)-modules such that f has dense image and g is injective. Then

detN (G,̺)(g ◦ f) = detN (G,̺)(f) · detN (G,̺)(g).

(2) Let f1 : U1 → V1, f2 : U2 → V2 and f3 : U2 → V1 be morphisms of finitely
generated Hilbert N (G, ̺)-modules such that f1 has dense image and f2 is
injective. Then

detN (G,̺)(

(
f1 f3
0 f2

)
) = detN (G,̺)(f1) · detN (G,̺)(f2).

(3) Let f : U → V be a morphism of finitely generated Hilbert N (G, ̺)-modules.
Then

detN (G,̺)(f) = detN (G,̺)(f
∗).

(4) If the Novikov–Shubin invariant of the morphism f : U → V of finitely
generated Hilbert N (G, ̺)-modules satisfies α̺(f) > 0 then

detN (G,̺)(f) > 0.

(5) Let f : U → V be a morphism of finitely generated Hilbert N (G, ̺)-modules
and let H < G be a subgroup of finite index. Then

detN (H,̺|H)(resH(f)) = detN (G,̺)(f)
[G:H].

(6) Let ̺ : G → R>0 be a group homomorphism and H < G a subgroup. Let
f : U → V be a morphism of finitely generated Hilbert N (H, ̺|H)-modules.
Then

detN (G,̺)(indG(f)) = detN (H,̺|H )(f).

Proof. The first five statements are direct consequences of [13, Theorem 3.14] be-
cause of the equation detN (G,̺)(f) = detN (G)(Ψ̺(f)). The statement (6) follows

from the equation indG(E
f∗f
λ2 ) = E

indG(f)∗ indG(f)
λ2 . �

Definition 7.21. Let (C∗, c∗) be a finite Hilbert N (G, ̺)-chain complex. Suppose

that b
(2)
̺,n(C∗) = 0 and detN (G,̺)(cn) > 0 for all n. We define its L2-torsion by

ρ(2)̺ (C∗) := −
∑

n∈Z

(−1)n · ln detN (G,̺)(cn) ∈ R.

Notice that detN (G,̺)(f) = detN (G)(Ψ̺(f)) and ρ
(2)
̺ (C∗) = ρ(2)(Ψ̺(C∗)).

The following proposition is a direct consequence of [13, Theorem 3.35 (1),(5),
Lemma 3.41 and Lemma 3.44].

Proposition 7.22. (1) Let 0 → C∗
i∗−→ D∗

p∗−→ E∗ → 0 be an exact sequence
of finite Hilbert N (G, ̺)-chain complexes. Suppose that two of the Hilbert
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N (G, ̺)-chain complexes have the properties that the L2-Betti numbers van-
ish and that the determinant of the differentials are positive. Then all three
have these properties, detN (G,̺)(in), detN (G,̺)(pn) > 0 and

ρ(2)̺ (C∗)− ρ(2)̺ (D∗) + ρ(2)̺ (E∗) =
∑

n∈Z

(−1)n · ln detN (G,̺)(pn)−
∑

n∈Z

(−1)n · ln detN (G,̺)(in).

(2) Let C∗ and D∗ be finite Hilbert N (G, ̺)-chain complexes of determinant
class and f∗ : C∗ → D∗ be a homotopy equivalence. Suppose that one of
these Hilbert N (G, ̺)-chain complexes has the properties that the L2-Betti
numbers vanish and that the determinant of the differentials are positive.
Then both C∗, D∗ and the mapping cone cone∗(f∗) have these properties
and

ρ(2)̺ (C∗)− ρ(2)̺ (D∗) = −ρ(2)̺ (cone∗(f∗)).

Moreover, we have detN (G,̺)(fn) > 0. If f∗ is a chain isomorphism then

ρ(2)̺ (C∗)− ρ(2)̺ (D∗) =
∑

n∈Z

(−1)n · ln detN (G,̺)(fn).

(3) Let C∗ be a finite Hilbert N (G, ̺)-chain complex with a chain contraction
γ∗. Suppose that detN (G,̺)(cn) > 0 for all n. Then the map

(c∗ + γ∗)odd : ⊕n∈Z C2n+1 → ⊕n∈ZC2n

is an isomorphisms with detN (G,̺)((c∗ + γ∗)odd) > 0 and we get

ρ(2)̺ (C∗) = ln detN (G,̺)((c∗ + γ∗)odd).

Let X be a finite free G-CW-complex. We would like to define the weighted
L2-torsion of X by

ρ(2)̺ (X) := ρ(2)̺
(
C

(2)
̺,∗(X)

)

where C
(2)
̺,∗(X) := l2(G, ̺)⊗ZGC

cell
∗ (X) is the Hilbert N (G, ̺)-chain complex intro-

duced in Definition 7.8. But it turns out that this is not well-defined. The problem

is that C
(2)
̺,∗(X) depends on the choice of a cellular basis for Ccell∗ (X). The cellular

basis is only unique up to permutation and multiplication with ±g ∈ ZG for g ∈ G.
Nevertheless, we have the following lemma.

Lemma 7.23. For different choices of a cellular basis the values ρ
(2)
̺

(
C

(2)
̺,∗(X)

)

differ by 1
2 · ln(̺(g)) for some g ∈ G which does not depend on ̺.

Proof. Let C∗, D∗ be twoN (G, ̺)-chain complexes of the shape l2(G, ̺)⊗ZGC
cell
∗ (X).

Since the cellular basis is unique up to permutation and multiplication with ±g ∈
ZG for g ∈ G, we have a chain map f∗ : C∗ → D∗ with the properties that fn is
invertible and

detN (G,̺)(fn) = detN (G,̺)(gn) =
√
̺(gn).

for some elements gn ∈ G (compare Lemma 7.20). From 7.22 (2) we conclude

ρ(2)̺ (C∗)− ρ(2)̺ (D∗) =
∑

n∈Z

(−1)n · ln detN (G,̺)(fn) =
1

2
· ln(̺(g))

with g := g0 · g1−1 · g2 · g3−1 · · · . �
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Definition 7.24. Let X be a finite free G-CW-complex and ̺ : G→ R>0 a group
homomorphism. For x ∈ R we set

̺x : G→ R
>0, g 7→ ̺(g)x.

Notice that {x 7→ x · ln(̺(g)) | g ∈ G} is a subgroup of the additive group

map(R,R). Suppose that X is det-L2-acyclic with respect to ̺ i.e. b
(2)
̺x,n(X) = 0

and detN (G,̺x)(c
(2)
n (X)) > 0 for all n ∈ Z and x ∈ R. We define the weighted

L2-torsion of X

ρ(2)̺ (X) ∈ map(R,R)/{x 7→ x

2
· ln(̺(g)) | g ∈ G}

by ρ
(2)
̺ (X)(x) := [ρ

(2)
̺x (C

(2)
̺x,∗(X))].

Notice that ρ
(2)
̺ (X)(0) = ρ(2)(X). We have ρ

(2)
1 (X)(x) = ρ(2)(X) for all x ∈ R.

Example 7.25. As in Example 7.9 we consider the universal covering of S1. Let
̺ : π1(S

1) → R>0 be a group homomorphism. The Hilbert N (G, ̺)-chain complex

C
(2)
̺,∗(S̃1) has the shape

l2(G, ̺)
·(t−1)−→ l2(G, ̺)

with 〈t〉 = π1(S
1) ∼= Z. We calculate

ρ(2)̺ (S̃1)(x) = ln detN (G,̺x)(r
(2)
t−1) = ln detN (G)(Ψ̺x(r

(2)
t−1)) = ln detN (G)(r

(2)
Φ̺x (t−1)) =

= ln detN (G)(r
(2)√
̺x(t)·t−1

) = lnmax{
√
̺x(t), 1} = max{x

2
· ln(̺(t)), 0}.

(compare [13, Example 3.22]).

We have a group homomorphism

A̺ : Wh(G) → map(R,R)/{x 7→ x

2
· ln(̺(g)) | g ∈ G}

[M ] 7→ x 7→ ln detN (G,̺x)(r
(2)
M )

This is well-defined because of Proposition 7.20 (1), 2 and the equation

ln detN (G,̺x)(r
(2)
±g) =

x

2
· ln(̺(g)).

The following proposition states the basic properties of the weighted L2-torsion
of finite free G-CW-complexes.

Proposition 7.26. (1) Homotopy invariance
Let f : X → Y be a G-homotopy equivalence of finite free G-CW-complexes.
Let ̺ : π1(X) ∼= π1(Y ) → R>0 be a group homomorphism. Suppose that X
or Y is det-L2-acyclic w.r.t. ̺. Then both X and Y are det-L2-acyclic
w.r.t. ̺ and

ρ(2)̺ (Y )− ρ(2)̺ (X) = A̺(τ(f))

where τ(f) ∈ Wh(G) denotes the Whitehead torsion of f .
(2) Sum formula

Consider the G-pushout of finite free G-CW-complexes such that j1 is
an inclusion of G-CW-complexes, j2 is cellular and X inherits its G-CW-
complex structure from X0, X1 and X2.

X0
j1

//

j2

��

X1

i1

��

X2
i2

// X
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Assume that three of the G-CW-complexes X0, X1, X2 and X are det-L2-
acyclic w.r.t. ̺ : G → R>0. Then all four G-CW-complexes X0, X1, X2

and X are det-L2-acyclic w.r.t. ̺ and

ρ(2)̺ (X) = ρ(2)̺ (X1) + ρ(2)̺ (X2)− ρ(2)̺ (X0).

(3) Poincaré duality
Let M be a cocompact free proper G-manifold without boundary of even
dimension which is orientable. Suppose that G acts orientation preserving
on M and that M is det-L2-acyclic w.r.t. ̺ : G→ R

>0. Then

ρ(2)̺ (M) = 0.

(4) Restriction
Let X be a finite free G-CW-complex and let H < G be a subgroup of
finite index. Let resH(X) be the finite H-CW-complex obtained from X by
restricting the G-action to an H-action. Then X is det-L2-acyclic w.r.t.
̺ : G→ R>0 if and only if resH(X) is det-L2-acyclic w.r.t. ̺|H , and in this
case

ρ
(2)
̺|H

(resH(X)) = [G : H ] · ρ(2)̺ (X).

(5) Induction
Let H be a subgroup of G and let X be a finite free H-CW-complex. Then
the finite free G-CW-complex G×H X is det-L2-acyclic w.r.t. ̺ : G→ R>0

if and only if X is det-L2-acyclic w.r.t. ̺|H , and in this case

ρ(2)̺ (G×H X) = ρ
(2)
̺|H

(X).

(6) Positive Novikov–Shubin invariants and determinant class

If X is a finite free G-CW-complex with b
(2)
̺,n(X) = 0 and α

(2)
̺,n(X) > 0 for

all n, then X is det-L2-acyclic w.r.t. ̺.
(7) S1-actions

Let X be a connected S1-CW-complex of finite type and ̺ : π1(X) → R>0

a group homomorphism. Suppose that for one orbit S1/H (and hence for
all orbits) the inclusion into X induces a map on π1 with infinite image.

(In particular the S1-action has no fixed points.) Let X̃ be the universal

covering of X with the canonical π1(X)-action. Then X̃ is det-L2-acyclic
w.r.t. ̺ and there exists g ∈ G with

ρ(2)̺ (X̃)(x) = max{x
2
· ln(̺(g)), 0}.

Proof. The proof is essentially the same as the proofs of [13, Theorem 3.93 and
Theorem 3.105].

(1) This follows from Proposition 7.22 (2) and (3).
(2) This follows from Proposition 7.22 (1) applied to the exact sequence of

Hilbert N (G, ̺)-chain complexes

0 → C
(2)
̺,∗(X0) −→ C

(2)
̺,∗(X1)⊕ C

(2)
̺,∗(X2) −→ C

(2)
̺,∗(X) → 0.

(3) The proof is analogous to the proof of [13, Theorem 3.93 (3)].
(4) Fix a cellular ZG-basis for Ccell∗ (X) and a right transversal T of H in G.

Using the ZH-isomorphism ⊕g∈TZH → ZG, (xg) 7→
∑

g∈T xg · g we obtain

a cellular ZH-basis for Ccell∗ (resH(X)). The isomorphism

α : ⊕g∈T l2(H, ̺|H) → l2(G, ̺), (vg) 7→
∑

g∈T

vg · g
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induces a chain isomorphism f∗ : C
(2)
̺|H ,∗

(resH(X)) → resH(C
(2)
̺,∗(X)) with

fn = diag(α). Proposition 7.22 (2) tells us that

ρ
(2)
̺|H

(resH(X))− ρ
(2)
̺|H

(
resH(C

(2)
̺,∗(X))

)
=

∑

n∈Z

(−1)n · ln detN (H,̺|H)(fn).

Proposition 7.20 (5) implies

ρ
(2)
̺|H

(
resH(C

(2)
̺,∗(X))

)
= [G : H ] · ρ(2)̺ (X).

We obtain

ρ
(2)
̺|H

(resH(X))− [G : H ] · ρ(2)̺ (X) =
∑

n∈Z

(−1)n · ln detN (H,̺|H)(fn) =

∑

n∈Z

(−1)n · ln detN (H,̺|H )(α)
βn(G\X) = χ(G \X) · ln detN (H,̺|H )(α) = 0

where βn(G\X) is the number of n-cells of G\X and χ(G\X) is the Euler
characteristic of the finite CW-complex G \ X . Notice that χ(G \ X) =∑
n≥0(−1)n · b(2)̺,n(X) = 0 (see Proposition 7.10 (2)).

(5) Fix a cellular ZH-basis for Ccell∗ (X). We obtain an induced cellular ZG-
basis for Ccell∗ (G ×H X) = ZG ⊗ZH Ccell∗ (X). Now the statement follows

from the equation C
(2)
̺,∗(G×H X) = indG(C

(2)
̺|H ,∗

(X)) and Proposition 7.20

(6).
(6) This follows from Proposition 7.20 (4).
(7) We consider

[ρ(2)̺ (X̃)] ∈ map(R,R)/{x 7→ max{x
2
· ln(̺(g1)),

x

2
· ln(̺(g2))} | g1, g2 ∈ G}

and have to show [ρ
(2)
̺ (X̃)] = 0. Since [ρ

(2)
̺ (S̃1)] = 0, we can apply the

same arguments as in the proof of [13, Theorem 3.105].

�

Remark 7.27. We are mostly interested in G-CW-complexes given by the universal

covering X̃ of a finite CW-complex X (here G = π1(X)). In this context the sum
formula (Proposition 7.26 (2)) carries over to the following statement:
Consider the pushout of finite CW-complexes such that j1 is an inclusion of CW-
complexes, j2 is cellular and X inherits its CW-complex structure from X0, X1 and
X2.

X0
j1

//

j2

��

X1

i1

��

X2
i2

// X

Let ̺ : π1(X) → R>0 be a group homomorphism. We obtain induced group ho-

momorphisms ̺i : π1(Xi) → π1(X)
̺−→ R

>0 (i = 0, 1, 2). Assume that X̃i is

det-L2-acyclic w.r.t. ̺i for i = 0, 1, 2. Then X̃ is det-L2-acyclic w.r.t. ̺ and

ρ(2)̺ (X̃) = ρ(2)̺1 (X̃1) + ρ(2)̺2 (X̃2)− ρ(2)̺0 (X̃0).

A way to construct out of

ρ(2)̺ (X) ∈ map(R,R)/{x 7→ x

2
· ln(̺(g)) | g ∈ G}

a simplified invariant with values in R is described in the following definition.
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Definition 7.28. Let X be a finite free G-CW-complex and ̺ : G→ R>0 a group
homomorphism. We define the simplified weighted L2-torsion of X by

ρ̃(2)̺ (X) :=
1

2
·
(
ρ(2)̺ (X)(1) + ρ(2)̺ (X)(−1)

)
∈ R

For ̺ = 1 we obtain ρ̃
(2)
̺ (X) = ρ(2)(X). Obviously, all statements of Theorem

7.26 carry over to this simplified weighted L2-torsion.
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