
Inaugural-Dissertation

zur

Erlangung der Doktorwürde

der

Naturwissenschaftlich-Mathematischen Gesamtfakultät

der

Ruprecht - Karls Universität

Heidelberg

vorgelegt von

Diplommathematiker Thorsten Eppelmann

aus Mainz

Tag der mündlichen Prüfung:
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Abstract

Firstly, we prove the existence of an assembly map for the integral Novikov
problem formulated in [Min04]. To achieve this we show that signature homol-
ogy is a direct summand of Ranicki’s symmetric L-theory and use the assembly
map for symmetric L-theory.

Secondly, we construct a map from the bordism theory of PL-pseudomanifolds
having a Poincaré duality in integral intersection homology to symmetric L-
theory. We show that the homotopy cofibre of this map is an Eilenberg-MacLane
space K(Z/2, 1). Thus, we obtain a geometric bordism description of symmetric
L-theory.

Zunächst beweisen wir die Existenz einer Assemblyabbildung für das ganz-
zahlige Novikov Problem aus [Min04]. Um dies zu erreichen zeigen wir, das Sig-
naturhomology ein direkter Summand von Ranickis symmetrischer L-Theorie
ist. Nun können wir die Assemblyabbildung für symmetrische L-Theorie be-
nutzen.

Weiterhin konstruieren wir eine Abbildung von der Bordismustheorie von
PL-Pseudomannigfaltigkeiten, für die es eine Poincaré Dualität in ganzzahliger
Schnitthomologie gibt, in die symmetrische L-Theorie. Wir zeigen, dass die Ho-
motopiekofaser dieser Abbildung durch den Eilenberg-MacLane RaumK(Z/2, 1)
gegeben ist. Auf diese Weise erhalten wir eine Beschreibung von symmetrischer
L-Theorie als geometrischen Bordismus.



Introduction

The present work originated in the question if there is a construction of an
assembly map for the integral Novikov problem formulated in [Min04]. Classi-
cally, the assembly map for the Novikov conjecture is a method to decide wether
or not the conjecture holds for a given group. More precisely, let G be a dis-
crete group, let M be an oriented closed smooth manifold of dimension n with
π1(M) = G and α : M → K(G, 1) be a map. Then the Novikov conjecture for
G predicts that the characteristic number

sigx(M,α) := 〈L(M) ∪ α∗(x), [M ]〉 ∈ Q,

where L(M) is the L-class ofM , is homotopy invariant for all x ∈ H∗(K(G, 1); Q).
That is, given another oriented closed smooth manifold N and an orientation
preserving homotopy equivalence f : N →M we have

sigx(M,α) = sigx(N,α ◦ f).

Equivalently, the class

LG(M,α) = α∗(L(M) ∩ [M ]) ∈
⊕

k
Hn−4k(K(G, 1); Q)

is homotopy invariant.
Let Sn(M) the set of isomorphisms classes of pairs (N, f), where N is a

n-dimensional oriented closed smooth manifold and f : N → M an orientation
preserving homotopy equivalence. Then the assembly map A is a map

A :
⊕

k
Hn−4k(K(G, 1); Q)→ Ln(Z[G])⊗Q

such that the composition

Sn(M) →
⊕

k Hn−4k(K(G, 1); Q)
A
−→ Ln(Z[G]) ⊗Q

(N, f) 7→ LG(M,α)− LG(N,α ◦ f)

is zero. Therefore, the Novikov conjecture for the group G follows from the
injectivity of A. In fact, it is known that it is equivalent to the injectivity of A.

If we look for an integral refinement of the Novikov conjecture it is natural
to look at signature homology defined in [Min04]. It’s main properties are the
existence of a natural transformation of multiplicative homology theories

u : ΩSO → Sig
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and an isomorphism of graded rings

sig : Sig∗ → Z[t],

where deg t = 4, such that the following diagram commutes:

ΩSO
∗ Sig∗

Z[t]

......................................................................................................... ............
u

............................................................................................................................................................. ........
....

sig

............................................................................................................
.....
.......
.....

sig

Now, each closed oriented smooth manifold M of dimension n has a signature
homology orientation class

[M ]Sig := u([M, id]) ∈ Sign(M),

where [M, id] ∈ ΩSO
n (M) is the bordisms class of the identity. For π1(M) = G,

we say that [M ]Sig is homotopy invariant if for any map α : M → K(G, 1)
and for any other oriented manifold N together with an orientation preserving
homotopy equivalence f : N →M we have

α∗([M ]Sig) = (α ◦ f)∗([N ]Sig) ∈ Sign(K(G, 1)).

If we take the tensor product with Q we have

Sig∗(−)⊗Q ∼=

∞
⊕

k=0

H∗−4k(−; Q).

Furthermore, it can be shown that the signature homology orientation class
reduces to

[M ]Sig ⊗Q = L(M) ∩ [M ] ∈
⊕

k
Hn−4k(M ; Q).

Therefore, the Novikov conjecture forG is equivalent to the homotopy invariance
of the rational signature homology fundamental class and an integral refinement
would be the homotopy invariance of [M ]Sig.

Integral Novikov problem. (Kreck) Determine all discrete groups G for
which the signature homology orientation class is homotopy invariant.

Similarly to the rational case we are now looking for an assembly map whose
injectivity would determine the answer to the integral Novikov problem for a
given group G. That is, we are looking for a map

A : Sign(K(G, 1))→ Ln(Z[G])
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such that the composition

Sn(M) → Sign(K(G, 1))
A
−→ Ln(Z[G])

(N, f) 7→ α∗[M ]Sig − (α ◦ f)∗[N ]Sig

is zero.
If we search the literature we quickly realize that there is another integral re-

finement of the Novikov conjecture which makes use of the symmetric L-theory
of Ranicki in place of signature homology. It shares the property that each
closed oriented smooth manifold has an L-theory orientation class which re-
duces to the Poincaré dual of the L-class after tensorizing with Q.

Integral Novikov problem. (Ranicki) Determine all discrete groups G for
which the symmetric L-theory orientation class is homotopy invariant.

Fortunately, in this setting Ranicki constructed an assembly map whose
injectivity decides his integral Novikov problem. It is therefore obvious to ask
how signature homology relates to symmetric L-theory. We will answer this
question using the determination of the homotopy types of both theories. The
result is that signature homology is a direct summand of symmetric L-theory.

It is important to note that there are finite groups for which the integral
Novikov problem is known to be false. This explains why the term conjecture
is replaced by problem in the integral setting.

Having answered this question the next step is to look for a geometric de-
scription of the assembly map for signature. This seems desireable since both
the definition of symmetric L-theory and the assembly map make use of com-
plicated simplicial methods which are not easily accessible.

While we fail to achieve this goal we will at least be able to reach a partial
result which can be seen as a first step into this direction. Namely, we will show
that symmetric L-theory can be described as bordism of certain spaces with
singularities called IP-spaces, at least after passing to the 2-connected covers
of both theories. IP-spaces are defined by the property that Poincaré duality
holds for the intersection cohomology groups with integer coefficients.
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Chapter I

Sheaves

The purpose of this chapter is to provide background information on sheaf
theory. We try to assemble all the bits and pieces which will be useful later.
Therefore, the account will be very short and we will give proofs only for the
facts which can not be found in the textbooks on sheaf theory.

1 Complexes of sheaves and the derived cate-

gory of sheaves

The first section is devoted to the definition of sheaves and the various categories
of sheaves. In particular, we will treat interesting subcategories of the derived
category. Note that by a functor we always mean a covariant functor unless
explicitly stated otherwise.

For a given topological space X let X be the category having the open sets
of X as objects and inclusions as morphisms.

1.1 Definition. Let A be one of the abelian categories Ab of abelian groups or
R−Mod of R-modules. Let X be a topological space.

(1) A presheaf P in A on X is a functor

P : X
op → A.

For an open set U the elements of P (U) are called the sections over U .

A morphism f : P → Q of presheaves P,Q is a natural transformation

f : P → Q.

(2) For x ∈ X , P a presheaf. We define the stalk Px at x by

Px := lim
→
P (U),

where the limit is taken over all neighbourhoods U of x.

1



2 CHAPTER I. SHEAVES

(3) Let U ⊂ X be an open set and s ∈ P (U) a section over U . The support
of s is the closed subset

supp(s) := {x ∈ U | sx 6= 0 ∈ Px} .

(4) A sheaf P in A on X is a presheaf such that for all open sets U ⊂ X and
all coverings U ⊂

⋃

Ui there is an exact sequence

P(U)→
∏

i

P(Ui)
diff
−−−→

∏

i,j

P(Ui ∩ Uj).

Presheaves form a category denoted by PSh(X), let Sh(X) denote the full
subcategory consisting of all sheaves.

In Sh(X) we have the following useful characterization of isomorphisms

1.2 Lemma. A morphism f : P → Q is an isomorphism if and only if fx :
Px → Qx is an isomorphism for all x ∈ X.

1.3 Proposition. Both PSh(X) and Sh(X) are abelian categories. But Sh(X)
is not an abelian subcategory of PSh(X). This is because the inclusion functor

v : Sh(X)→ PSh(X)

is not right exact in general.

Although the inclusion functor v is not exact we at least have

1.4 Proposition. The inclusion functor v admits a left adjoint

sheaf : PSh(X)→ Sh(X)

such that the adjoint morphism

sheaf ◦ v → 1

is an isomorphism. sheaf is called sheafification. It follows that v is left exact.
Moreover, sheaf is an exact functor.

1.5 Definition. LetCh(X) denote the category of cochain complexes of sheaves.
Let K(X) denote the corresponding homotopy category and D(X) the derived
category.

1.6 Proposition. The derived category D(X) exists in our universe.

Proof. See [We94], 10.4.4.

As usual we will denote by Chb(X), Kb(X) andDb(X) the full subcategories
of Ch(X), K(X) and D(X) of bounded complexes of sheaves.
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1.7 Proposition. Assume A is of finite injective dimension and X is of finite
cohomological dimension. Let I denote the full subcategory of Sh(X) consisting
of all injective sheaves. Then the inclusion functor

Kb(I)→ Kb(X)

induces an equivalence of categories

Kb(I)→ Db(X).

Proof. See [We94], 10.4.8. for the similar result for bounded below complexes,
but without the finiteness assumptions. Now, the additional assumptions assure
that the proof given there is still valid.

1.8 Remark. Of course, the finiteness condition on A is satisfied for the cat-
egory of abelian groups, for the category of R-modules the assumption means
that R is of finite global dimension. We will always assume this and that X is
of finite cohomological dimension.

We close this section with the following useful class of sheaves on pseudo-
manifolds.

1.9 Definition. Let X be a topological pseudomanifold of dimension n (for
a definition see chapter II). A bounded complex of sheaves A• on X is called
constructible if for all i and for all 0 ≤ j ≤ n, Hi(A•)|Xj−Xj−1

is locally con-

stant and has finitely generated stalks. Let Chb
c(X) resp. Db

c(X) be the full
subcategory of Chb(X) resp. Db(X) consisting of all constructible complexes
of sheaves.

These sheaves have the following useful property.

1.10 Proposition. Let A• be a constructible complex of sheaves on a compact
pseudomanifold X. Then the hypercohomology groups Hk(X ;A•) are finitely
generated for all k.

2 Functors of sheaves

In this section we will collect the definitions of various functors on categories of
sheaves and their relations. We will start with the functors associated to a map
of spaces f : X → Y .

2.1 Definition. The direct image functor f∗ : Sh(X)→ Sh(Y ) is given by

P 7→ (U 7→ P(f−1(U))).

It is right adjoint to the inverse image functor f∗ : Sh(Y )→ Sh(X) given by

P 7→ sheaf



U 7→ lim
−→

V ⊃f(U)

P(V )



 .
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The adjointness implies that f∗ is left exact and f∗ is right exact. In addition
f∗ is exact.

If f is an inclusion then f∗ is called the restriction and denoted by P|X .
If we assume in addition that X and Y are locally compact then we have

the direct image with proper support f! : Sh(X)→ Sh(Y ) given by

P 7→ (U 7→ {s ∈ P(U) | supp(s) →֒ U is proper}) .

f! is left exact, however, f! is not an adjoint in general. Only after passing
to the derived category, can a left adjoint always be obtained. However, if we
assume that f is an inclusion of a locally closed subspace then a left adjoint f !

can already be constructed on the sheaf level (see V.4 for details).

The cases of the collapse map c : X → pt and the inlcusion of a point
i : x →֒ X are of special importance. Using the identification Sh(pt) ∼= A we
define:

2.2 Definition. (1) For x ∈ X , the stalk functor (–)x : Sh(X)→ A is given
by

P 7→ i∗P = Px.

Its right adjoint is called the skyscraper sheaf functor i∗.

(2) The global section functor Γ : Sh(X)→ A is given by

P 7→ c∗P = P(X).

Its right adjoint is called the constant sheaf functor c : A → Sh(X) and
is given by

M 7→ c∗(M) = sheaf(U 7→M).

2.3 Definition. (1) The external Hom-functor Hom : Sh(X)op × Sh(X) →
Ab is given by

(P,Q) 7→ HomSh(X)(P,Q).

It is left exact in both variables.

(2) The internal Hom-functor Hom : Sh(X)op×Sh(X)→ Sh(X) is given by

(P,Q) 7→ (U 7→ HomSh(U)(P|U ,Q|U )).

It is clear that we have the equality

HomSh(X)(P,Q) = ΓHom(P,Q).

The internal Hom-functor is left exact in both variables.

(3) The tensor product functor –⊗ – : Sh(X)× Sh(X)→ Sh(X) is given by

(P,Q) 7→ sheaf(U 7→ P(U)⊗Q(U)).

It is right exact in both variables.
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(4) For a fixed sheaf Q, we have that –⊗Q is left adjoint to Hom(Q, –)

Since all the functors introduced above have some exactness property, we
can pass to the derived category Db(X) and get derived functors Rf∗, f

∗, Rf!,

RΓ, RHom, RHom• and
L
⊗. Additionally, we also have a left adjoint f ! to Rf!.

The functors Hom and ⊗ preserve contructibility and give rise to functors on
Chb

c and Db
c. The same holds for the functors f∗, f

∗, f! and f ! if we assume
that f is a stratified map of pseudomanifolds.

Finally, we have the truncation functors

2.4 Definition. Let A• ∈ Ch(X) by a complex of sheaves, let n ∈ Z. There
are functors

τ≤n : Ch(X)→ Ch(X)

and
τ≥n : Ch(X)→ Ch(X)

given by
A• 7→ (. . .→ An−2 → An−1 → ker dn → 0→ . . .)

and
A• 7→ (. . . 0→ cokerdn−1 → An+1 → An+2 → . . .).

These are exact functors and preserve boundedness and constructibility. Ther-
fore, they can be regarded as functors on all categories of complexes of sheaves
introduced above.



Chapter II

Pseudomanifolds and

Intersection homology

In this chapter we will treat a class of spaces with singularities, namely, the class
of pseudomanifolds. These generalize the concept of a topological manifold in
a suitable way. For an approach in the differential context see [Kr07]. We
will study topological invariants for pseudomanifolds introduced by Goresky
and MacPherson [GM83] called intersection homology. The major motivation
for introducing these new invariants is a generalization of Poincaré duality to
pseudomanifolds and the possibility to define characteristic classes for them.
We will give only the proofs which contain important techniques we want to use
later. All the missing arguments can be found again in [GM83] or in [Bo84].

1 Pseudomanifolds

From now on, let R be a noetherian ring of finite global dimension.

1.1 Definition. A PL-space X is a topological space together with a class T

of locally finite triangulations which is closed under linear subdivision, and if T
and T ′ are in T, then so is their common linear refinement.

1.2 Definition. (1) A stratified topological pseudomanifold of dimension 0 is
a countable set of points with the discrete topology. A stratified topolog-
ical pseudomanifold of dimension n is a paracompact hausdorff space X
together with a filtration by closed subsets

∅ = X−1 ⊂ X0 ⊂ . . . ⊂ Xn−2 = Xn−1 ⊂ Xn = X

such that

• Xk −Xk−1 are topological manifolds of dimension k, for all k, called
the pure or open strata.

6



2. PL-INTERSECTION HOMOLOGY 7

• Xn −Xn−2 is dense in X .

• For every x ∈ Xk there is an open neighbourhood U of x in X
and a compact pseudomanifold L of dimension n − k − 1 such that
U ∼= V × ˚cone(L) via a stratum preserving homeomorphism.

(2) A stratified PL-pseudomanifold is a PL-space X which is a topological
pseudomanifold such that the filtration is given by closed PL-subspaces, all
strata are PL-spaces and the local triviality is given by a strata preserving
PL-isomorphism with L a PL-pseudomanifold. In this case L is called the
link at x.

The closed subset Xn−2 of a pseudomanifold X is called the singular locus
of X and is also denoted by Σ.

1.3 Example. Every locally conelike topological stratifold is a stratified topo-
logical pseudomanifold.

2 PL-intersection homology

The intersection homology groups depend on a so called perversity function p̄
which we now define.

2.1 Definition. A perversity p̄ is a function p : N→ N such that

• p(2) = 0.

• p(k) ≤ p(k + 1) ≤ p(k) + 1.

2.2 Examples. There are several perversities which are of particular impor-
tance. The zero perversity 0̄ : n 7→ 0, the lower middle perversity m̄ : n 7→
⌊n−2

2 ⌋, the upper middle perversity n̄ : n 7→ ⌈n−2
2 ⌉ and the top perversity

t̄ : n 7→ n− 2.
Note that m̄+ n̄ = t̄. Perversities with this properity are called complemen-

tary.

Let p̄ be a perversity. We define the PL-intersection chain complex of a
PL-pseudomanifold X for perversity p̄.

2.3 Definition. Let C•(X) be the PL-chain complex of X . Set

IC p̄
i (X) := {ξ ∈ Ci(X) | dim(|ξ| ∩Xn−k) ≤ i− k + p̄(k),

dim(|∂ξ| ∩Xn−k) ≤ i− 1− k + p̄(k)}.

The conditions ensure that the boundary operators of C•(X) induce boundary
operators on IC p̄

• . Thus, IC p̄
• forms a subcomplex of C•.

2.4 Definition. The PL-intersection homology groups for perversity p̄ of a
PL-pseudomanifold X are defined by

IH p̄
i (X) := Hi(IC

p̄
• ).
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3 Sheaf theoretic intersection homology

We now give a sheaf theoretic construction of intersection homology which ap-
plies to topological pseudomanifolds as well. We assume familiarity with the
derived category of bounded complexes of sheaves Db(X) which will be heavily
used in this subsection. For details we refer to [Bo84], [GM83] or [Ba06].

Given a n-dimensional topological pseudomanifold X we consider the fol-
lowing open subsets of X :

Uk := X −Xn−k

together with the obvious inclusions Uk
ik→ Uk+1

jk← Xn−k −Xn−k−1.
We give an axiomatic characterization of intersection homology.

3.1 Definition. A constructible bounded complex of sheaves A• on X satisfies
the set of axioms [AX1] if and only if

(1) A•
|X−Σ

∼= RX−Σ[n], the constant sheaf on X − Σ.

(2) Hi(A•) = 0 for all i < −n.

(3) Hi(A•
|Uk+1

) = 0 for all i > p̄(k)− n, k ≥ 2.

(4) The attaching map induces an isomorphism

Hi(j∗kA
•
|Uk+1

)→ Hi(j∗kRik∗i
∗
kA

•
|Uk+1

)

for i ≤ p̄(k)− n and k ≥ 2.

Using the Deligne construction one can show:

3.2 Proposition. For a given topoplogical pseudomanifold X there is a complex
of sheaves P• satisfying the axioms [AX1]. This complex of sheaves is unique
up to quasi-isomorphism.

Proof. see [GM83]. We just give the definition of P•, namely set

P• := τ≤p(n)−nRin∗ . . . τ≤p(3)−nRi3∗τ≤p(2)−nRi2∗RU2 [n],

where τ≤k is the truncation functor.

For an n-dimensional PL-pseudomanifold X the assignment

U 7→ IC p̄
i (U) =: IC−i

p̄ (U)

defines a complex of presheaves on X denoted by IC•
p̄. We summarise the

properties of IC•
p̄

3.3 Proposition. (1) IC•
p̄ is a complex of sheaves, called the intersection

chain sheaf for perversity p̄.

(2) IC•
p̄ is soft.
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(3) IC•
p̄ satisfies axioms [AX1].

It follows that for a PL-pseudomanifold the hypercohomology of the complex
of sheaves P•

p̄ in 3.2 computes intersection homology ofX . This is the motivation
for defining intersection homology of a topological pseudomanifold in just this
way. From now on, if there is no danger of confusion, we will always write IC•

p̄

for any complex of sheaves satisfying axioms [AX1].
We close this subsection by comparing different pervesities. Suppose we are

given two perversities p̄ ≤ q̄, obviously there is a canonical morphism IC•
p̄ →

IC•
q̄ . We want to know under which conditions this is a quasi-isomorphism.

Since Db
c(X) is a triangulated category, there is always a distinguished triangle

IC•
p̄ IC•

q̄

S•

............................................................................................................ ............

.......
.......
.......
.......
........
.......
.......
.......
.......
.......
........
.......
.......
.......
...................
............

[1]

..................................................................................................................
.....
...........
.

and a corresponding long exact sequence in hypercohomology. This sequence is
called the obstruction sequence for comparing p̄ and q̄. We have the following
result.

3.4 Proposition. Suppose p(c) = q(c) for all c 6= k, and p(k)+1 = q(k). Then

(1) suppH∗(S•) = closure(suppH∗(S•) ∩ (Xn−k −Xn−k−1)), where supp de-
notes the support of a sheaf.

(2) For x ∈ Xn−k −Xn−k−1 we have

Hi(S•)x =

{

0 for all i 6= q(k)− n
Hi(IC•

q̄)x for i = q(k)− n.

(3) If we have Hq(k)−n(IC•
q̄)x = 0 for all x ∈ Xn−k−Xn−k−1 then IC•

p̄ → IC•
q̄

is a quasi-isomorphism.

4 The dualizing complex and Verdier duality

We recall two important tools from sheaf theory.

4.1 Definition. Let X be a topological pseudomanifold of dimension n. Fix
a bounded injective resolution R → I• of R. Let C•(RX) denote the bounded
canonical resolution of the constant sheaf RX (see V.1 for more details). The
dualizing complex is defined as the complex of sheaves

U 7→ Hom•(Γc(C
•(RX)|U ), I•).
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The complex D•
X is quasi-isomorphic to the complex of sheaves of singular

chains on X and its hypercohomology is equal to ordinary homology with closed
support (i.e. Borel-Moore homology, cf. [GM83]). Furthermore [Bo84] shows

4.2 Proposition. (1) The dualizing complex DX is a complex of injectives.

(2) The dualizing complex is constructible with respect to any topological strat-
ification of X.

We can use the dualizing complex to define:

4.3 Definition. (1) We define a contravariant functorD : Chb
c(X)→ Chb

c(X)
by

D := Hom•(–,D•
X).

(2) Similarily, we define a contravariant functor D : Db
c(X)→ Db

c(X) by

D := RHom•(–,D•
X).

4.4 Remark. For our definition of the dualizing complex, we have chosen a
fixed injective resolution R → I• of R by injectives. Clearly, other choices of
resolutions lead to quasi-isomorphic complexes. Therefore, it is well defined up
to isomorphism in Db

c(X), but not in Chb
c(X).

Consequently, these different choices for DX lead to different choices for the
functors D. However, we need one distinguished functor D on Chb

c(X). This
means we are forced to make a choice for the rest of this work.

The second tool is

4.5 Theorem. (Verdier duality)
Let f : X → Y be a continuous map between locally compact spaces. Let A• ∈
Db(X) and B• ∈ Db(Y ). There is a canonical isomorphism in Db(Y ):

Rf∗RHom•(A•, f !B•) ∼= RHom•(Rf!A
•,B•).

5 Maps from cohomology and to homology

First, we define what an R-orientation of a topological pseudomanifold is.

5.1 Definition. An R-orientation of X is the choice of a quasi-isomorphism

D•
X−Σ → RX−Σ[n].

5.2 Remark. If char(R) 6= 2 then an R-orientation is equivalent to an orien-
tation of X − Σ in the usual topological sense. If R = Z/2 then every X is
Z/2-orientable.

From now on, we suppose that X is R-orientable and we have choosen an
orientation.

Let j : Σ→ X be the inclusion of the singular locus and i : X − Σ→ X be
the inlcusion of the non-singular part.
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5.3 Proposition. There exists a morphism φ : RX [n] → D•
X in Db

c(X) which
lifts the orientation:

RX [n]→ Ri∗RX−Σ[n]→ Ri∗D
•
X−Σ.

This morphism is unique in Db
c.

This morphism is called the cap product with the orientation class . We will
see that it will factorize over the complex of intersection chains. Let p̄ be any
perversity.

5.4 Proposition. There is a unique factorization in Db
c(X) of the cap product

with the orientation class

RX [n]→ IC•
p̄ → D•

X

such that i∗RX [n] → i∗IC•
p̄ is the obvious morphism and i∗IC•

p̄ → i∗D•
X is

given by the orientation.

6 The intersection pairing and Poincaré duality

Suppose l̄ + m̄ ≤ p̄ are perversities. We want to define a product morphism

IC•
l̄

L
⊗ IC•

m̄ → IC•
p̄[n].

Furthermore, we want this product to have nice properties. For example, the
intersection pairings for different choices of l̄, m̄ and p̄ should be compatible.

Before we start with the construction of the product, we give a criterion for
lifting a morphism in Db

c(X). This result can be found in [GM83] and we will
prove it in chapter V.

6.1 Lemma. Let A•,B•,C• ∈ Db(X) such that Hk(A•) = 0 for all k ≥ p+ 1.
Let f : C• → B• be a morphism of complexes such that f∗ : Hk(C•)→ Hk(B•)
is an isomorphism for all k ≤ p. Then the induced map

HomDb(X)(A
•,C•)→ HomDb(X)(A

•,B•)

is an isomorphism. That is, every map g : A• → B• has a unique lift g̃ : A• →
C• such that f g̃ = g.

Let L•,M• and P• be the complexes of sheaves in 3.2 corresponding to l̄, m̄
and p̄. We define the intersection pairing inductively over Uk = X −Xn−k as
follows:

On U2 = X − Σ we just take the multiplication

RX−Σ[n]
L
⊗RX−Σ[n]→ RX−Σ[n][n].
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Now, suppose µk : L•
k

L
⊗M•

k → P•
k[n] is constructed. We have to define a

morphism

(τ≤l(k)−nRik∗L
•
k)

L
⊗ (τ≤m(k)−nRik∗M

•
k)→ τ≤p(k)−nRik∗P

•
k.

The pairing µk induces a morphism

(τ≤l(k)−nRik∗L
•
k)

L
⊗ (τ≤m(k)−nRik∗M

•
k)→Rik∗L

•
k

L
⊗Rik∗M

∗
k

→Rik∗(L
•
k

L
⊗M•

k)
→Rik∗(P

•
k).

Since the cohomology sheaf associated to

(τ≤l(k)−nRik∗L
•
k)

L
⊗ (τ≤m(k)−nRik∗M

•
k)

vanishes in dimensions j ≥ l(k) +m(k) − 2n+ 1 we can apply the proposition
and get a lift (in Db

c(X)) to τ≤p(k)−nRik∗P
•
k[n]. According to [GM83] the

compatibility between the intersection pairings for different perversities, as well
as the compatibility with the cup and cap products is easily checked.

We have an induced intersection pairing on the intersection homology groups

IH l̄
i(X)⊗ IHm̄

j (X)→ IH p̄
i+j−n(X).

This pairing is used to generalize Poincare duality to pseudomanifolds.

6.2 Definition. A pairing A•
L
⊗ B• → D•

X [n] is called a Verdier dual pairing
if it induces an isomorphism in Db

c(X),

A• → D(B•)[n].

Suppose for the rest of this section that R is a field. Suppose further that
we are given complementary perversities p̄, q̄, i.e. p̄+ q̄ = t̄. We have

6.3 Theorem. The intersection pairing followed by the map to homology

IC•
p̄

L
⊗ IC•

q̄ → IC•
t̄ → D•

X [n]

is a Verdier dual pairing.

Proof. The idea of the proof is to set

S• := D(IC•
q̄)[n]

and check the axioms for perversity p̄.

6.4 Corollary. If X is compact, the pairing

IH p̄
∗ ⊗ IH

q̄
∗ → H∗(X)→ R

induces an isomorphism

IH p̄
i (X) ∼= Hom(IH q̄

n−i(X), R).
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7 Self-duality of the intersection chain sheaf

Recall from 2.1 that m̄ denotes the lower middle and n̄ denotes the upper middle
perversity. We want to give classes of PL-pseudomanifolds, for which IC•

m̄ is
self-dual, that is PL-pseudomanifolds, for which

IC•
m̄ → D(IC•

m̄)[n]

is an isomorphism. First, we suppose again that R is a field. We have

7.1 Proposition. Let X be a PL-pseudomanifold with only even codimensional
strata. Then the canonical inclusion

IC•
m̄ → IC•

n̄

is a quasi-isomorphism.

Proof. This follows directly from 3.4.

We combine this result with Poincare duality.

7.2 Corollary. If X has only even codimensional strata then

IC•
m̄ → D(IC•

m̄)[n]

is an isomorphism in Db
c(X).

We want to find a larger class of spaces for which proposition 7.1 holds. This
class was completely characterized by Siegel [Si83].

7.3 Definition. A PL-pseudomanifoldX is called anR-Witt space if IHm̄
l (Lx) =

0 for all x ∈ Xn−2l−1 −Xn−2l−2, where Lx is the link at x.

7.4 Proposition. X is a R-Witt space if and only if the canonical morphism
IC•

m̄ → IC•
n̄ is a quasi-isomorphism. Therefore, X is a R-Witt space if and

only if IC•
m̄ is self-dual.

Note, that R being a field is essential here. However, if one is interested
in self-duality for R = Z there is the following class of spaces introduced by
Goresky and Siegel in [GS83].

7.5 Definition. A stratified PL-pseudomanifold X is called an IP-space if

• IHm̄
l (Lx) = 0 for all x ∈ Xn−2l−1 −Xn−2l−2,

• IHm̄
l−1(Lx) is torsion free for all x ∈ Xn−2l −Xn−2l−1,

where Lx is again the link at x.

7.6 Proposition. For R = Z. X is an IP-space if and only if

IC•
m̄ → D(IC•

m̄)[n]

is a quasi-isomorphism.

Proof. see [GS83].

This proposition implies Poincaré duality for IP-spaces, i.e. the linking pair-
ing defined in [GS83] is non-degenerate. This explains the abriviation IP, for
Integral Poincaré.
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8 The signature of Witt spaces and IP-spaces

Suppose we have a 4k-dimensional Q-Witt space X . Since IC•
m̄ is self-dual we

can define the signature of X by taking the index of the pairing

IHm̄
2k(X)⊗ IHm̄

2k(X)→ Q.

Similary, for a 4k-dimensional IP-spaceX we define the signature of X by taking
the index of the pairing

IHm̄
2k(X)/Torsion⊗ IHm̄

2k/Torsion→ Z

defined in [GS83].

8.1 Proposition. Let X be a 4k-dimensional Q-Witt space or IP-space. The
signature of X is a bordism invariant for Witt-bordism resp. IP-bordism.

Proof. The proof is just the usual construction of an annihilating subspace of
IHm̄

2k(X) of half the rank (see [Si83]).



Chapter III

Symmetric L-theory

In this chapter we will give the definitions of the symmetric L-groups and the
symmetric L·-spectrum. In order to do so we will first introduce the notion
of algebraic bordism categories. These provide an axiomatic framework for
defining symmetric structures and we can define the symmetric L-groups of
such a bordism category.

As a first example we give the category of R-modules the structure of such a
bordism category. Thus, we obtain the notion of a symmetric Poincaré complex
and obtain the symmetric L-groups of the ring R as the symmetric L-groups of
this bordism category.

Having defined the symmetric L-groups of a ring R we use a simplicial con-
struction featuring [k]-ads to define the symmetric LR·-spectrum. For the spe-
cial case R = Z we will then determine the homotopy type of this spectrum.

In the last two sections of this chapter we will define symmetric Poincaré
sheaves as a second example of an algebraic bordism category and relate these
to symmetric Poincaré complexes via a simply connected assembly map.

All the definitions in this chapter are due to Ranicki except, that we take
a cohomological approach. The books [Ra81] and [Ra92] serve as general ref-
erences although we will use different sources as needed. We favoured the co-
homological approach over the homological of Ranicki since it lends itself more
easily to the sheaf theoretic construction of chapter V.

1 Algebraic bordism categories

In this section we start with the definition of algebraic bordism categories. They
provide sufficient axioms for defining the L-groups.

1.1 Definition. Let A be an additive category.

(1) A subcategory B ⊂ Ch(A) is called closed if it is a full additive sub-
category such that for each chain map f : C• → D• in B the algebraic
mapping cone cone•(f) lies in B.

15
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(2) Let B ⊂ Sh(A) be a closed subcategory. A chain complex C• ∈ Ch(A)
is called B-contractible if C• ∈ B. A chain map f : C• → D• is called a
B-equivalence if cone•(f) is B-contractible.

1.2 Definition. An algebraic bordism category is an additive category A to-
gether with closed subcategories B,C ⊂ Ch(A), a contravariant functor T :
Ch(A)→ Ch(A) and a natural tranformation e : 1→ T 2 such that the follow-
ing axioms are fullfilled:

(1) idB• : B• → B• is a C-equivalence for all B• ∈ B.

(2) T (e(A•))◦e(T (A•)) = idT (A•) : T (A•)→ T 3(A•)→ T (A•) for all A• ∈ A.

(3) e(B•) : B• → T 2(B•) is a C-equivalence for all B• ∈ B.

The pair (T, e) is called a chain duality on A. When speaking of an algebraic
bordism category we will often specify only the triple Λ = (A,B,C) with the
chain duality being understood.

The structure of an algebraic bordism category is sufficient to define sym-
metric L-groups. In particular there is an involution

τ ′ : Hom•(A•, T (A•))→ Hom•(A•, T (A•))

given by τ ′(ϕ) := T (ϕ) ◦ e(A•) for ϕ ∈ Hom•(A•, T (A•)).
If in addtition the category A is enriched over itself we can also define a

tensor product of two complexes A• and B• denoted by A•⊗̃B• in order to
distinguish it from a possible internal tensor product in the category Ch(A):

A•⊗̃B• := T (Hom•(A•, T (B•)))

Furthermore, we have an involution τ on A•⊗̃A• given by T (τ ′).
Let W be the standard free Z[Z/2]-module resolution of the trivial Z[Z/2]-

module Z.

W : . . .→ Z[Z/2]
1−T
−−−→ Z[Z/2]

1+T
−−−→ Z[Z/2]

1−T
−−−→ Z[Z/2]

For a complex A• we define a complex of abelian groups by

W%A• := Hom•
Z[Z/2](W,Hom•(A•, TA•))

with cohomology groups denoted by Qn(A•) := Hn(W%A•). For a morphism of
chain complexes f : A• → B• we get an induced morphism of chain complexes
of abelian groups

f% : W%B• →W%A•

and therefore an induced morphism

(f%)∗ : Qn(B•)→ Qn(A•).
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A (−n)-chain φ ∈ (W%A•)−n is a collection of morphisms

φs : Ar+n+s → T (A)r.

The boundary dφ ∈ (W%A•)−n+1 is the collection of morphims

(dφ)s = dφs +(−1)rφsd+(−1)n+s−1(φs−1 +(−1)sTφs−1) : Ar+n+s−1 → T (A)r.

1.3 Definition. Let Λ = (A,B,C) be an algebraic bordism category.

(1) An n-dimensional symmetric complex in Λ is a pair (A•, φ) with A• B-
contractible and φ ∈ (W%A•)−n a (−n)-cycle.

(2) An n-dimensional symmetric complex (A•, φ) is called Poincaré if φ0 is a
C-equivalence.

(3) A map of n-dimensional symmetric complexes f : (A•, φ) → (B•, ψ) is a
chain map f : A• → B• such that (f%)∗([ψ]) = [φ] ∈ Q−n(A•).

(4) Given n-dimensional symmetric complexes (A•, φ), (B•, ψ) we define sym-
metric complexes by

−(A•, φ) := (A•,−φ)

and
(A•, φ)⊕ (B•, ψ) := (A• ⊕B•, φ⊕ ψ).

To prepare the definition of objects with boundary we consider a chain map
f : D• → A•. We denote

W%(f) := cone•(f%)

and
Qn(f) := Hn(W%(f)).

A−(n+1)-chain (δφ, φ) ∈ (W%(f))−(n+1) is a −n-chain φ ∈ W%(A)−n together
with a collection of morphisms

(δφ)s : Dr+n+s+1 → T (D)r.

The boundary d(δφ, φ) ∈ (W%(f))−n is the pair (dδφ, dφ), where dφ is given as
above and dδφ is the collection of morphisms (dδφ)s : Dr+n+s → T (D)r given
by

(dδφ)s = d(δφ)s + (−1)r(δφ)sd+ (−1)n+s((δφ)s−1 + (−1)sT (δφ)s−1)
+(−1)nT (f)φsf.

Given a −(n+ 1)-cycle (δφ, φ) ∈ (W%(f))−(n+1) we define a chain map

((δφ)0, φ0) :=

(

δφ0

φ0f

)

: Dr+n+1 → coner(T (f)) = T (D)r ⊕ T (A)r+1.
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1.4 Definition. Let Λ = (A,B,C) be an algebraic bordism category.

(1) An (n+1)-dimensional symmetric pair in Λ is a pair (f : D• → A•, (δφ, φ))
where f is a chain map of B-contractible chain complexes and (δφ, φ) ∈
W%(f) a −(n+ 1)-cycle.

(2) An (n + 1)-dimensional symmetric pair (f : D• → A•, (δφ, φ)) is called
Poincaré if ((δφ)0, φ0) is a C-equivalence.

(3) A map of (n + 1)-dimensional symmetric pairs (δg, g, h) : (f : D• →
A•, (δφ, φ)) → (f ′ : E• → B•, (δψ, ψ)) is a pair of maps (δg : D• →
E•, g : A• → B•) and a homotopy h between f ′ ◦ (δg) and g ◦ f such that
for the induced map (δg, g)∗ on Qn+1(f ′) we have

(δg, g, h)∗([δψ, ψ]) = [δφ, φ] ∈ Q−(n+1)(f).

(4) Given an (n+1)-dimensional symmetric Poincaré pair (f : D• → A•, (δφ, φ)).
We define its boundary to be the symmetric Poincaré complex

∂(f : D• → A•, (δφ, φ)) := (A•, φ).

(5) A cobordism between n-dimensional symmetric Poincaré complexes (A•, φ)
and (B•, ψ) is an (n+ 1)-dimensional symmetric Poincaré pair (f : D• →
C•, (δζ, ζ)) such that (C•, ζ) = (A•, φ)⊕−(B•, ψ).

1.5 Definition. Let Λ = (A,B,C) be an algebraic bordism category. The n-
dimensional symmetric L-group Ln(Λ) is the cobordism group of n-dimensional
symmetric Poincaré complexes in Λ.

2 Symmetric Poincaré Complexes

The first example of an algebraic bordism category is given by the category of
cochain complexes of R-modules over a ring R: A = R −Mod. The dualizing
functor T : Ch(A)→ Ch(A) is given by

T (P •) := P ∗ = Hom•(P •, R).

The natural transformation e : 1→ T 2 is the usual map

P → P ∗∗.

Let B be the full subcategory of Ch(A) given by all bounded complexes of
finitely generated projectives and C the full subcategory of all contractible
bounded complexes.

The following result can be found in [Ra92].

2.1 Proposition. Λ = (A,B,C, T, e) is an algebraic bordism category.
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For the rest of this work, whenever we speak of a symmetric (Poincaré)
complex we will always mean a symmetric (Poincaré) complex in this algebraic
bordism category. Whenever we speak of a symmetric (Poincaré) pair of com-
plexes we will mean a symmetric (Poincaré) pair in this bordism category. We
will denote the resulting bordism groups of n-dimensional Poincaré complexes
in Λ by

Ln
p (R) := Ln(Λ).

We want give a more thorough treatment of this particular algebraic bordism
category.

2.2 Definition. (1) A homotopy equivalence of symmetric Poincaré complexes
is a map f : (A•, φ) → (B•, ψ) such that f : A• → B• is a homotopy
equivalence.

(2) A map of symmetric Poincaré pairs

(δg, g, h) : (f : D• → A•, (δφ, φ))→ (f ′ : E• → B•, (δψ, ψ))

is a homotopy equivalence if both δg and g are homotopy equivalences.

Having these notions, it is immediately clear that a Poincaré pair with con-
tractible boundary is homotopy equivalent to a pair with zero boundary which
itself is nothing but a Poincaré complex. Therefore, the homotopy equiva-
lence classes of symmetric Poincaré complexes are in one-to-one correspondence
with homotopy equivalence classes of symmetric Poincaré pairs with contractible
boundary. But there is an even stronger result.

2.3 Proposition. [Ra80] There is a one-to-one correspondence between homo-
topy equivalence classes of symmetric complexes (A•, φ) of dimension n and
homotopy equivalence classes of symmetric Poincaré pairs of complexes (f :
D• → B•, (δψ, ψ)) of dimension n.

Proof. We will only give the constructions which give rise to the one-to-one
correspondence. The remaining parts of the proof can be found in [Ra80],3.4.

Firstly, let (A•, φ) be an n-dimensional symmetric complex. Then an n-
dimensional symmetric Poincaré pair of complexes (f : D• → B•, (0, ψ)) is
given by

D• := T (A•)[−n]

and
Br := Ar+1 ⊕ T (A)r−n

with differential

d =

(

d 0
(−1)rφ0 d

)

.

That is, B• = cone•(φ0). The map f is given by the inclusion of the direct
summand D•. We define a symmetric structure on B• by

ψ0 :=

(

(−1)r+nφ1 1

(−1)r(r+n−1)e 0

)

: cone•(φ0)
r+n−1 → T (cone•(φ0))

r
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and

ψs :=

(

(−1)r+n+sφs+1 0
0 0

)

: cone•(φ0)
r+n+s−1 → T (cone•(φ0))

r

An easy calculation shows that this is an n-dimensional symmetric Poincaré
pair of complexes.

Now, let (f : D• → B•, (δψ, ψ)) be n-dimensional symmetric Poincaré Pair
of complexes. Then the following construction, called the algebraic Thom con-
struction, gives a symmetric complex (A•, φ):

A• := cone(f)
•
[−1]

and

φs :=

(

δψs 0
(−1)r+n−1ψsf (−1)r+n+sψs−1

)

:

Dr+n+s ⊕Br+n+s−1 → T (D)r ⊕ T (B)r+1

There is also the important notion of algebraic surgery, which we will not
describe here, since we are only interested in the homotopy equivalence part of
the following proposition.

2.4 Proposition. [Ra80] The equivalence relation of cobordism of n-dimensional
symmetric Poincaré complexes is generated by homotopy equivalence and alge-
braic surgery.

3 The symmetric L·-spectrum

Let X be a PL-space. We look at the assignment

X → Ln
p (Z[π1(X)]).

and ask if this gives rise to a generalized homology theory. Unfortunately, this
is not the case. However there is a method of constructing a homology theory
L· which admits a group homomorphism

A : L·
∗(X)→ L∗

p(Z[π1(X)])

that is an isomorphism for X = pt. The map A is the assembly map.
In order to construct this homology theory, we will first review some con-

structions in the world of symmetric Poincaré complexes. To make these and
the following constructions easier to track we introduce some notations.

For the rest of this section we will abbriviate a symmetric Poincaré pair
(f : C• → ∂C•, (δφ, φ)) by C and its boundary by ∂C with the map f being
writen as π∂C or πC

∂C . If the boundary is a direct sum we will indicate the
composition of the boundary map and the projection to a direct summand
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by writing this direct summand as a subscript instead. Furthermore, the δφ
will be denoted by φ(C) and φ by φ(∂C). We will write −C for the pair
(f : C → ∂C,−(δφ, φ)). A map of symmetric pairs will be denoted by f : C → D
with the additional map g : ∂C• → ∂D• and the homotopy being understood.
Additionally, we will consider all symmetric Poincaré complexes to be pairs with
zero boundary. For the direct sum of two pairs C⊕D we will simply write C+D.
Finally, we will write the sign ≃ for the notion of homotopy equivalence.

The following definitions are dual to the definitions of glueing given in [Ra81].

3.1 Definition. (1) Suppose we are given two (n+1)-dimensional symmetric
Poincaré pairs D, E such that ∂D = A + −B and ∂E = B + −C. Then
the union of D and E along B is defined to be the (n + 1)-dimensional
symmetric Poincaré pair D +B E with boundary A+−C given by

(D +B E)r := Dr ⊕Br−1 ⊕ Er

with differential in degree r

dD+BE :=





dD 0 0
(−1)r−1πD

B dB (−1)r−1πE
B

0 0 dE





and boundary map in degree r

πA+−C :=

(

πD
A 0 0
0 0 πE

C

)

.

The symmetric structure in degree n+ r + s+ 1 is given by

φ(D +B E)s :=





φ(D)s 0 0
(−1)n+rφ(B)sπ

D
B (−1)n+r+s+1φ(B)s−1 0

0 (−1)sT (πE
B)φ(B)s φ(E)s



 .

(2) Suppose we are given two (n + 1)-dimensional symmetric Poincaré pairs
D,E such that ∂D = A +Z −B and ∂E = B +Z −C for n-dimensional
symmetric Poincaré pairs A,B,C such that ∂A = ∂B = ∂C = Z. Then
the union of D and E along B is defined to be the (n + 1) dimensional
symmetric Poincaré pair D +B E with boundary A +Z −C given by the
same formulas as above, except for the boundary map, which in degree r
is given by

πA+Z−B :=





πA 0 0
(−1)r+1 πB

Z (−1)r+1

0 0 πB





The following construction is a special case of the much more general theory
of [LM06]. Namely, we will use the glueing constructions introduced above to
construct a simplicial Ω-spectrum. Which represents the homology theory we
are looking for. Let ∆k

+ denote the set of simplices of the standard k-simplex
∆k.
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3.2 Definition. A pointed [k]-ad M of dimension d is

(1) a collection
(Mσ, σ ∈ ∆k

+)

of symmetric Poincaré pairs of dimension d−k+dimσ such that M∅ = 0.
We write ∂iMσ for Mdiσ.

(2) a homotopy equivalence

fσ :
∑

i
(−1)i∂iMσ → ∂Mσ

for each σ ∈ ∆k
+.

A homotopy equivalence of [k]-ads is a family of homotopy equivalences gσ which
are compatible with the boundary identifications.

Note that the second part of this definition only makes sense if it is under-
stood inductively. That is, the Poincaré pairs over the 0-simplices are closed
objects. The Poincaré pairs over the 1-simplices are glued together along the
pairs over the 0-simplices according to the boundary relations in ∆k and so on.
For example, a pointed [0]-ad is simply a Poincaré complex. A pointed [1]-ad
is a triple (D,A,B) with D a Poincaré pair and A,B Poincaré complexes such
that ∂D = A+−B.

3.3 Definition. (1) Let LR·
k denote the augmented semi simplicial set with

n-simplices given by the homotopy equivalence classes of pointed (n− k)-
dimensional [n]-ads. The face maps

∂i : LR·
k,n+1 → LR·

k,n, 0 ≤ i ≤ n+ 1

send a [n+ 1]-ad M to the [n]-ad ∂iM .

(2) There is a map
t : LR·

k → ΩLR·
k+1

which is induced by the assignment that maps a [k]-ad M to the [k+1]-ad

t(M)σ :=

{

Mσ−{n+1} if {n+ 1} ∈ σ
∅ else

.

See [RS71] for the precise definition of the loop space of a semi simplicial
set.

These semi simplicial sets satisfy the following properties.

3.4 Proposition. (1) LR·
k is a simplicial set.

(2) LR·
k satisfies the Kan condition.

(3) The maps t : LR·
k → ΩLR·

k give rise to an Ω-spectrum LR· of simplicial
sets which coincides with the Ω-spectrum defined in [Ra92].
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(4) πn(LR·) = Ln(R).

Proof. (1) See [LM06].

(2) This follows from the existence of a cylinder constructed in [Ra92] and
[LM06].

(3) See [LM06] for the fact that t is a bijection. That LR· coincides with the
spectrum constructed in [Ra92] follows from the example 5.4 there and
[LR87], §3.

(4) Again [LM06] or [Ra92].

We close this section with an explicit construction of the connected covers
of LR· due to [Ra92].

3.5 Proposition. The l-connected cover LR·〈l〉 of LR· is homotopy equiva-
lent to the Ω-spectrum of augmented simplicial sets (LR·〈l〉)k which have as
n-simplices all pointed (n− k)-dimensional [n]-ads M satisfying

Mσ is contractible, if dim σ ≤ l + k − 1.

3.6 Definition. In the case of R = Z we simply write L· for the spectrum
LZ·〈0〉.

4 The homotopy type of L·

In this section we will determine the homotopy type of L·. First we record for
further use:

4.1 Theorem. A MSO-module spectrum E is a generalized Eilenberg-MacLane
spectrum after localizing at 2.

Proof. See [Ta76] or [TW79].

4.2 Proposition. (1) (L·)(2) ≃ HZ(2)[t] ∨ Σ(HZ/2[t]), where t is of degree
4.

(2) L· ⊗ Z[ 12 ] ≃ ko⊗ Z[ 12 ]. Here, ko denote connected real K-theory.

Proof. The first statement follows by the preceeding theorem. The second is
proved in [TW79].
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5 Symmetric Poincaré Sheaves

The second example is given by the algebraic bordism category of constructible
sheaves on a stratified topological pseudomanifold X . The weak chain duality
will be given by dualizing with respect to the dualizing sheaf D•

X defined in II.4.
By definition this is an internal operation, that is, the functor T is representable.
We will use this to give a different discription of a symmetric structure on a
complex of sheaves via the natural tensor product of sheaves.

More precicely, let X be a topological stratified pseudomanifold. Let A

denote the category of sheaves of R-modules on X . Recall that D•
X denotes the

dualizing complex of sheaves on X . Define a functor T : Ch(A)→ Ch(A) by

T (A•) := D(A•) = Hom•(A•,D•
X).

Then there is a natural transformation e : 1 → T 2 which is induced by the
map S → Hom(Hom(S, T ), T ) for R-modules S, T , generalizing the map of an
R-module into its bidual (see [Bo84], V.8 for details).

Denote by B the full subcategory of Ch(A) of constructible bounded com-
plexes of Γc-acyclic sheaves and by C the full subcategory of Ch(A) of exact
bounded complexes of Γc-acyclic sheaves.

5.1 Proposition. Λ(X) := (A,B,C, T, e) is an algebraic bordism category.

Proof. The first axiom is trivial. The second is just decoding the definitions of
T and e and the last one is proved in [Bo84], chapter V.

5.2 Definition. For a topological stratified pseudomanifold X we define

Ln(X ;R) := Ln(Λ(X)).

An n-dimensional symmetric (Poincaré) complex (A•, φ) in Λ(X) is called a
symmetric (Poincaré) sheaf on X . Likewise, a symmetric (Poincaré) pair in
Λ(X) is called a symmetric (Poincaré) pair of sheaves on X . For R = Z we
write just Ln(X) instead of Ln(X ; Z).

The category of complexes of sheaves comes with an internal tensor product
satisfying the adjointness formula

Hom•(A• ⊗B•,C•) ∼= Hom•(A•,Hom•(B•,C•)).

Using this, we obtain

T (A• ⊗A•) ∼= Hom•(A•, TA•)

and
A•⊗̃A• ∼= T 2(A• ⊗A•).

Now, the tensor product A•⊗A• comes with a natural involution τ induced by
transposition of the factors. This induces an involution on T (A•⊗A•) given by
T (τ). We have the following result relating the involutions T (τ) and τ ′ defined
before.
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5.3 Lemma. The involution T (τ) coincides with τ ′ under the identification of
T (A• ⊗A•) with Hom•(A•, TA•) above.

Proof. After decoding the definitions of T and e, the assertion follows easily
from the analogous statement for R-modules.

5.4 Lemma. A n-dimensional symmetric structure on a bounded constructible
complex A• of Γc-acyclic sheaves is uniquely determined by a system of maps
of degree −s

φs : A• ⊗A• → DX [−n]

satisfying φs = 0 for s < 0 and

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0.

Proof. Let φ̃ be a symmetric strucutre on A•. That is, we have a system of
maps

φ̃s : (A• ⊗A•)r+n+s → Dr
X

satisfying φ̃s = 0 for s < 0 and

dφ̃s + (−1)rφ̃sd+ (−1)n+s−1φ̃s−1 + (−1)n−1φ̃s−1τ = 0.

We define
φs := (−1)

r(r+1)
2 +(s+1)(n+r+1)φ̃s.

Direct (but lengthy) calculation shows that φs satisfies the relations of the state-
ment and therefore uniquely determines φ̃.

5.5 Remark. If φ̃ is a symmetric structure such that φ̃ = dψ̃ for ψ̃ ∈W%(A•)−(n+1)

then ψ̃ is uniquely determined by a system of maps

ψs : A• ⊗A• → DX [n+ 1]

satisfying ψs = 0 for s < 0 and

dψs + (−1)s−1ψsd+ (−1)sψs−1τ + ψs−1 = (−1)r+s−1φs.

With φs given as above. The correspondence is given by the same sign trick.

6 Simply connected assembly

In this section we will relate the algebraic bordism groups Ln(R) and Ln(X ;R),
for compact X , by constructing a map

A : Ln(X ;R)→ Ln(R).

This map is called the simply connected assembly map in contrast to the uni-
versal assembly map

Ã : Ln(X ;R)→ Ln(R[π1(X)])
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which takes the fundamental group into account and coincides with the first for
simply connected spaces. However, we will not need the universal assembly here
and therefore concentrate on the slightly easier construction of A.

In order to construct the map A we will first deal with some structure the-
orems on the derived category of R-modules. These are actually exercises in
[KS90]. We consider the following full subcategrories of R−Mod:

R-Modf the category of all finitely generated R-modules
R-Modfp the category of all finitely generated projective R-modules

The inclusion R-Modfp →֒ R-Modf induces a functor

i : Db(R-Modfp) →֒ Db(R-Modf)

of the associated derived categories and we have:

6.1 Proposition. The functor i is an equivalence of categories.

Proof. Following [McL71],IV.4 , i is an equivalence if for each bounded complex
F • of finitely generated R-modules there is a bounded complex P • of finitely
generated projectives and a quasi-isomorphism P • → F •. Since R has finite
global dimension, this can be achieved by taking some bounded projective res-
olution. Note, that R being noetherian implies that for each surjection P → F
with F and P finitely generated R-modules and P projective, the kernel is
automatically finitely generated (see [La02],X.2).

Furthermore, we have

6.2 Proposition. Let j : Db(R-Modf ) → Db
f (R-Mod) denote the inclusion

functor of the bounded derived category of all finitely generated R-modules into
the full subcategory Db

f (R-Mod) of Db(R-Mod) consisting of all complexes with
finitely generated cohomology. Then j is an equivalence of categories.

Proof. For the proof we need two basic properties of R-Modf . Firstly, since R
is noetherian R-Modf is a thick abelian subcategory of R-Mod. That is, given
an exact sequence of R-modules

M1 →M2 →M3 →M4 →M5

with M1,M2,M4,M5 finitely generated, then M3 is finitely generated. Secondly,
for a given surjection

M → N

with N finitely generated there is a finitely generated R-module X and a map
X →M such that the composition

X →M → N

is surjective. For the first property see [La02],X.2, again. The second property
is obvious.
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For a given complex K• with finitely generated cohomology we have to
construct a complex F • of finitely generated modules and a quasi-isomorphism
f : F • → K•. Suppose inductively, that f : F k → Kk has been constructed for
k > n such that fdk

F = dk
Kf and f induces a surjection kerdn+1

F → Hn+1(K•).
Let M be defined by the pullback square

M ker dn+1
F

cokerdn−1
K ker dn+1

K

........................................................................................ ............

............................................................................................................
.....
.......
.....

.................................................. ............

............................................................................................................
.....
.......
.....

and N be defined by the pullback square

N ker dn+1
F

Kn ker dn+1
K

........................................................................................ ............

............................................................................................................
.....
.......
.....

........................................................................................ ............

............................................................................................................
.....
.......
.....

Then there is an exact sequence

0→ Hn(K•)→M → ker(dn+1
F → Hn+1(K•))→ 0

which shows that M is finitely generated. Since the obvious map N → M is a
surjection there is a finitely generated Fn and a map Fn → N such that

Fn → N →M

is a surjection. We define dn
F by the composition

Fn → N → ker dn+1
F →֒ Fn+1

and f : Fn → Kn by the composition

Fn → N → Kn.

It is straightforward to check that fdn
F = dn

Kf and f induces a surjection

ker dn
F → kerdn

K → Hn(K•).

Moreover, it follows directly from the construction that f is a quasi-isomorphism.

Combining these two results, we see that the forgetful functor gives an equiv-
alence of categories

v : Db(R−Modfp)→ Db
f (R−Mod).
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Consequently, there is a right ajoint

p : Db
f (R−Mod)→ Db(R −Mod)

such that the adjunction morphism vp → 1 is an equivalence of functors. In
other words, for every chain complex K• with finitely generated cohomology
this adjunction morphism gives a resolution

p(K•)
• → K•

by finitely generated projectives.
Furthermore, since the target of p is a category of complexes of projectives,

p has a lift in the diagram

Kb
f(R-Mod)

Db
f(R-Mod)

Kb(R-Modfp)

Db(R-Modfp)

............................................................................................................
.....
.......
.....

................................................................................... ............
p

............. ............. ............. ............ ............

............................................................................................................
.....
.......
.....

≃

to a functor
p̃ : Kb

f (R-Mod)→ Kb(R-Modfp).

Which means that we have a functorial resolution after passing to the homotopy
categories.

Now, let (A•, φ) be an n-dimensional symmetric structure onX . Let R→ I•

be the injective resolution of R choosen in II.4 and RX → C•(RX) be the
bounded canonical resolution of the constant sheaf RX . Recall, that DX is
given by

U 7→ Hom•(Γc(C
•(RX)|U ), I•).

In [Bo84],V.7, it is shown that the functor T = Hom•(–,DX) restricted to
Chb

c(X) is isomorphic to

B• 7→ (U 7→ Hom•(Γc((B
• ⊗C•(RX))|U ), I•)

for all B• ∈ Chb
c(X). One can view this as a special form of Poincaré-Verdier

duality on the sheaf level. It implies

ΓHom•(A• ⊗A•,DX [−n]) ∼= Hom•(Γc(A
• ⊗A• ⊗C•(RX)), I•[−n])

= Hom•(Γ(A• ⊗A• ⊗C•(RX)), I•[−n])

where the equals sign holds because X is compact. Moreover, this isomorphism
is Z/2-equivariant, as can be easily seen from its definition in [Bo84]. Let v
denote the forgetful functor Sh(X)→ PSh(X), we use the adjunction morphism
1→ v ◦ sheaf to construct a natural morphism

ΓA• ⊗ ΓA• → Γ(A• ⊗A•)→ Γ(A• ⊗A• ⊗C•(RX)).
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By assumption the complex of sheaves A• is constructible and therefore the
cohomology of ΓA• is finitely generated in each dimension. Hence we can take
the resolution

p(ΓA•)
• → ΓA•

constructed above and precompose to get a map

p(ΓA•)
• ⊗ p(ΓA•)

• → Γ(A• ⊗A• ⊗C•(RX)).

This map induces a Z/2-equivariant map

p̃ : ΓHom•(A• ⊗A•,DX [−n])→ Hom•(p(ΓA•)
• ⊗ p(ΓA•)

•
, I•).

On the other hand, since the tensor product of projectives is still projective we
have a Z/2-equivariant quasi-isomorphism

Hom•(p(ΓA•)• ⊗ p(ΓA•)•, R)→ Hom•(p(ΓA•)• ⊗ p(ΓA•)•, I•).

Again, since

W : . . .→ Z[Z/2]
1+T
−−−→ Z[Z/2]

1−T
−−−→ Z[Z/2]

is a free resolution of Z, we get an induced quasi-isomorphism

W%(p(ΓA•)
•
)→ Hom•

Z[Z/2](W,Hom•(p(ΓA•)
• ⊗ p(ΓA•)

•
, I•).

We take the image p̃∗(φ) of φ ∈W%(A•)−n and choose an element

p(φ) ∈ W%(p(ΓA•)
•
)−n

whose cohomology class is mapped to the cohomology class of p̃∗(φ) under the
above quasi-isomorphism. Note, that this choice does not have an effect since
the identity map will be a homotopy equivalence of Poincaré complexes for any
two of these choices.

6.3 Definition. There is an assignment A which assigns to every symmetric
sheaf of dimension n a symmetric complex of the same dimension. It is given
by

(A•, φ) 7→ (p(ΓA•)
•
, p(φ)).

This assignment becomes functorial after passing to homotopy equivalence classes
of symmetric complexes.

We want to have a similar construction for symmetric pairs of sheaves, which
is compatible with the one given above.

Suppose (f : D• → A•, (δφ, φ)) is an (n+ 1)-dimensional symmetric pair of
sheaves. The first step is to notice that, since p(ΓD•)• → ΓD• and p(ΓA•)• →
ΓA• are projective resolutions, there is a map

F : p(ΓD•)
• → p(ΓA•)

•
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which lifts Γf : ΓD• → ΓA•. This map constitutes the first part of a symmetric
pair. Now, we must find a symmetric structure on F which bounds p(φ).

Since W%(f) is defined as the mapping cone of f% we get a distinguished
triangle in the derived category of abelian groups D(Ab):

W%(A•) W%(D•)

W%(f)

........................................................................................................................................................................................................... ............
f%

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
...............................

[1]

.........................................................................................................................................................
....
............

We write W̃%(X•) for the complex

Hom•
Z[Z/2](W,Hom•(X• ⊗X•, I•),

where, as before, I• is the fixed injective resolution of R. Then there is a
diagram of distinguished triangles

W%(A•)

W%(D•)

W%(f)

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.............

............

f%

........................................................................................................ ........
....

....................................................................................................
....
............

[1]

W̃%(p(ΓA•)
•
)

W̃%(p(ΓD•)
•
)

W̃%(F )

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

....

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

................

............

F̃%

........................................................................................................ ........
....

....................................................................................................
....
............

[1]

W%(p(ΓA•)
•
)

W%(p(ΓD•)
•
)

W%(F )

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

....

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

................

............

F%

........................................................................................................ ........
....

....................................................................................................
....
............

[1]

............................................................................................................................................................................. ............
p̃∗

............................................................................................................................................................................. ............
p̃∗

............................................................................................................................................................................................................................ ............
p̃∗

...........................................................................................................................................................
∼

...........................................................................................................................................................
∼

......................................................................................................................................................................................................................................

By the five lemma, the map W%(F ) → W̃%(F ) is also a quasi-isomorphism.
Hence, we can choose a representative (δψ, ψ) ∈ W%(F )n+1 of the cohomology
class determined by p̃∗(δφ, φ) under this quasi-isomorphism.

There is of course no reason to assume that the two choices we made fit
together, that is ψ = p(φ). However, [ψ] = [p(φ)] ∈ Qn(F ) and the boundary
(p(ΓA•)

•
, ψ) of (F : p(ΓD•)

• → p(ΓA•)
•
, (δψ, ψ)) is homotopy equivalent to

(p(ΓA•)
•
, p(φ)). Therefore, if no confusion is possible we will write (p(δφ), p(φ))

for (δψ, ψ).

6.4 Definition. There is an assignment A which assigns to every symmetric
pair of sheaves of dimension (n+ 1) a symmetric pair of complexes of the same
dimension. It is given by

(f : D• → A•, (δφ, φ)) 7→
(

F : p(ΓD•)
• → p(ΓA•)

•
, (p(δφ), p(φ))

)

.

This assignment becomes functorial after passing to homotopy equivalence classes
of symmetric pairs. Furthermore, we have

∂A(f : D• → A•, (δφ, φ)) ≃ A(∂(f : D• → A•, (δφ, φ))).
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6.5 Lemma. The assignments of 6.3 and 6.4 preserve the property of being
Poincaré.

Proof. We will prove only the first case, the second being similar.
Suppose (A•, φ) is a symmetric Poincaré sheaf of dimension n. Let ϕ0 denote

the following composition

p(ΓA•)
• → ΓA•

Γφ0
−−→ ΓHom•(A•,DX [−n])
∼= Hom•(Γ(A• ⊗C•(RX)), I•[−n])

→ Hom•(ΓA•, I•[−n])

→ Hom•(p(ΓA•)
•
, I•[−n])

With the possible exception of Γφ0, all the above maps are quasi-isomorphisms.
However A• is a complex of Γc-acyclic and hence Γ-acyclic sheaves by com-
pactness. Also, Hom•(A•,DX [−n]) is a complex of flabby and hence Γ-acyclic
sheaves. Now, Γ preserves quasi-isomorphisms between complexes of Γ-acyclic
sheaves. Since φ0 is a quasi-isomorphism by assumption we have that Γφ0 is a
quasi-isomorphism also. Therefore, the same holds for ϕ0.

There is a commutative diagram

p(ΓA•)• Hom•(p(ΓA•)•, I•[−n])

Hom•(p(ΓA•)
•
,Z[−n])

............................................................................................................................. ............
ϕ0

........................................................................................................................................................................................................................................................... .........
...

p(φ)0

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

...............

............

∼

This shows, that p(φ)0 is a quasi-isomorphism between projectives and hence a
homotopy equivalence.

As a direct consequence we get

6.6 Proposition. The assignment

(A•, φ) 7→ A(A•, φ)

induces a map
Ln(X ;R)→ Lb(R)

again denoted by A. This map is the simply connected assembly map.

The simply connected assembly map has the following useful property.

6.7 Proposition. Let (A•, φ) and (B•, ψ) be two n-dimensional symmetric
Poincaré sheaves on X. Let f : A• → B• be a map of symmetric Poincaré
sheaves, that is (f%)∗([ψ]) = [φ] ∈ Q−n(A•). Suppose further, that f is a
quasi-isomorphism. Then A(A•, φ) = A(B•, ψ) ∈ Ln(R).
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Proof. We can complete the diagram of quasi-isomorphisms to a commutative
diagram

p(ΓA•)• p(ΓB•)•

ΓA• ΓB•

............................................................................................................
.....
.......
.....

............................................................................................................
.....
.......
.....

....................................................................................................... ............
Γf

............. ............. ............ ............
F

by a quasi-isomorphism

F : p(ΓA•)
• → p(ΓB•)

•
.

By projectivity F is a homotopy equivalence. That (F%)∗([p(ψ)]) = [p(φ)]
follows easily. This implies the assertion.



Chapter IV

Signature homology

In this chapter we will define signature homology and show that it is a direct
summand of symmetric L-theory. As a result we obtain an assembly map for
signature homology and thus answer the question from which this work origi-
nated.

1 Definition of signature homology

There are several ways to define signature homology and we choose the approach
with the least prerequisites. For other ways of defining signature homology see
[Min04].

According to Milnor, the coefficients of the unitary bordism ring are given
by

π∗(MU) = Z[x1, x2, . . .]

with deg xi = 2i. By taking connected sums with products of CP 2’s it is easy
to see that xi can be represented by a unitary manifold Mi such that

sig(Mi) =

{

0 for i 6= 2
1 for i = 2

.

We define signature homology Sig as the unitary bordism theory with Baas-
Sullivan singularities {Mi}i6=2. We summarize some of its properties in the
following proposition.

1.1 Proposition. (1) There is an isomorphism

sig : π∗(Sig)→ Z[t],

where deg(t) = 4.

(2) There is a map of ring spectra

MSO→ Sig

33
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such that the diagram

π∗(MSO) π∗(Sig)

Z[t]

....................................................... ............

.................................................................................................................... .......
.....

sig

...............................................................................................................
.....
............

sig

commutes.

(3)

Sig ⊗ Z[
1

2
] ≃ ko⊗ Z[

1

2
]

(4)
Sig(2) ≃ HZ(2)[t]

Proof. For (1)-(3) see [Min04], for (4) see [TW79] or [Min04].

2 Signature homology and symmetric L-theory

We will use the determination of the homotopy type of both signature homology
and symmetric L-theory to show that Sig is a direct summand of L·. Recall
from [Su05] that there are two homotopy pullback squares which incorporate
the results 1.1 and II.4.2.

Sig ko⊗ Z[ 12 ]

HZ(2)[t] HQ[t]

................................................................................ ............

............................................................................................................
.....
.......
.....

............................................................................................................
.....
.......
.....

......................................................................... ............

L· ko⊗ Z[ 12 ]

HZ(2)[t] ∨ Σ(HZ/2[t]) HQ[t]

........................................................................................................................................................... ............

............................................................................................................
.....
.......
.....

............................................................................................................
.....
.......
.....

...................................................................... ............

By the universal property of the pullback, the obvious inclusion

HZ(2)[t]→ HZ(2)[t] ∨ Σ(HZ/2[t])

and projection
HZ(2)[t] ∨ Σ(HZ/2[t])→ HZ(2)[t]

give rise to maps
i : Sig → L· and p : L· → Sig

such that
pi ≃ id.

Therefore we have shown:

2.1 Proposition. Signature homology Sig is a direct summand of symmetric
L-theory L·.



Chapter V

The symmetric structure on

IC•
m̄

In this chapter we will solve the problem of assigning an n-dimensional symmet-
ric Poincaré complex to a closed IP-space X of the same dimension. Intuitively,
one could be tempted to take the piecewise linear intersection chain complex
and try to construct a symmetric structure for this complex. Unfortunately,
the method of acyclic models used in the singular homology case to construct a
symmetric structure can not be transferred to our case right away. The missing
homotopy invariance of intersection homology is one reason for this. Moreover,
it is not clear what the right choice of models should be.

This forces us to work in the world of sheaves and construct a symmetric
Poincaré structure on the intersection homology sheaf of X . More precisely, we
will construct a symmetric structure on DIC•

m̄(X) for a closed IP-space X of
dimension n. By III.5.4 a symmetric structure on a complex of sheaves A• is
given by a system of maps

φs : A• ⊗A• → D•
X [−n]

satisfying the relations

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0,

where τ denotes the transposition involution on A• ⊗A•.
But there is a price we have to pay when working in the category of sheaves.

Namely, we lose control over the size of the global sections of the intersection
homology sheaf. In general, they will neither be finitely generated nor projective.
However, we can repair this by using the simply connected assembly map of III.6.

The first step in the definition of the required family will be to choose a
particular representative of the quasi-isomorphism class of IC•

m̄ which allows
us to copy the symmetric construction of [Go84]. This will be done in the first
section after recalling some more facts on sheaf theory.

35
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Using these preliminaries and the results on relative homological algebra of
appendix A we will give the construction of the symmetric structure on DIC•

m̄

in the third section and show how to derive a symmetric complex of finitely
generated projectives.

We will also show that this symmetric structure is a certain sense uniquely
determined by the property that it induces the cup product in cohomology. Fi-
nally, using uniqueness we will show how to define a symmetric pair of complexes
of sheaves for a given topological pseudomanifold with collared boundary.

1 The complex of sheaves P•

Firstly, we recall some more facts from sheaf theory. The proofs can be found
in [Bre97] and hold for every topological space X .

1.1 Definition. Let A be a sheaf. The canonical resolution C•(A) is con-
structed as follows:

C0(A)(U) :=
∏

x∈U

Ax,

the collection of possibly discontinuous sections over U . There is the obvious
inclusion of all continuous sections inducing a monomorphism

ε : A→ C0(A).

We define J1(A) := coker ε and inductively

Cn(A) := C0(Jn(A)),

Jn+1(A) := J1(Jn(A))

such that

0→ Jn(A)→ Cn(A)→ Jn+1(A)→ 0

is exact. Splicing these short exact sequences together we obtain the desired
resolution C•(A).

The advantages of this resolution are summarized in the following proposi-
tion.

1.2 Proposition. (1) The canonical resolution of A is a flabby resolution.

(2) The canonical resolution is pointwise homotopically trivial, that is, for
each x ∈ X the corresponding cochain complex of stalks is contractible.

(3) For every sheaf B the tensor product C•(A)⊗B is a resolution of A⊗B.

(4) If A has torsion free stalks the same holds for Cn(A) and Jn(A) for all
n.
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(5) If X is of finite cohomological dimension then there is a k such that Jk(A)
is flabby for each sheaf A. In this case we obtain a bounded canonical
resolution which we will denote by C•(A) again.

If we start with a complex of sheaves A• we have the obvious generalizations
giving the canonical resolutions C•(A•).

1.3 Lemma. Let A be a sheaf with torsion free stalks. Let B• be a complex of
sheaves. Then B• ⊗C•(A) is a soft resolution of B• ⊗A.

Proof. The only thing that needs to be proven is the softness of the resolution.
But the tensor product K ⊗ L is soft for any K if L is soft with torsion free
stalks. Since every flabby sheaf is soft we are done (see [Bre97], II.16.31).

Now, using the canonical resolution of the constant sheaf ZX , we will fix
a specific complex of sheaves in the quasi-isomorphism class of all complexes
describing intersection homology. Recall, for an n-dimensional stratified topo-
logical pseudomanifold X we had Uk := X − Xn−k and ik : Uk → Uk+1, the
inclusion.

1.4 Definition. Let p̄ denote a perversity and let C•
k denote the canonical

resolution of the constant sheaf ZUk
on Uk. We define

P•
3 := τ≤p̄(2)−n(i2)∗(ZU2 ⊗C•

2)

and then inductively

P•
k+1 := τ≤p̄(k)−n(ik)∗(P

•
k ⊗C•

k).

Then P•
p̄ := P•

n+1 ⊗C•
n+1.

We want to show that this complex of sheaves satisfies the axioms for inter-
section homology. We prepare the proof of this statement by a series of little
lemmata which are actually excercises in [Bo84].

1.5 Lemma. Let f : X → Y be a map of topological spaces. If A• is an exact
complex of sheaves such that Ai is cohomologically trivial on all open subsets of
X, for all i, then f∗A

• is exact.

Proof. We have

Hk(f∗A
•)y = lim

→
Hk(Γ(U ; f∗A

•)) = lim
→
Hk(Γ(f−1(U);A•))

By assumption on Ai the hypercohomology spectral sequence is trivial and we
get

lim
→
Hk(Γ(f−1(U);A•)) = lim

→
Hk(f−1(U);A•)) = lim

→
Hk(f−1(U); 0•) = 0,

since A• is exact. Here the limits are taken over all open neighbourhoods U of
y.
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1.6 Lemma. Let f : X → Y be a map. If A is cohomologically trivial on all
open subsets of X, then f∗A is cohomologically trivial on all open subsets of Y .

Proof. Let A→ I• be an injective resolution of A. Since f∗ of an injective sheaf
is injective the preceeding lemma yields that f∗I

• is an injective resolution of
f∗A. Therefore we conclude for all open U in Y

Hk(U ; f∗A) = Hk(Γ(U ; f∗I
•)) = Hk(Γ(f−1(U); I•)) = Hk(f−1(U);A).

1.7 Lemma. Let f : X → Y be a map. If g : A• → B• is a quasi-isomorphism
then f∗g : f∗A

• → f∗B
• is a quasi-isomorphism provided that each Ai and Bi

is cohomologically trivial on all open subsets of X.

Proof. We have to show that the mapping cone of f∗g is exact. But cone•(f∗g) =
f∗cone•(g) and cone•(g) is cohomologically trivial in each degree. Therefore,
the exactness follows from the exactness of cone•(g).

1.8 Lemma. Let A be a soft sheaf. Then A is cohomologically trivial on all
open subsets of X.

Proof. see [Bre97], II.16.1.

We combine these results to get the following proposition.

1.9 Proposition. Let f : X → Y be a map, A a soft sheaf on X. Then the
canonical map f∗A→ Rf∗A is a quasi-isomorphism.

Turning our attention to the complex P•
m̄, we see:

1.10 Proposition. (1) P•
m̄ is a complex of flat sheaves.

(2) For any map f : X → Y between PL-pseudomanifolds P•
m̄ is f∗- and

f!-acyclic.

(3) DP•
m̄ = Hom•(P•

m̄,DX) is a complex of injectives.

Proof. (1) By [GeM02],III.4 this can be checked stalkwise. But for the stalks
this is clear by construction.

(2) This follows since P•
m̄ is both soft by 1.3 and c-soft by [Bre97],II.9.18 and

II.9.6.

(3) We have that the functor

Hom(Pk
m̄,−) : Sh(X)→ Sh(X)

is right adjoint to
−⊗Pk

m̄ : Sh(X)→ Sh(X).

Since Pk
m̄ is flat, the latter is an exact functor. It follows from [We94],2.3.10

that Hom(Pk
m̄,−) preserves injectives which implies the assertion.
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Furthermore we have:

1.11 Proposition. Let X be a n-dimensional stratified topological pseudoman-
ifold.

(1) The complex of sheaves P•
p̄[n] on X of definition 1.4 satisfies the axioms

[AX1] of the intersection homology sheaves for perversity p̄.

(2) If X is an IP-space. Then P•
m̄ is quasi-isomorphic to DIC•

m̄(X).

Proof. (1) Since both (ik)∗ and τ≤p̄(k)−n respect quasi-isomorphisms between
sheaves which are cohomologically trivial on all open subsets of Uk the
previous results imply that P•

p̄ is quasi-isomorphic to the Deligne sheaf.

(2) This now follows easily from the self duality of IC•
m̄(X).

2 The symmetric structure on P•

In [Bre97] Bredon gives a construction of a symmetric structure on the canonical
resolution of the constant sheaf Z on any space. We will start with this structure
on the non-singular part of a topological pseudomanifold. Following [Go84],
we will extend this symmetric structure to a symmetric structure on P•

m̄. In
contrast to [Go84] we will have to take care of signs, since we are working with
integer coefficients.

We begin with a reformulation of the mentioned result of [Bre97] suited to
our context.

2.1 Proposition. Let X be any space and let φ : ZX ⊗ ZX → ZX be given by
multiplication. There are maps

φs : C•(ZX)⊗C•(ZX)→ C•(ZX)

of degree −s satisfying

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0,

and φs = 0 for s < 0. Here τ denotes the transposition involution.

Proof. We will use the results of appendix A on relative homological algebra. We
want to show that C•(ZX)⊗C•(ZX) is an E-resolution of ZX⊗ZX with E being
the class of all pointwise split monomorphisms. By corollary A.6 we already
know that C•(ZX) is an E-injective resolution of ZX . Furthermore, forming
the tensor product with some flat sheaf preserves this property. Therefore,

ZX ⊗ ZX → C•(ZX)⊗ ZX → C•(ZX)⊗C•(ZX)

is an E-injective resolution of ZX ⊗ZX . For the rest of this proof we will write
C• for C•(ZX).
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By theorem A.4 there is a morphism of resolutions

φ0 : C• ⊗C• → C•

extending the multiplication φ. It follows that

φ0(1− τ) : C• ⊗C• → C•

extends φ(1 − τ) = 0 and hence, is homotopically trivial. Again, by A.4 there
is a null homotopy

φ1 : C• ⊗C• → C•

of degree -1, such that
φ0 − φ0τ = dφ1 + φ1d.

Multiplying the last equation with (1 + τ) from the right shows that φ1(1 + τ)
anti-commutes with d. Therefore,

(−1)rφ1(1 + τ) : (C• ⊗C•)r → Cr−1

is a chain map of degree -1. Since it extends the zero map it must be homotopi-
cally trivial. In terms of φ1 itself, this means there is a map

φ2 : C• ⊗C• → C•

of degree -2, such that
φ1 + φ1τ = dφ2 − φ2d.

Multiplying this equation by (1 − τ) from the right shows that φ2(1 − τ) is a
chain map. Proceeding inductively, we get the desired statement.

2.2 Remark. It is clear from the preceeding proof that we can also get a system
of maps

ϕs : C•(ZX)⊗C•(ZX)→ C•(ZX)

of degree −s satisfying

dϕs + ϕsd+ (−1)s+r−1ϕs−1τ − (−1)rϕs−1 = 0,

for elements of degree r and ϕs = 0 for s < 0.

Our goal is to extend this construction to the intersection chain sheaf P•

on an IP-space X . We start with the system of maps φs constructed above on
the nonsingular part and extend this stratumwise to the remainder of X . The
following construction is crucial in this step by step process.

Let φs : A• ⊗A• → B• be a system of maps satisfying

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0,

and φs = 0 for s < 0. We will define maps

hs : (A• ⊗C•(ZX))⊗ (A• ⊗C•(ZX))→ B• ⊗C•(ZX).
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satisfying
dhs + (−1)s−1hsd+ (−1)s−1hs−1τ − hs−1 = 0

and hs = 0 for s < 0.
If ϕs denote the maps mentioned in remark 2.2, we define for each open

subset U ⊂ X

hs((a⊗ u)⊗ (b⊗ v)) :=
s

∑

i=0

(−1)kl+(s−1)(l+m)φiτ
s−i(a⊗ b)⊗ ϕs−iτ

s−i(u ⊗ v),

for homogeneous elements a, b ∈ Γ(U ;A•) and u, v ∈ Γ(U ;C•(ZX)) such that
deg(a) = j, deg(b) = k, deg(u) = l, deg(v) = m.

2.3 Lemma. The maps hs just defined satisfy the required relations.

Proof. Direct but lengthy calculation.

2.4 Proposition. Let X be an n-dimensional stratified topological pseudoman-
ifold. There is a family of maps

φs : P•
m̄ ⊗P•

m̄ → P•
t̄

of degree −s satisfying

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0

and φs = 0 for s < 0.

Proof. We denote by P•
k and Q•

k the intermediate steps in the construction
of P•

m̄ and P•
t̄ respectively (see 1.4). Moreover, we denote C•(ZUk

) by C•
k.

Suppose, we have constructed a system of maps

φs : P•
k ⊗P•

k → Q•
k

satisfying the above relations. By the preceeding construction we have a system

hs : (P•
k ⊗C•

k)⊗ (P•
k ⊗C•

k)→ Q•
k ⊗C•

k

satisfying the relations. Since (ik)∗ is an additive functor we can apply it to hs

to get a system

(ik)∗hs : (ik)∗((P
•
k ⊗C•

k)⊗ (P•
k ⊗C•

k))→ (ik)∗(Q
•
k ⊗C•

k)

satisfying the relations.
Now recall, that if Sh(X) denotes the category of sheaves on X and PSh(X)

the category of presheaves then the sheafification functor sheaf : PSh(X) →
Sh(X) is left adjoint to the forgetful functor v : Sh(X)→ PSh(X). Therefore,
there is an adjunction morphism

1→ v ◦ sheaf.
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Given any complex of sheaves A•, we get a morphism of complexes in PSh(X):

(ik)∗A
• ⊗ (ik)∗A

• = (ik)∗(A
• ⊗A•)→ (ik)∗sheaf(A• ⊗A•)

Applying sheafification to this morphism, we see that there is a natural mor-
phism of complexes in Sh(X):

(ik)∗A
• ⊗ (ik)∗A

• → (ik)∗(A
• ⊗A•)

In our situation this yields a system of maps

h̃s : (ik)∗(P
•
k ⊗C•

k)⊗ (ik)∗(P
•
k ⊗C•

k)→ (ik)∗(Q
•
k ⊗C•

k)

satisfying the relations. Consider the following commutative diagram

P•
k+1 ⊗P•

k+1 Q•
k+1

(ik)∗(P
•
k ⊗C•

k)⊗ (ik)∗(P
•
k ⊗C•

k) (ik)∗(Q
•
k ⊗C•

k)

............. ............. ............. ............. ............. ............. ............. ............. ............. ............. ....................... ............

φ̃s............................................................................................................
.....
.......
.....

.............................................................................................................. ............
h̃s

............................................................................................................
.....
.......
.....

....................................................................................................................................................................................................................................................... ..........
..

σs

where the horizontal maps are given by inclusion of subcomplexes. For s > 0 it
is obvious that the image of σs lies in the subcomplex Q•

k+1 ⊂ (ik)∗(Q
•
k ⊗C•

k).
For s = 0 the same follows from the fact that h0 is a chain map and therefore
maps ker d ⊗ ker d to ker d. We conclude that the dotted arrow φ̃s exists and
satisfies the relations.

2.5 Theorem. Let X be an n-dimensional stratified topological pseudomanifold.
There is a family of maps

φs : P•
m̄ ⊗P•

m̄ → D•
X [−n]

of degree −s satisfying

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0

and φs = 0 for s < 0.

Proof. Let
P•

t̄
∼= IC•

t̄ (X)[−n]→ DX [−n]

be the unique map in Db
c(X) factorizing the orientation map given by II.5.4.

Since DX [−n] is a comlex of injectives this can be represented by a map

P•
t̄ → DX [−n]

in Chb
c(X). We fix such a map and compose the family constructed in the

previous proposition with this map to get the desired result.
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2.6 Remark. Although we formulated this result for intersection homology
with integer coefficients it directly generalizes to intersection homology with
coefficients in an arbitrary noetherian ring R.

We will now use the simply connected assembly map to define:

2.7 Definition. Let X be a compact n-dimensional IP-space. We associate to
X an n-dimensional symmetric cochain complex σ(X) by

σ(X) := A(P•, φ).

We have

2.8 Proposition. (1) Let X be an n-dimensional IP-space. Then the adjoint
to φ0

φ̃0 : P•
m̄ → DP•

m̄[−n]

is a quasi-isomorphism.

(2) If additionally X is compact, then σ(X) is Poincaré.

Proof. (1) Since φ0 induces the intersection homology cup product, this is
just the self-duality of P•

m̄.

(2) The adjoint to α∗(φ0) is given by the composition

C•(X)→ ΓP•
m̄

φ̃0
−→ ΓDP•

m̄[−n] = (ΓP•
m̄)∗[−n]→ (C•(X))∗[−n].

But here, all morphisms are quasi-isomorphisms.

2.9 Remark. It even follows that

φ̃0 : P•
m̄ → DP•

m̄[−n]

is a homotopy equivalence, since DP•
m̄ is a complex of injectives

3 Uniqueness of the symmetric structure

In this subsection we will show that the symmetric structure on P• is essentially
unique. In order to do this we will briefly recall some facts on the derived
category from [GM83]. In particular, we will restate and prove lemma II.6.1.

3.1 Lemma. Let f : A• → B• be a morphism of complexes of sheaves. Suppose
Hi(A•) = 0 for i > p and Hi(B•) = 0 for i < p. Then the canonical map

HomDb(X)(A
•,B•)→ HomSh(X)(H

p(A•),Hp(B•))

is an isomorphism.
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Proof. Up to quasi-isomorphism A• and B• look like

. . .→ Ap−1 dp−1

−−−→ Ap → 0 → . . .

. . .→ 0 → Ip dp

−→ Ip+1 → . . .

with Ik injective. Now every morphism in Db(X) between these complexes
corresponds to an actual homotopy class of morphisms. But this is nothing but
a map

Hp(A•) = cokerdp−1 → ker dp = Hp(B•).

3.2 Lemma. Let A•,B•,C• ∈ Db(X) such that Hk(A•) = 0 for all k ≥ p+ 1.
Let f : C• → B• be a morphism of complexes such that f∗ : Hk(C•)→ Hk(B•)
is an isomorphism for all k ≤ p. Then the induced map

HomDb(X)(A
•,C•)→ HomDb(X)(A

•,B•)

is an isomorphism. In other words, every map g : A• → B• has a unique lift
g̃ : A• → C• such that f g̃ = g.

Proof. We consider the mapping cone M• := cone•(f) of f . By the long exact
cohomology sequence we see that Hk(M•) = 0 for all k < p and the induced
map Hp(B•)→ Hp(M•) is 0. Using the previous lemma, we see that

HomDb(X)(A
•,B•)→ HomDb(X)(A

•,M•) ∼= HomSh(X)(H
p(A•),Hp(M•))

is the zero map and HomDb(X)(A
•,M•[−1]) = 0. Therefore, the statement

follows from the long exact sequence

. . .→ HomDb(X)(A
•,M•[−1])→ HomDb(X)(A

•,C•)

→ HomDb(X)(A
•,B•)→ HomDb(X)(A

•,M•)→ . . .

3.3 Theorem. Let X be an IP-space of dimension n and let U2 := X−Σ denote
the non-singular part of X. Let P• be the complex of sheaves quasi-isomorphic
to IC•

m̄ constructed in the previous section. For

Q−n(P•) = H−n(Hom•
Z[Z/2](W,ΓHom•(P• ⊗P•,DX [−n])))

restriction to U2 induces an isomorphism of abelian groups

ρ : Q−n(P•)→ HomSh(U)(ZU2 ⊗ ZU2 ,ZU2)
Z/2.

where the Z/2-action on HomSh(U)(ZU2⊗ZU2 ,ZU2) is given by the transposition
involution.
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Proof. Let φ ∈ Hom•
Z[Z/2](W,ΓHom•(P• ⊗P•,DX [−n])) represent an element

in Q−n(P•). Following III.5.4 φ is given by a system of maps of degree −s

φs : P• ⊗P• → DX [−n]

satisfying

dφs + (−1)s−1φsd+ (−1)s−1φs−1τ − φs−1 = 0

and φs = 0 for s < 0. Let j2 : U2 →֒ X denote the inclusion, then we have
isomorphisms

H0(j∗2P
•) ∼= ZU2

and

H0(j∗2DX [−n]) ∼= ZU2

coming from the canonical resolutions of the constant sheaves on U2 in 1.4.
Therefore, under the above identifications the restriction of φ0 to U2 induces

a map

ZU2 ⊗ ZU2 → ZU2

which commutes with the involution on ZU2 ⊗ ZU2 since φ1 is a zero homotopy
of (τ − 1)φ0. We define ρ([φ]) to be this map. Note that we used the algebraic
Künneth theorem here.

We have to check that this assignment is well defined. Suppose φ = dψ.
Again by III.5.4, ψ is given by a system of maps of degree −s

ψs : P• ⊗P• → DX [−n− 1]

such that ψs = 0 for s < 0 and

dψs + (−1)s−1ψsd+ (−1)sψs−1τ + ψs−1 = (−1)r+s−1φs.

Now restricting ψ0 to U2 and preceeding it by a sign (−1)deg+1 gives a zero
homotopy of φ0 restricted to U2.

To see surjectivity of ρ, we simply observe that the construction of the
symmetric structure on P• in the previous section can be modified to start with
an arbitrary Z[Z/2]-equivariant map

ZU2 ⊗ ZU2 → ZU2 .

For injectivity, suppose we have [φ] ∈ Q−n(P•) such that ρ([φ]) = 0. By
definition this means that

(φ0|U2
)∗ = 0 : ZU2 ⊗ ZU2 → ZU2 .

Using 3.1 we have an isomorphism

HomDb(U2)(j
∗
2P

• ⊗ j∗2P
•, j∗2DX [−n])→ HomSh(U2)(ZU2 ⊗ ZU2 ,ZU2).
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With Uk = X − Xn−k and ik : Uk → Uk+1 respectively jk : Uk → X the
inclusions as before, we want to show that there is an isomorphism

HomDb(Uk+1)(j
∗
k+1(P

•⊗P•), j∗k+1DX [−n])→ HomDb(Uk)(j
∗
k(P•⊗P•), j∗kDX [−n])

given by restriction.
We consider the adjunction morphism

j∗k+1(P
• ⊗P•)→ Rik∗i

∗
kj

∗
k+1(P

• ⊗P•) = Rik∗j
∗
k(P• ⊗P•)

coming from the adjoint pair (i∗k, Rik∗) which is the identity after restricting to
Uk. In the same way we have a morphism

j∗k+1DX [−n]→ Rik∗j
∗
kDX [−n].

which is the identity after restricting to Uk.
For a given morphism f : j∗k(P•⊗P•)→ j∗kDX [−n] in Db(Uk) we are looking

for a lift in the diagram

j∗k+1(P
• ⊗P•) j∗k+1DX [−n]

Rik∗j
∗
k(P• ⊗P•) Rik∗j

∗
kDX [−n]

(∗)

............. ............. ............. ............. ............. ......................... ............
f̃

............................................................................................................
.....
.......
.....

............................................................................................................
.....
.......
.....

............................................................................................................................. ............
Rik∗f

To get this lift we want to apply lemma 3.2. According to [GM83], 1.11 the
morphism j∗k+1DX [−n] → Rik∗j

∗
kDX [−n] fits into a distinguished triangle in

Db(Uk+1)
j∗k+1DX [−n] Rik∗j

∗
kDX [−n]

Rgk∗g
!
kj

∗
k+1DX [−n+ 1]

......................................................................................................................................................... ............

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
...............................

[1]

.........................................................................................................................................................
....
............

where gk : Xn−k − Xn−k−1 → Uk+1 denotes the inclusion. Since jk+1 is the
inclusion of an open subset, we have j∗k+1 = j!k+1 and therefore

g!
kj

∗
k+1DX [−n] ∼= DXn−k−Xn−k−1

[−n].

By [GM83], 1.12 we have

Hr(Rgk∗g
!
kj

∗
k+1DX [−n+ 1])x =

{

Z, for r = k and x ∈ Xn−k −Xn−k−1

0, else.

By the long exact cohomology sequence, this implies

Hr(j∗k+1DX [−n])→ Hr(Rik∗j
∗
kDX [−n])
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is an isomorphism for r ≤ k − 1. However, Hr(j∗k+1P
• ⊗ j∗k+1P

•) = 0 for r ≥ k
by the axioms for intersection chain sheaves [AX1] and the algebraic Künneth
formula. Hence, by lemma 3.2 the lift f̃ in (∗) exists and is unique. If we apply
i∗k to the diagram (∗) we see that i∗kf̃ = f . Thus, i∗k gives an isomorphism

HomDb(Uk+1)(j
∗
k+1(P

•⊗P•), j∗k+1DX [−n])→ HomDb(Uk)(j
∗
k(P•⊗P•), j∗kDX [−n])

as claimed.
Now we compose these isomorphisms to get an isomorphism

HomDb(X)(P
• ⊗P•,DX [−n])→ HomSh(U2)(ZU2 ⊗ ZU2 ,ZU2).

but since DX is injective we have

HomDb(X)(P
• ⊗P•,DX [−n]) = HomKb(X)(P

• ⊗P•,DX [−n]).

This means, that (φ0|U2
)∗ = 0 implies that φ0 is homotopic to 0. Preceeding a

given zero homotopy by a sign (−1)deg+1, we get a map

ψ0 : P• ⊗P• → DX [−n− 1].

with
(−1)r+1φ0 = dψ0 − ψ0d : (P• ⊗P•)n+r → Dr

X .

We define
φ̃1 := (−1)rφ1 : (P• ⊗P•)n+r+1 → Dr

X

and compute

dψ0(1− τ)− ψ0(1− τ)d = (−1)r+1φ0(1− τ)

= (−1)r+1(dφ1 + φ1d) = dφ̃1 − φ̃1d

Hence,
(φ̃1 − ψ0(1− τ)) : P• ⊗P• → DX [−n− 1]

is a chain map. Going through the previous discussion on HomDb(X)(P
• ⊗

P•,DX [−n]), we see that the same technique shows

HomDb(X)(P
• ⊗P•,DX [−n− 1]) = 0.

Therefore, this chain map is zero homotopic by a zero homotopy

ψ1 : P• ⊗P• → DX [−n− 2]

with
φ̃1 − ψ0(1− τ) = dψ1 + ψ1d.

For φ1 itself this means

(−1)rφ1 = dψ1 + ψ1d− ψ0τ + ψ0.
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Again, we compute with φ̃2 := (−1)r+1φ2:

dψ1(1 + τ) + ψ1(1 + τ)d = (−1)rφ1(1 + τ) = dφ̃2 + φ̃2d.

Which in turn shows that φ̃2−ψ1(1+ τ) is a chain map after preceeding it with
a sign (−1)deg, which is again zero homotopic, and so on . . .

Summarizing these considerations, we get a system of maps

ψs : P• ⊗P• → DX [−n− 1]

of degree −s which satisfy ψs = 0 for s < 0 and

dψs + (−1)s−1ψsd+ (−1)sψs−1τ + ψs−1 = (−1)r+s+1φs.

4 The symmetric structure for IP-spaces with

boundary

We will conclude this chapter with the construction of a symmetric pair of com-
plexes of sheaves for a given topological pseudomanifold with collared boundary
(Y, ∂Y ) of dimension n+ 1.

We denote by i : int(Y ) →֒ Y respectively j : ∂Y →֒ Y the inclusions of
the interior respectively boundary of Y . According to [GM83], 1.11 for every
complex of sheaves A• there is a distinguished triangle in Db

c(Y )

Ri!i
∗A• A•

Rj∗j
∗A•

.............................................................................................................................................................................................................................................. ............

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.................................

[1]

....................................................................................................................................................................
....
............

Where the map

Ri!i
∗A• = Ri!i

!A• → A•

is the adjunction morphism coming from the adjoint pair of functors (Ri!, i
!)

and

A• → Rj∗j
∗A•

is the adjunction morphism coming from the adjoint pair of functors (j∗, Rj∗).
In order to further investigate this triangle, we have to recall some facts on

the involved functors. Note, that for an arbitrary map f : X → Z a right adjoint
f ! : Sh(Z)→ Sh(X) to f! : Sh(X)→ Sh(Z) may not exist (see [Ba06]). Such
a functor can only be constructed in general after passing to derived categories.
However, there is a construction of a right adjoint f ! to f! on the sheaf level



4. THE SYMMETRIC STRUCTURE WITH BOUNDARY 49

provides that f is an inclusion of a locally closed subspace. Following [Iv86], for
a given sheaf B on Z we define the sheaf BX on Z by

U 7→ BX(U) := {s ∈ Γ(U ;B) | supp(s) ⊂ X}.

We set f !B := f∗BX .

4.1 Lemma. For sheaves E on X and F on Z there are isomorphisms

HomSh(X)(E, f
!F) ∼= HomSh(Z)(f!E,F).

and
f∗Hom(E, f !F) ∼= Hom(f!E,F)

Proof. The first isomorphism is proved in [Iv86],II.6.6. The second isomorphism
follows by considering the first simulaneously for all open subsets of X .

4.2 Lemma. The functor f! : Sh(X)→ Sh(Z) induces an equivalence of cate-
gories between Sh(X) and the full subcategory of Sh(Z) consisting of all sheaves
E such that Ex = 0 for x ∈ (Z −X). The inverse functor is given by f∗.

Proof. See [Iv86],II.6.4.

Now, the adjunction morphism f!f
!B→ B is induced by the inclusions

Γ(U ; f!f
!B) = {s ∈ Γ(U ;B) | supp(s) ⊂ X} →֒ Γ(U ;B).

For f = i : int(Y ) →֒ Y this morphism is part of an exact sequence (see [Iv86],
II.6.11)

0→ i!i
!B→ B→ j∗j

∗B→ 0

where the last arrow is the adjunction morphism to the adjoint pair (j∗, j∗),
with j : ∂Y → Y the inclusion. By passing to the derived category that short
exact sequence transforms into the above distinguished triangle.

Now, we suppose B = i∗C for some sheaf C on int(Y ) and recall there is a
canonical monomorphism i!C→ i∗C induced by the inclusions

Γ(U ; i!C) = {s ∈ Γ(i−1(U);C) | supp(s) is closed in U} →֒ Γ(U ; i∗C)

Note, that the support of a section is defined relative to the space the sheaf
lives on. For example this means, that for a given open subset U ⊂ Y the
supports of an element in Γ(U ; i∗C) and the same element in Γ(i−1(U);C) are
not equal in general when we consider it as a section over U or as a section over
i−1(U).

Bearing this in mind we see that for U ⊂ Y open

Γ(U ; i!i
!i∗C) = {s ∈ Γ(i−1(U);C) | supp(s) ⊂ i−1(U) and is closed in U}

= Γ(U ; i!C).

Therefore, the adjunction morphism

i!C = i!i
!i∗C→ i∗C
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coincides with the canonical monomorphism.

We apply these observations to our distinguished triangle for A• := Ri∗P
•
int(Y ),

where P•
int(Y ) denotes the complex of sheaves P•

m̄ on int(Y ) constructed before.
Similarly, we write P•

∂Y for the complex P•
m̄ on ∂Y and so on. Since P•

int(Y ) is
both i! and i∗-acyclic, we get

i!P
•
int(Y ) i∗P

•
int(Y )

j∗j
∗i∗P

•
int(Y )

............................................................................................................................................................................................................. ............

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.................................

[1]

..................................................................................................................................................
....
............

where the upper morphism is given by the canonical monomorphism. Using
[Ba02],4.4, we have isomorphisms in Db

c(Y )

j∗j
∗i∗P

•
int(Y )

∼= j∗j
∗i∗IC

•
int(Y )[−n− 1]

∼= j∗IC
•
∂Y [−n]

∼= j∗P
•
∂Y .

This transforms our triangle into the very pleasant form

i!P
•
int(Y ) i∗P

•
int(Y )

j∗P
•
∂Y

............................................................................................................................................................................................................. ............

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.................................

[1]

......................................................................................................................................................
....
............

f

Our goal now is to put a symmetric structure on i!P
•
int(Y ). For an IP-space Y

we will then use this triangle to construct a symmetric Poincaré structure on
P•

∂Y which is part of a Poincaré pair. Using the uniqueness result 3.3 we will
finally show that this symmetric Poincaré structure is isomorphic to the one
constructed in 2.5.

We prepare the definition of the symmetric structure on i!P
•
int(Y ) by looking

at the following isomorphism in Ch(Y )

Hom•(i!P
•
int(Y ) ⊗ i!P

•
int(Y ),DY ) ∼= i∗Hom•(P•

int(Y ) ⊗P•
int(Y ), i

∗DY ).

Fix a map h : Dint(Y ) → i∗DY = i!DY which represents the homotopy class of

the isomorphism i!DY
∼= Dint(Y ) in Db

c(int(Y )). Since the dualizing complex is

injective and i! preserves injectives, we get an induced homotopy equivalence

Hom•(P•
int(Y ) ⊗P•

int(Y ),Dint(Y ))→ Hom•(P•
int(Y ) ⊗P•

int(Y ), i
∗DY ).
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This homotopy equivalence is clearly Z/2-equivariant and therefore induces

Q−n−1(i!P
•
int(Y ))

∼= Q−n−1(P•
int(Y )).

This shows that every symmetric structure on i!P
•
int(Y ) is uniquely determined

by a symmetric structure on P•
int(Y ). At this point, it is important to remark

that one will loose Poincaré duality even for IP-spaces since i!P
•
int(Y ) is not

quasi-isomorphic to its dual.

However, we are interested in a more explicit description of this induced
symmetric structure on i!P

•
int(Y ). Let φ ∈ W%(P•

int(Y ))
−n−1 be a symmetric

structure. Decoding the above isomorphisms and homotopy equivalences and
using 4.2, we see that the induced symmetric structure is given by the compo-
sition

i!P
•
int(Y )

i!φs
−−→ i!DP•

int(Y )[−n− 1]

h∗−→ i!Hom•(P•
int(Y ), i

∗DY [−n− 1])

→֒ i∗Hom•(P•
int(Y ), i

∗DY [−n− 1])

∼= Hom•(i!P
•
int(Y ),DY [−n− 1]).

It is also easy to see that this composition equals the following composition

i!P
•
int(Y ) →֒ i∗P

•
int(Y )

i∗φs
−−−→ i∗DP•

int(Y )[−n− 1]

h∗−→ i∗Hom•(P•
int(Y ), i

∗DY [−n− 1])

∼= Hom•(i!P
•
int(Y ),DY [−n− 1])

which we denote by (i!φ)s.

4.3 Definition. Let Y be a (n + 1)-dimensional topological pseudomanifold
with collared boundary. Let

φs : P•
int(Y ) → DP•

int(Y )[−n− 1]

be the symmetric structure on P•
int(Y ) constructed in 2.5. We define an (n+1)-

dimensional symmetric structure i!φ on i!P
•
int(Y ) by the system of maps

(i!φ)s : i!P
•
int(Y ) → Di!P

•
int(Y )[−n− 1].

Given this (n+1)-dimensional symmetric structure i!φ on i!P
•
int(Y ), we con-
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sider the distinguished triangle in Db
c(Y ):

i!P
•
int(Y ) Di!P•

int(Y )[−n− 1]

cone•((i!φ)0)

......................................................................................................................................................... ............
(i!φ)0

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.........
.........

.............................
......................................................................................................................................................

....
............

The following construction whose dual is due to [Ra80] gives a symmetric
Poincaré pair.

Recall, that the mapping cone is given by

cone•((i!φ)0)
r := (i!P

•
int(Y ))

r+1 ⊕ (Di!P
•
int(Y ))

r−n−1

with differential

d =

(

d 0
(−1)r+1(i!φ)0 d

)

: cone•((i!φ)0)
r → cone•((i!φ)0)

r+1.

The right map in the above distinguished triangle is the inclusion of the direct
summand. Let

g : Di!P
•
int(Y )[−n− 1]→ cone•((i!φ)0)

denote this map. Define a system of maps

ϕs : cone•((i!φ)0)
r+n+s → (Dcone•((i!φ)0))

r

by

ϕ0 :=

(

(−1)r+n(i!φ)1 1

(−1)r(r+n+1)e 0

)

and

ϕs :=

(

(−1)r+n+s(i!φ)s+1 0
0 0

)

for s > 0. Here e denotes the natural transformation 1 → D2 given in the
definition of the algebraic bordism category Λ(Y ).

Easy but careful calculation reveals that

(

g : Di!P
•
int(Y )[−n− 1]→ cone•((i!φ)0), (0, ϕ)

)

is an (n+ 1)-dimensional symmetric Poincaré pair.

4.4 Definition. Let Y be a compact (n + 1)-dimensional stratified topolog-
ical pseudomanifold with collared boundary ∂Y . We associate to (Y, ∂Y ) a
symmetric Poincaré pair of complexes σ(Y, ∂) by

σ(Y, ∂Y ) := A
(

g : Di!P
•
int(Y )[−n− 1]→ cone•((i!φ)0), (0, ϕ)

)

.
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We have

4.5 Proposition. If Y is a compact IP-space with boundary, then

∂σ(Y, ∂Y ) ≃ σ(∂Y ).

Where ≃ denotes homotopy equivalence.

Proof. If Y is an IP-space, then

φ0 : P•
int(Y ) → DP•

int(Y )[−n− 1]

is a quasi-isomorphism. By it’s construction we can factorize (i!φ)0 as

i!P
•
int(Y ) →֒ i∗P

•
int(Y ) → Di!P

•
int(Y )[−n− 1]

with the first map being the canonical inclusion. The second map is now a
quasi-isomorphism and we have a morphism of distinguished triangles

i!P
•
int(Y )

i∗P
•
int(Y )

j∗P
•
∂Y

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.............

............
..................................................................................................... ........

....

f

.................................................................................................
....
............

[1]

i!P
•
int(Y )

Di!P•
int(Y )[−n− 1]

cone•((i!φ)0)

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

....

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

................

............

(i!φ)0

..................................................................................................... ........
....

g

.................................................................................................
....
............

[1]

................................................................................................................................................................................................................ ............
id

...................................................................................................................................................... ............
∼

.............................................................................................................................................................................................. ............
h

.

By the 5-lemma, the morphism h : j∗P
•
∂Y → cone•((i!φ)0) is a quasi-isomorphism.

Therefore, we have

Q−n(j∗P
•
∂Y ) ∼= Q−n(cone•((i!φ)0))

induced by h. But, the same argument as for i!P
•
intY shows

Q−n(j∗P
•
∂Y ) ∼= Q−n(P•

∂Y ).

By the uniqueness theorem 3.3 it is now enough to compute the action of ϕ0

on cohomology over the non-singular part U2 of ∂Y . Let k : U2 → Y be the
inclusion, then this action is given by

ZU2
∼= H0(k∗cone•((i!φ)0)) = H0(k∗Di!P

•
int(Y )[−n− 1])

(ϕ0)
∗
|Di!P

•[−n−1]

−−−−−−−−−−−→ H0(k∗Di!P
•
int(Y )[−n− 1]) ∼= ZU2 .

Meaning that the action is precisely given by the upper right entry of ϕ0 which
is 1. Hence, h is a map of Poincaré complexes and the assertion follows by
III.6.7.
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The last result of this section not only shows, that the boundary of the
symmetric structure on (Y, ∂Y ) is the symmetric structure on the boundary,
but also that the symmetric structure behaves well under glueing.

4.6 Proposition. Let Z = Y +A −X be a closed IP-space, such that X,Y are
IP-spaces with ∂X = ∂Y = A. Then

σ(Z) ≃ σ(Y,A) +σ(A) −σ(X,A).

Proof. Note, that since the simply connected assembly comes from an additive
functor on the homotopy categories of sheaves to the homotopy category of com-
plexes it clearly respects mapping cones and therefore the glueing constructions
in both algebraic bordism categories at hand. It is therefore sufficient to look
at the glueing construction on the sheaf side.

If iY , iX and i∂Y denote the inclusions of int(Y ), int(X) and ∂Y to Z, then
it is easy to see that there is an isomorphism in Db

c(Z)

P•
Z
∼= iY∗ P•

int(Y ) +i∂Y
∗ P

•
∂Y
iX∗ P•

int(X).

On Y the glueing construction coincides with the algebraic Thom construction
giving back the symmetric structure on int(Y ) we started with, and on X the
glueing construction is dual to the algebraic Thom construction and hence gives
the negative of the structure on int(X) we started with.

4.7 Remark. The previous result directly generalizes to the situations in which
we glue along parts of the boundary. Namely, we simply remove the parts of the
boundary that are not glued. Although the proposition requires compact IP-
spaces, the compactness is only needed to apply the simply connected assembly
map. Therefore, we end up with the right Poincaré sheaf on the interior of the
glued space and the generalization follows.



Chapter VI

Symmetric L-theory as

geometric bordism

In this chapter we will use the results of the previous chapter to show that
IP-spaces provide a geometric bordism description of symmetric L-theory.

1 Bordism of Integral Poincare spaces

We will show that bordism of singular IP-spaces form a generalized homology
theory and give the coefficients of this theory.

1.1 Definition. (1) An oriented stratified pseudomanifold X of dimension n
is called an IP-space if

• IHm̄
l (Lx) = 0 for all x ∈ Xn−2l−1 −Xn−2l−2,

• IHm̄
l−1(Lx) is torsion free for all x ∈ Xn−2l −Xn−2l−1,

where Lx is the link at x.

(2) An IP-space with boundary W of dimension n is a pair (W,∂W ) of PL-
spaces such that W −∂W and ∂W are IP-spaces of dimension n and n−1
respectively, together with a germ of collars c : ∂W × [0, ε)→ U such that
c is an isomorphism of PL-spaces. ∂W is called the boundary of W .

We proceed as usual.

1.2 Definition. Let X be a topological space.

(1) A singular IP-space is a pair (W, f : W → Y ) withe W an IP-space and
f a continuous map.

(2) We define ΩIP
n (X) to be the bordism group of compact n-dimensional

IP-spaces.

55
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In order to prove that ΩIP
∗ is a homology theory we have to construct a

boundary operator. Suppose X = U ∪ V , with U, V ⊂ X open and U ∩ V 6= ∅.
We have to construct a map

∂ : ΩIP
n (X)→ ΩIP

n−1(U ∩ V ).

Let (Y, f : Y → X) be a closed singular IP-space representing an element in
ΩIP

n (X). We define A := f−1(X − U) and B := f−1(X − V ). Let T : |K| → Y
be an admissible finite triangulation of Y . After taking linear subdivision we can
assume that T−1(A) and T−1(B) are contained in closed disjoint subcomplexes
A′ and B′ respectively. Now, take P to be a regular neighbourhood of A′. We
can assume that A′ is transversal to the stratification. This is automatic if there
are subcomplexes Ki of K which triangulate the i-strata which we can assume,
see [Hud69] chapter 3. Using [RS72] chapter 3, it follows easily that P can be
given the structure of an IP-space with boundary. We define

∂([Y, f ]) := [T (∂P ), f|T (∂P )].

1.3 Lemma. ∂ : ΩIP
n (X)→ ΩIP

n−1(U ∩ V ) constructed above is well defined.

Proof. Suppose we have two representatives (Y, f) and (Y ′, f ′) of the same class.
Then there is an IP-bordism (W,F ) with boundary ∂(W,F ) = (Y, f)+(−Y ′, f ′).
We apply the relative version of regular neighbourhood theory to W to get the
desired bordism, see [RS72] chapter 4.

The usual argument shows

1.4 Theorem. ΩIP
∗ together with the boundary operator constructed above is a

homology theory.

Proof. See [CF64] or [Kr07].

Pardon [Pa90] computed the coefficients of ΩIP
∗ :

ΩIP
n (pt) ∼=







Z for n ≥ 0, n ≡ 0 (mod 4)
Z/2 for n ≥ 5, n ≡ 1 (mod 4)
0 else.

The isomorphisms are given by the signature in dimensions ≡ 0 (mod 4) and by
the deRham invariant in dimensions ≡ 1 (mod 4). We see that from dimension 2
on these coefficients coincide with the coefficients of the symmteric L·-spectrum
defined in chapter III. In the last section we will show, that after passing to the
2-connected covers, both theories will infact become isomorphic.

2 Bordism of IP-spaces and symmetric L-theory

Finally, we prove the following result:
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2.1 Theorem. Let IP denote the spectrum representing ΩIP . Then there is a
map of spectra

IP → L·

such that

(1) the homotopy cofibre is K(Z/2, 1).

(2) the induced map

IP 〈2〉 → L·〈2〉

is a homotopy equivalence.

Proof. Let X be a space. Let E(X) denote the Ω-spectrum of augmented
simplical sets E(X)k having as n-simplices all isomorphism classes of (n − k)-
dimensional [n]-ads of singular IP-spaces (in X). Here the definition of [k]-ads
is in total analogy to III.3.2. This gives rise to a continuous functor

E : Top→ Ω-Spectra

and a map

X = Map(∗, X)→Map(E(∗), E(X)).

If we write E for E(∗), we have the adjoint map

A : E ∧X+ → E(X).

This map is called the assembly map and is defined in [Qu95]. By the comparison
theorem for homology theories A is a homotopy equivalence, if the assignment

X 7→ π∗(E(X))

is a homology theory. But

π∗(E(X)) = ΩIP
∗ (X)

and therefore we have

E ≃ IP and E〈2〉 ≃ IP 〈2〉.

In analogy to section III.3 the 2-connected cover of E can be explicitly con-
structed as the Ω-spectrum of augmented simplicial sets (E〈2〉)k having n-
simplices all (n− k)-dimensional pointed [n]-ads M of IP-spaces satisfying

Mσ = ∅, , if dimσ ≤ l + k − 1.

From the last result in the previous chapter, we have that the assignment

(Y, ∂Y ) 7→ σ(Y, ∂Y ),
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where (Y, ∂Y ) is a compact IP-space with boundary, respects the glueing con-
structions. Therefore, it maps [n]-ads of IP-spaces to [n]-ads of symmetric
Poincaré comlexes. Thus we get maps of augmented simplicial sets

Ek → L·
k

and
(E〈2〉)k → (L·〈2〉)k

which clearly commute with the structure maps and give rise to a maps of
spectra. The results now follow from the fact that by definition these maps
preserve the signature and the deRahm invariant.



Appendix A

Relative homological

algebra

We will first recall some easy facts from relative homological algebra which
can be found in [DMO67] or [EM56]. We will need these to show that we are
in a position to replace injective resolutions by canonical resolutions in every
situation during the construction of the symmetric structure.

A.2 Definition. Let A be an abelian category.

(1) An object I in A is called injective relative to a morphism e : B → C in
A if for every map h : B → I there is an extension h′ : C → I such that
h = h′e. That is, in the following diagram

B C

I

................................................................................................................. ............
e

............................................................................................................
.....
.......
.....

h

.............
.............

.............
.............

.............
.............

..................
....
............

h′

the dotted arrow always exists and makes the diagram commute. We also
say that I has the extension property for e.

(2) Let E be a class of morphisms in A. An object I is called E-injective if it
is injective relative to each morphism in E.

A.3 Definition. Let E be a class of morphisms in A.

(1) A cochain complex K• in A is called E-acyclic if for each r the morphism
d̃r+1 : coker(dr)→ Kr+2 induced by dr+1 is in E.

(2) For B in A, a complex K• together with a map η : B → K0 such that
d0η = 0 is called a cochain complex under B. It is called an E-resolution
of B if the complex

0→ B → K0 → K1 → . . .
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is E-acyclic. We will denote such a complex under B by B
η
−→ K•.

(3) An E-resolution B → K• such that each Kr is E-injective is called an
E-injective resolution of B.

A.4 Theorem. Let E be a class of morphisms in A. Let f : B → C be a

morphism in A. If B
η
−→ K• is an E-resolution and C

ε
−→ I• a cochain complex

under C such that Ir is E-injective for all r, then there is a morphism of cochain
complexes F : K• → I• such that

εf = F 0η.

Furthermore, any two such cochain morphisms are cochain homotopic.

Proof. The proof is just the usual argument. We will denote the differential of
K• by d and the differential of I• by δ. Since B → K• is E-acyclic η is in E.
Therefore, we can extend εf : B → I0 to F 0 : K0 → I0 such that

εf = F 0η.

Suppose now that F r : Kr → Ir has been constructed such that F rdr−1 =
δr−1F r−1. This condition guarantees that F r induces a map

F̃ r : coker(dr−1)→ coker(δr−1).

By assumption d̃r : coker(dr−1) → Kr+1 is in E. Therefore, we can extend
δ̃rF̃ r to a morphism F r+1 : Kr+1 → Ir+1 such that

δ̃rF̃ r = F r+1d̃r.

This implies
δrF r = F r+1dr

and finishes the construction of F .
For the second assertion, it is enough to show that f = 0 implies that F is

zero homotopic. Therefore, we have to construct morphims

sr : Kr → Ir−1

such that
sr+1dr + srδr−1 = F r.

We start with defining s0 := 0. Since

F 0d = δf = 0

we get an induced morphism F̃ 0 : coker(η)→ I0. By assumption F̃ 0 extends to
a morphism s1 : K1 → I0 such that

F̃ 0 = s1d̃0.
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This implies

F 0 = s1d0 = s1d0 + εs0.

Now, suppose sr is constructed such that

srdr−1 + δr−2sr−1 = F r−1.

For Gr := F r − δr−1sr we compute

Grdr−1 = F rdr−1 − δr−1srdr−1 = 0.

Therefore, we get an induced morphism G̃r : coker(dr−1)→ Ir. By assumption
this can be extended to a morphism sr+1 : Kr+1 → Ir such that

sr+1d̃r = G̃r.

Which implies

sr+1dr = F r − δr−1sr,

finishing the proof.

Now we specialize to the situation we are interested in. Namely, let A be
the category Sh(X) of sheaves over some topological space X and let E be the
class of all monomorphisms which are pointwise split. This means, a morphism
f : A→ B is in E if and only if f is a monomorphism and for each x ∈ X the
stalk sequence

0→ Ax
fx
−→ Bx

splits.

A.5 Proposition. Let F be a sheaf. Then C0(F) as constructed in VI.1.1 is
E-injective.

Proof. Suppose we are given the following diagram

0 A B

C0(F)F

................................................................................................................. ............
e

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

.......

...............

............

f

................................................................................................................. ............

.................................................................................................. ............
i

.........
....

.........
....

.........
....

.........
....

.........
....

.........
....

........................

F

with e ∈ E. We have to show, that there is a morphism F : B→ C0(F) making
the diagram commute. If we consider this diagram stalkwise we have splittings
prx : C0(F)x → Fx and πx : Bx → Ax, where prx is the projection onto Fx

coming from the product. We use these to define for an open set U ⊂ X and
v ∈ B(U):

F (v) := (prxfxπx(vx))x∈U ∈
∏

x∈U

Fx = C0(F)(U)
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We have to show that Fe = f . For this, let U ⊂ X be open and w ∈ A(U).
Then we have

(Fe)(w) =
∏

x∈U

prxfxπx(e(w)x)

=
∏

x∈U

prxfxπxex(wx)

=
∏

x∈U

prxfx(wx)

= f(w),

where the last equality follows from the universal property of the direct product.

A.6 Corollary. Let A be a sheaf. The canonical resolution A→ C•(A) is an
E-injective resolution.
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