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In [2], Atiyah, Patodi and Singer introduced an invariant l1D of any self-adjoint 
elliptic differential operator D on an odd-dimensional oriented closed manifold 
M, in order to prove an index theorem for manifolds with boundary. For the 
germinal case of the "signature operator" the relevant D is ±( *d - d*), where 
the Hodge duality operator * is determined by the Riemannian metric on M. 
They consider, more generally, the signature twisted by a flat connection \7 
on a Hermitian vector bundle iff, or equivalently, a unitary representation C( of 
n} (M). Then D is replaced by ±( * \7 - \7 *) and the corresponding eta-invariant 
is denoted 11~. An important observation is that the "reduced" invariant 11~ -kl1d 
(where k = dimiff) is a "topological" (more precisely, a COO) invariant of 
(M, C() - the p-invariant. 

The eta-invariant 11~, considered as a real valued function of a flat con­
nection \7, demonstrates two different phenomena. First, it has integral jumps, 
known also as the spectral flow, which plays a central role in modern low­
dimensional topology. And, second, it varies smoothly if 11~ is considered 
modulo integers, i.e., as a function (called the reduced eta-invariant) with 
values in lR/Z. 

The results of this paper contribute to the understanding of these pheno­
mena. Our main result, Theorem 1.5, states that the jumps (or, equivalently, 
the infinitesimal spectral flow) can be calculated homologically by means of a 
linking form, constructed directly in terms of deformations of the monodromy 
representations of the fundamental group. More specifically, we show that 
given an analytic path of unitary representations, one may explicitly construct 
a local coefficient system over the manifold and an algebraic linking form on 
the homology of this local system such that the signature invariants of the 
linking form determine the spectral flow completely. 

** The research was supported by grant No. 88-00114 from the United States-Israel Binational 
Science Foundation (BSF), Jerusalem, Israel. 
** Research supported in part by National Science Foundation. 
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To prove the above mentioned result we study first a more general situation 
of analytic families Dt of arbitrary elliptic self-adjoint operators on closed 
manifolds. We show that any such family can be viewed as a single operator 
fJ acting on the space of germs of analytic curves of smooth sections; such an 
operator fJ determines, in a canonical way, a linking pairing whose signatures 
measure the jumps of the eta-invariant of the family. This linking form we call 
analytic in order to distinguish it from the algebraic linking form mentioned 
above. In order to prove our principal result, Theorem 1.5, we need to find a 
relation between these two linking forms (they are not isomorphic, although 
have the same signatures); this is done with the use of parametrized Hodge 
decomposition, described in Sect. 4, and a version of the De Rham theorem 
for the germ-complex, cf. Sect. 5. These are the main ingredients of the proof. 

The major results of the present paper were announced in [11]. 
A recent preprint [17] of P. Kirk and E. Klassen also addresses the prob­

lem of homological computation of the spectral flow. They proved that the 
contribution of the "first order terms" to the spectral flow is equal to the sig­
nature of a quadratic form given as a cup-product (compare Corollary 3.15). 
Our Theorem 1.5 gives a more precise and complete answer; it describes the 
contributions of terms of all orders. In preprint [19] P. Kirk and E. Klassen 
give an alternative (but equivalent to ours) description of the total spectral flow 
in terms similar to the spectral sequence of quadratic forms described in the 
subsections 3.10-3.15 of the present paper. They actually show in [19] that 
the spectral sequence can be expressed in terms of Massey products (in the 
sense of V. Retakh). This result of [19] can be compared with the detailed de­
scription of the spectral sequence of quadratic forms given in subsections 3.10 
-3.13 of the present paper; we study a more general case and formulate the 
answer in terms of the Taylor power series decomposition of the deformation. 
In yet another very recent preprint [18] P. Kirk and E. Klassen extended the 
construction of their work [17] to the case of manifolds with boundary. 

Theorem 1.5 has some ideological similarity with the results of X. Dai [9], 
who studied adiabatic limit of the eta-invariant in the case when the Dirac op­
erators along the fibers have nontrivial kernels, forming a vector bundle. Before 
him the adiabatic limit formula was obtained by J.-M. Bismut and J. Cheeger 
[3] under the assumption that the kernels along the fibers are trivial. X. Dai 
proved in [9] that the adiabatic limit formula for the signature operator contains 
an additional topological invariant 't" which has a twofold characterization: it 
measures nonmultiplicativity of the signature and is equal to the sum of the 
signatures of pairings determined on the terms of the Leray spectral sequence. 

Another relevant reference is the paper of RR. Mazzeo and R.B. Melrose 
[25] where the behaviour of the space of harmonic forms under the adia­
batic limit of the riemannian metric is studied. RR Mazzeo and R.B. Melrose 
consider spaces of curves of smooth sections and a parametrized Hodge 
decomposition having some similarity (and some essential distinctions) with 
our treatment in Sect. 3 and Sect. 4. The distinction between the approach of 
[25] and the present paper consists in the fact that we consider germs of curves 
of sections at ordinary points, while R.R. Mazzeo and R.B. Melrose study the 
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germs at infinity. On the other hand, we focus our attention on the torsion 
part of the germ cohomology, while RR Mazzeo and RB. Melrose discuss 
essentially the torsion free part of the germ cohomology. 

We apply our theorem about jumps of the eta-invariant to study the problem 
of homotopy invariance of the Atiyah-Patodi-Singer p-invariant. We give an 
intrinsic homotopy theoretic definition of the p-invariant, up to indeterminacy in 
the form of a locally constant function on the space of unitary representations, 
which is zero at the trivial representation. The proof relies on some auxiliary 
results (mostly known) about variation of the mod Z-reduction of the eta­
invariant. We conjecture that this indeterminacy is rational-valued. 

A consequence of our results is that the p-invariants of homotopy equivalent 
manifolds differ by a rational-valued, locally constant function on every compo­
nent of the representation space containing some representation which factors 
through a group satisfying the Novikov conjecture. But Shmuel Weinberger 
shows that such representations are actually dense in the representation space 
and so the difference is rational valued everywhere. We are grateful to 
Weinberger for including his proof as an Appendix to our paper. 

We are also grateful to M. Braverman, J. Hillman, P. Kirk and S. Shnider 
for stimulating discussions. Many thanks to V. Matsaev for his help with 
proof of Lemma 5.2 and for numerous consultations concerning analytic 
subtleties. 

1 Deformations of the monodromy representations 
and jumps of the eta-invariant 

J. J Let M be a compact oriented Riemannian manifold of odd dimension 2/- 1 
and <ff a fiat Hermitian vector bundle of rank mover M. This means that (1) 
a Hermitian metric has been specified on each fibre <ffx which varies smoothly 
with x EM; (2) there is given a covariant derivative 

(1) 

acting on the space of Coo-forms on M with values in <ff; (3) \7 is fiat, i.e., 
\72 = 0; and (4) the covariant derivative \7 is compatible with the Hermitian 
structure on <ff; the latter can also be expressed by saying that the Hermitian 
metric on <ff is fiat. 

In this situation Atiyah, Patodi and Singer [2] have defined the following 
first order differential operator acting on forms of even degree cP E A2p(M, <ff) by 

where the star denotes the Hodge duality operator. The operator B is elliptic 
and self-adjoint. To any such operator Atiyah, Patodi and Singer in [2] assigned 
a numerical invariant, '1(B), called the eta-invariant which plays a crucial role 
in the index theorem for manifolds with boundary. Recall that the eta-invariant 
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'1(B) is defined as follows. Consider the eta-function of B: 

'1B(S) = I: sign(A)IAI-S , 
H,O 

where A runs over all eigenvalues of B. It follows from the general theory of 
elliptic operators that for large 91 (s) this formula defines a holomorphic func­
tion of s which has a meromorphic continuation to the whole complex plane. 
Atiyah, Patodi and Singer proved in [2] that the eta-function is holomorphic at 
o E (C (cf. also P. Gilkey [14], Theorem 4.3.8, where a more general fact is 
proven). The eta-invariant of B is then defined as the value of the eta-function 
at the origin '1B(O). 

1.2 Suppose now that the covariant derivative V is being deformed. By this 
we understand that there is given an analytic family of differential operators 

V( : Ak(M; $) -+ Ak+1(M; $), k = 0,1,... (3) 

where the parameter t varies in an interval around zero (-e, e) such that: 

(i) for every value of t the operator V( is a covariant derivative on the 
vector bundle $ having curvature 0 (i.e., V; = 0) and the Hermitian metric 
on $ is flat with respect to every V (; 

(ii) for t = 0 the operator V 0 coincides with the original covariant deri­
vative V. 

The analyticity of the family of connections VI we understand as follows. 
Represent VI = V + Ot where O( E Al(M;End($)); then the curve t f--' Ot 
is supposed to be analytic with respect to any Sobolev norm; cf. section 3.3 
below. 

The corresponding self-adjoint operators Bt , constructed using the connec­
tions V t as explained above, will also be functions of the parameter t. Let '1t 
denote the eta-invariant of Bt. It is shown in [2] that '1t may have only simple 
discontinuities - integral jumps occuring when some eigenvalues of Bt cross 
zero. In other words, the limits 

lim '1( = '1+, 
1->+0 

lim '11 = '1-
1->-0 

(4) 

exist and the discontinuities (jumps) '1+ -=- '10 and '1- - '10 are integers; here 
170 denotes the eta-invariant of the operator Bo. Atiyah, Patodi and Singer [2] 
show that the integer 17+ - '1- has the meaning of infinitesimal spectral flow; 
the integers '1+ - '10 and '1- - '10 have the meaning of infinitesimal half flows. 

Our aim in the present paper is to compute these integral jumps '1+ - 170 
and 17 _ - 1'/0 in terms of some homological invariants constructed by means of 
the germ of the deformation V t • More precisely, we will express these jumps 
in terms of the germ of the deformation of the monodromy representation. 

1.3 Fix a base point x E M. Given a flat Hermitian connection V on $ there 
is the corresponding monodromy representation 

p: 11: = 1I:l(M,x) -+ U(Sx) 
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where $ x is the fibre above x E M and U ($ x) denotes the unitary group. We 
can express this by saying that $x has the structure of a left <C[n]-module, 
where for g E n and v E $ x the product g • v E $ x is the value of the flat 
section obtained from v E $x by parallel displacement along a loop represent­
ing g. 

When the flat connection is being deformed, the corresponding monodromy 
representation is deformed as well. Thus, we obtain from the family 'VI an 
analytic one-parameter family of left <C[n]-module structures on $x. In other 
words, we obtain a family of maps 

where t E (-8,8), such that for any t the map (g, v) f---7 g • tV is a linear unitary 
action of n on $,,, depending analytically on t. (The analyticity follows from 
Lemma 5.2 below.) 

Let (!) denote the ring of germs of complex valued holomorphic functions 
f : (-8,8) -+ <C at the origin. An element of (!) can also be represented by a 
power series 

fCt) = 2: antn, an E <C 
n~O 

having a non-zero radius of convergence. We will consider {!} together with the 
involution which is induced by complex conjugation on <C; it has the property 
that t = t (i.e., t is real). 

Let (!)$ x be the set of germs of holomorphic curves in tff x : a : ( -8,8) -+ $ x' 

It is a left {!}-module where 

(f . a)(t) = f(t) . aCt), f E (!), a E (!)$x . 

It is clear that (!)$x is free of rank m = dim@"x over (!). The Hermitian metric 
on the fibre @"X defines (by pointwise multiplication) the following bilinear 
map 

(5) 

which is Hermitian, non-degenerate and (!)-linear with respect to the first 
variable. 

Given a deformation of the monodromy representation as above consider 
the following map 

where g E n, a E (!)$x and g • a denotes the germ of the following curve 

t f--+ (g • a)(t) = g • (a(t» E $x 

This map defines a left (!)[n]-module structure on {!}$x. 

We arrive at the conclusion that "an analytic one parameter family of left 
<C[n]-module structures on $x" can be understood as a left module l' = {!}$x 
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over the ring lP[n] having the following properties: 

(a) "f/ is free of rank m = dim t&'x over lP and is supplied with a Hermitian 
form 

(,): "f/ x "f/-.lP; 

(b) the form (,) is non-singular and lP-linear in the first variable and 
anti-linear in the second variable; 

(c) (Jev,w) = (v,2w) for Je E lP[n],v,w E "f/. Here the involution acts on 
g E n as g = g-l; 

(d) If m denotes the maximal ideal of lP then there is an isomorphism 

of <C[ n ]-modules such that the form ( ,) reduces under this isomorphism to the 
original Hermitian form on the fibre t&'x. 

The pair consisting of the lP[n]-module "f/ and the form (,) on it will 
be referred to as a deformation of the monodromy representation. Thus, a 
deformation 'V( of a flat Hermitian bundle determines a deformation of the 
monodromy representation. In 5.3 we will describe "f/ as a monodromy of a 
locally flat presheaf over M. 

1.4 Now we will show that some standard homological constructions (using 
Poincare duality) lead to certain linking forms constructed from the deformation 
of the monodfomy representation. The linking form described here we will 
sometimes call homological or algebraic in order to distinguish it from another 
linking form also determined by the deformation which we will call analytic; 
it is constructed in Sect. 3. 

Consider the cohomology of the manifold M with local coefficient system 
defined by "f/; this we understand as 

and will denote it by H*(M; "f/). Here M is the universal cover of M and 
the group n acts on M from the left by covering translations; C*(M) denotes 
the singular chain complex of M. Note that H*(M; "f/) is a finitely generated 
lP-module. Since lP is a principal ideal domain the module Hk(M; "f/) can be 
represented as the sum 

of its lP-torsion Tk = Tk(M) and the free part Fk = Hk(M; "f/)jTk for every 
k = 0,1, .... Note that Tk(M) is finitely generated over <C. 

Let us construct now the homological linking form of the deformation 

(6) 

where I is the middle dimension of M, dim M = 21 - 1 and .A denotes the 
field of germs of meromorphic functions at the origin; note that an element of 
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A can be represented in the form of a Laurent series 

f(t) = E antn, an E <C 
n;;;-N 

for some non-negative integer N having non-zero radius of convergence. 

203 

Let A"Y denote .,It ® {!}"Y considered as a left A[n]-module. Since "Y. is 
free over {!} we have the following exact sequence 

which generates the exact sequence 

... -+ Hi-I (M; 0#11) -+ HI-1(M; A"Yj"Y) ~ HI(M; "Y) 

-+ HI(M;A"Y) -+ ... 

From this we obtain that the image of the Bockstein homomorphism b is 
precisely the torsion subspace im(b) = Tl. 

Finally, for IX, f3 E TI(M) we can define 

(7) 

where the cup-product is taken with respect to the natural pairing 

(A"Yj"Y) x "Y -+ jtj{!} 

determined by the Hermitian form (,) : "Y x "Y -+ {!}. One easily checks that 
formula (7) correctly defines a (-1 Y-Hermitian form 

{,} : TI(M) x Tl(M) -+ Aj{!} 

which is {!}-linear with respect to the first variable and {!}-antilinear with respect 
to the second variable. Poincare duality implies that it is non-degenerate. 

We will explain in Sect. 2 that a linking form determines (in a purely 
algebraic way) a sequence of signature invariants 

These appear in the following statement which is the main result of the present 
paper. 

1.5 Theorem Suppose that an analytic deformation (3) of a flat Hermitian 
vector bundle C is given. Let Bt be the corresponding analytic family of 
Atiyah-Patodi-Singer operators (2) and let 1'/+,1'/- and 1'/0 be the correspond­
ing eta-invariants, cf (4). Consider also the deformation of the monodromy 
representation "Y (cf 1.3), corresponding to \J t, where t E (-8, e) and the 
signatures ai, a2, ... of the linking form (6). Then the eta-invariant jumps are 
given by the formulae: 

1'/+ = 1'/0 + E ai, 
i;;;1 

(8) 
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In particular, we obtain that the jumps of the eta-invariant can be expressed 
through homotopy-theoretic (even homological) invariants. 

From formulae (8) it follows that the infinitesimal spectral flow '1+ - '1-
is given by 

(9) 

Note that formula (9) involves only odd signatures. Another nice formula which 
follows immediately from Theorem 1.5 is 

(10) 

It describes the deviation of '10 from the mean value of '1+ and '1- and involves 
only even signatures. 

Similar formulae were obtained by J. Levine (cf. [21], Theorem 2.3) for 
jumps of the signatures of knots; the present work actually emerged as the 
result of an attempt to understand the nature of those jump formulae. 

The proof of Theorem 1.5 is given in Sect. 6. The Sects. 2-5 are devoted 
to auxiliary material needed for the proof. 

2 Linking forms and their invariants 

2.1 In this section we will consider algebraic invariants of Hermitian pairings 
of the form 

(11 ) 

where T is a finitely generated torsion (D-module. As explained in the pre­
vious section, such forms appear as linking forms describing deformations of 
monodromy representations. Very similar algebraic objects appear in knot the­
ory as Blanchfield pairings of knots, cf. [21]. 

With any linking form (11) we will associate a spectral sequence of 
quadratic forms which will produce a set of numerical invariants. 

Recall that {D denotes the ring of germs of holomorphic functions and vi{ 

denotes the field of germs of meromorphic "functions. Thus, an element of (D 

has a representation in the form of a power series 

f(t) = L antn, an E <C 
n$l;O 

with non-zero radius of convergence; and element of vi{ can be represented 
by a similar power series having finitely many negative powers. {D and vi{ are 
considered together with the involutions induced by complex conjugation; t is 
assumed to be real, i.e., t = t. 

The (D-module T in (11) viewed as a vector space over <C is finite dimen­
sional; its {D-module structure is given by a nilpotent <C-linear endomorphism 
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t : T ----t T of multiplication by t E {!}, with t n = 0 for some n. The form (11) 
is assumed to be 

(a) Hermitian, i.e., {x,y} = {y,x} for all x,y,E T, where the bar denotes 
the involution of At I {!} induced from At; 

(b) {!}-linear, i.e., {tx,y} = t{x,y} for x,y,E T; 
(c) non-degenerate, i.e., the map T ----t Home;(T,AtI{!}) is an isomorphism. 

2.2 As an example consider the following pairing. Fix an integer i ~ 1 and a 
nonzero real c. Let T be {!} Iti {!}; as a vector space over CC it has a basis of the 
form x, tx, t2x, ... , ti- I x where x represents the coset of 1 E {!}. The pairing 

{,h.c:T(j:)T----tAtI{!} (12) 

is given by 
{x,x h.e = ct- i mod{!} . 

Note that in this example only the sign of c is important - changing c to AC 
with A > 0 gives a congruent form. 

2.3 Given a linking form (11), it defines the scalar form 

(13) 

where 
[x, y] = Res{ x, y} , 

the residue of the meromorphic germ {x, y}. In terms of the scalar form [,] 
one may write 

{x,y} = [x,y]t- I + [tx,y]t-2 + [t2x,y]t-3 + ... (14) 

for x, y, E T. Thus, the scalar form contains all the information. It has the 
following properties: 

(1) [x, y] = [y,x] (i.e., it is Hermitian); 
(2) the scalar form [,] is non-degenerate; 
(3) t: T ----t T (the multiplication by t E (!}) is self-adjoint with respect to 

the scalar form i.e., 
[tx,y] = [x,ty] 

for x,y E T. 

2.4 Denote 
T; = {x E Tjx = O} 

for i = 0,1,2, .... We have 0 = To C TI C T2, ... and T = TN = Too for 
large N. 

Note that Ti :) tTi+l , and the natural inclusion map Ti ----t Ti+1 induces an 
inclusion TdtTi+1 ----t Ti+dtTi+2. Denote 
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for large i the space Vi is equal to V 00 = TltT. Thus we have the sequence of 
vector spaces 

o = Vo C VI C V2 C ... C V 00 

On every Vi there is defined a Hermitian form 

Ii : V; x Vi --t <C 

where 
li(X,y) = [ti-Ix,y] 

for x, y, E Ti ; one easily checks that this formula correctly defines a form on 
Vi = TdtTi+l. 

Lemma 2.5 The annihilator of the form Ii : Vi x Vi --t <C is equal to Vi-I, 
i.e., 

ker(li) = Vi-I. 

Proof Using non-degeneracy of the scalar form [,] one first checks that T/" = 
tiT. If x E Ti and [ti-Ix,y] = 0 for any yETi then (i-Ix E T/- = (iT and thus 
(i-IX = h where Z E Ti+I. We obtain that x = tz + u with u E Ti - I . These 
arguments show that V;-I :J ker(l;). The other inclusion is obvious. 0 

2.6 Thus we obtain that any linking form 

defines an algebraic object which we will call a spectral sequence of quadratic 
forms (because of its similarity to spectral sequences). It consists of a flag of 
finite dimensional vector spaces 

o = Vo C VI C V2 C ... C V 00 = TilT 

(which actually stabilize, Vi = V 00 for large i) supplied with a sequence of 
Hermitian forms 

Ii: Vi x Vi --t <C, i = 0,1,2'00' 

such that 

(1) Ii vanishes identically for large i; 
(2) Vi-I = ker(l;). 

2.7 Using the spectral sequence of quadratic forms associated to a linking 
form one may construct a set of numerical invariants of linking forms. For any 
integer i ~ 1 let ni and ni denote the number of positive and negative squares 
appearing in the diagonalization of the Hermitian form Ii : Vi x Vi --t <C. Let 
(Ji denote the difference 

(Ji = ni - ni ; 
it is the signature of Ii. The numbers 
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are obviously invariants of the linking form. The invariants (Ji will be the most 
important for the sequel; we will call them signatures of the form (11). 

2.8 There is yet another spectral sequence of quadratic forms associated with 
any linking form (11), which is in fact more useful. 

Denote Wi = ti -I Ti for i = 1,2,.... Thus, WI = TI and we have a 
decreasing finite filtration 

For any integer i ~ define a Hermitian form 

Ai : Wi x W; --+ <C 

by Ai(X,y) = Res{a,y} where a E Ti is an element with ti-Ia = x. Clearly, 
the form Ai is correctly defined and is Hermitian. 

The following statement is similar to Lemma 2.5; it states that the set of 
forms Ai form a spectral sequence of Hermitian forms. Note that, the spectral 
sequence formed by W;'s, grows in the opposite direction compared with the 
spectral sequence of 2.6. 

Lemma 2.9 The annihilator of the form Ai : Wi x Wi --+ <C is equal to W;+ I and 
the induced nondegenerate form on W;/WHI has exactly n; positive squares 
and nj negative squares, where the numbers n; and nj are defined in 2.7. 
Thus, the signature (Ji can be also computed as the signature of the form Ai. 

Proof By Lemma 2.5, Ii induces a nondegenerate form on V;/V;-l; let us 
denote this induced form Ii. On the other hand, observe that Ai(X, y) = 
Res{ a, y} = 0 if x E Wi and y E Wi+ I. Thus, Ai induces a form ii on the 
factor W;jWi+ I. We claim that there is an isomorphism 

Ct.i : W;j Wi+ I --+ V;jVi- 1 

which intertwines between Ii and ii' This would obviously imply the statement 
of the Lemma. 

If x E Wi, represent x as ti-Ia for some a E T; and define Ct.i(X) to be equal 
to the coset of a in V;jVi- 1 = T;j(Ti- 1 + tTi+d. One easily checks that this 
map is correctly defined and has the properties mentioned above. D 

2.10 As an example consider the linking form (12) 

{, he: T ® T --+ .A/(!), 

where T = (!)/t i (!). In this case we obtain that Vj = 0 for j < i and ~ = <C 
for j ~ i. All forms Ij with j =l= i vanish; the i-th form l; has signature equal 
to the sign of the number c. 

Since the invariants n;, nj , (Ji are additive we obtain: 

2.11 Corollary Given a linking form (11) which is represented as an orthog­
onal sum of finitely many forms of type {, he (with different i and c), the 
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number nt is equal to the number of summands of type {, he with c positive 
and the number nj is equal to the number of summands {, he with c negative 
in the above decomposition. 

2.12 It is easy to show that any linking form (11) is diagonalizable, i. e. it is 
congruent to a direct sum of forms of the type {, he; we will not use this 
fact in the present paper and thus will leave it without proof. The uniqueness 
of this orthogonal decomposition follows from the previous arguments. Thus 
the numbers nt and nj determine the type of the form (11). 

A linking form 
{,}: T0 T -> At/{!} 

will be called hyperbolic if the {!}-module T can be represented as a direct sum 
T = A ED B such that the restrictions of the form {,} on A and on B vanish: 
{x, y} = 0 if either x, yEA or x, y E B (this can be expressed by saying that 
A and B are Lagrangian direct summands). 

Lemma 2.13 All signatures ai, i ~ 1 of a hyperbolic linking form vanish. 

Proof Suppose T = A ED B where A and B are Lagrangian direct summands 
(over (!}). Then for any integer i ~ 1 the vector space Ti (defined as in 2.4) 
is also a direct sum Ti = Ai ED Bi of vector spaces defined in a similar way 
by A and B respectively; thus the vector space Vi = Vi(T) is also given as 
a direct sum Vi(T) = Vi(A) ED Vi(B). By Lemma 2.5 the pairing Ii induces a 
non-degenerate pairing Ii on Vi( T)/Vi-I (T) and the signature of Ii is equal to 
ai. Thus we obtain that Vi(T)/Vi-I(T) is a direct sum 

and the form Ii vanishes on Vi(A)/Vi-l(A) and on Vi(B)/Vi-I(B). This implies 
that ai = 0 for all i ~ 1. 0 

2.14 We also mention the closely related notion of metabolic form. By defini­
tion, a form {,} is metabolic if there is a submodule AcT, of half the dimen­
sion (as vector space over CC) of T, such that {,}, restricted to A, vanishes. 
(We say A is a Lagrangian). When {,} is metabolic the individual signatures 
are not necessarily zero but we do have the property L:i?::la2i-1 = O. In fact, 
this equation is a necessary and sufficient condition for {,} to be metabolic. 
We will not prove these statements here since they will not be used in the 
present work. It is interesting to compare this to formula (9) above. The rela­
tions between hyperbolic and metabolic forms and related signature invariants 
are discussed more fully, in a special case, in [21]. 

2.15 As a concluding remark let us note that the study of skew-Hermitian 
forms (11) (i.e., forms satisfying {x, y} = -{y,x} for all x, yET together 
with (b) and (c) of Subsect. 2.1) can be automatically reduced to the case of 
Hermitian forms discussed above by multiplying the form by i = J=T. Thus 
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we define signatures (Jj,j ~ 1 of a skew-Hennitian linking fonn (11) as the 
corresponding signatures of the fonn i {, }. 

3 Jumps of the eta-invariant and signatures of the linking form determined 
by deformation of a self-adjoint operator 

We are going to establish that an analytic defonnation of a self-adjoint elliptic 
operator defines a linking fonn of the type studied in the previous section. We 
will call this linking fonn analytic in order to distinguish it from the algebraic 
linking fonn defined in lA. We will prove (it will be the main result of this 
section) that the jumps of the eta-invariant of the family of operators can be 
expressed through a combination of signatures associated to the analytic linking 
fonn. We will also compute explicitly the corresponding spectral sequence of 
quadratic fonns in tenns of the Taylor expansion of the family. 

The above mentioned linking fonn is constructed by studying the action of 
the family of the operators on genns of analytic curves of sections of a vector 
bundle. The idea of considering the family of operators as a single operator 
acting on the space of curves is actually the principal technical novelty of the 
present paper. 

We start this section by defining precisely the analytic curves we are going 
to use. 

3.1 First we recall some standard definitions. 
Let Q be an open subset of <C and let V be a complex topological vector 
space. A function f : Q ---> V is said to be weakly holomorphic in Q if v f is 
holomorphic in the ordinary sense for every continuous linear functional v on 
V. The function f : Q ---> V is called strongly holomorphic in Q if the limit 

limw--->z few) - fez) 
w-z 

exists (in the topology of V) for every z E Q. It is known that the above 
two notions of analyticity actually coincide if V is a Frechet space, cf. [29], 
Chapter 3. 

A function f : (a, b) ---> V defined on a real interval (a, b) with values in a 
Frechet space V is called analytic (or real analytic or holomorphic) if it is a 
restriction of an analytic function Q ---> V defined in a neighbourhood Q c <C 
of the interval (a, b). 

3.2 We will mainly consider analytic curves in spaces of smooth sections 
of vector bundles. Let M be a compact Coo Riemannian manifold (possibly 
with boundary) and let rff be a Hennitian vector bundle over M. For any 
integer k the symbol Yf k( rff) will denote the corresponding Sobolev space 
(defined as in Chapter 9 of [28]). Recall that the Sobolev space Yf k( If) with 
k E 7l fonn a chain of Hilbertian spaces (in the tenninology of [28]), which, 
in particular, means that Yfk(lf) is embedded into Yft(lf) for k > I (as a 
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topological vector space) and the intersection of all the spaces J'fk( C) coincides 
with J'foo(C) = COO{M). 

3.3 Definition Let 1 : (a,b) -+ COO(M) be a curve of smooth sections; we 
will say that 1 is analytic if for any integer k the curve 1 represents a (real) 
analytic curve considered as a curve in the Sobolev space J'fk( C). 

Note that any curve 1 : (a,b) -+ COO(M) which is analytic in the sense 
of Sect. 3.1 (i.e., by viewing COO(M) as a Frechet space) will be obviously 
analytic in the sense of Definition 3.3. The converse is also true, although 
the proof of this fact is not elementary; we are grateful to V. Matsaev for 
explaining this to us. The proof suggested by V. Matsaev uses interpolation 
theory of Hilbert spaces. Since we wish to avoid these analytic subtleties, and 
since the Definition 3.3 is the most convenient and entirely sufficient for our 
purposes, we will accept it and will never use the equivalence of the above 
two definitions in the present paper. 

Suppose that C and fJi' are two Hermitian vector bundles over M. Then 
any differential opemtor D : COO(C) -+ COO(fJi') of order t defines a bounded 
linear map of Sobolev spaces J'fk(C) -+ J'fk-t(fJi') (where k s t) and thus D 
maps analytic curves in COO(C) into analytic curves in COO (fJi'). 

3.4 We will now give the definition of analyticity for families of linear differ­
ential operators. 

Suppose that C and fJi' are two vector bundles over the manifold M and 
D/ E Difft ( C, fJi') is a family of linear differential operators of order t, depend­
ing on a real parameter t E (a,b). Let It(C) denote the jet bundle of order 
t, cf. [28], Chapter IV, Sect. 2. Then by Theorem 1 on page 61 of [28], the 
set Diff(C,fJi') can be identified with COO(Hom(f(C),fJi'». The latter is the 
set of smooth sections of a vector bundle; therefore we can consider analytic 
curves in this space of sections using the definition of analyticity given in 3.3. 

We accept the following definition: a curve of linear differential operators 
(a,b) -+ Difft(C,fJi') is called (real) analytic iff the corresponding curve of 
sections of the bundle Hom(lt (C), fJi') is analytic. 

The main property of analytic families of operators Dr, which we will 
constantly use, consists of the following: for any integer k s t the family of 
bounded linear operators D/ : J'fk(C) -+ J'fk-t(fJi') depends analytically on the 
parameter t (Le., defines an analytic curve in the Banach space of bounded 
linear operators J'fk(S) -+ J'fk-t(fJi') with the operator norm). 

From the above remark it follows that if I: (a,b) -+ COO(C) is an analytic 
curve 01 smooth sections and if D : (a,b) -+ Diff(C,fJi') is an analytic curve 
01 linear differential operators then the "evaluation curve" t I---> Dr(lt) is also 
analytic. 

We will formulate now a few simple lemmas which will be used later. 
Roughly speaking, they represent different converses of the statement of the 
previous paragraph. 

3.5 Lemma Let ,s be a Hermitian vector bundle over a compact Riemannian 
manifold M without boundary and let D/ E Diff(S,,s) be an analytic (in the 
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sense of 3.4) family of elliptic self-adjoint operators of order t > 0 defined for 
t E (a, b). Suppose that kerDt = 0 for all t E (a, b). If </J,"'; (a,b) -> Coo($) 
are two curves such that Dt(</J(t» = "'(t) for any t E (a,b) and the curve '" 
is analytic (in the sense of Definition 3.3), then the curve </J is also analytic. 

Proof Fix an integer k. Since ker Dt = 0, the operator Dt defines a linear 
homeomorphism Dt ; £k+t($) -4 £k($) (by the open mapping theorem, 
cf. [29], p.47) which depends analytically on t. Thus it follows that </J(t) = 
D;-l ("'( t» is an analytic curve in the Sobolev space £ k+l( $). Since this is 
true for any k, the statement follows. 0 

3.6 Lemma Let $ be a Hermitian vector bundle over a compact Riemannian 
manifold M without boundary and let D/ E Diffr($,$) be an analytic (in the 
sense of 3.4) family of elliptic self-adjoint operators of order t > 0 defined 
for t E (a,b). Suppose that </J,"'; (a,b) -4 C oo($) are two curves such that 
DI( </J(t» = "'(t) for any t E (a, b) and it is known that the curve'" is analytic 
in the sense of Definition 3.3, while the curve </J is analytic in a weaker sense -
as a curve in the Hilbert space £0($) = L2($). Then the curve ¢ is analytic 
in the sense of Definition 3.3 as well. 

Proof Choose a point to E (a, b) and an integer k ~ O. It is enough to prove 
analyticity of the curve </J ; (to - b,to + b) -> £k($) for some small b > 0 
(the restriction of the original curve </J onto a neighbourhood of to, considered 
as a curve in the Sobolev space £k( $». 

Let n denote the orthogonal projection of £0($) onto ker(Dlo ) C £00($). 
The operator 

is continuous, analytically depends on the parameter t, and is invertible for 
t = to. Thus it is invertible for t E (to - b, to + b) for some b > O. We have 

(DI + n)(</J(t» = "'(t) + n(</J(t». 

We claim that the right hand side of this equation is an analytic curve in 
the Sobolev space £ k-r( $). In fact, the first summand "'(t) is analytic in any 
Sobolev space, by assumption, while the second summand n( </J(t» belongs to 
a finite dimensional subspace ker D lo ' and it is given that it is analytic as a 
curve in Hilbert space L2($) = £0($). Since all linear topologies on a finite 
dimensional vector space are equivalent, we conclude that the curve n( </J( t» is 
analytic as a curve in £ k-r( $). 

Combining the remarks of the two previous paragraphs, we obtain that the 
curve </J ; (to - b, to + b) -4 ,n'H $) is analytic. 0 

3.7 Suppose again that $ is a Hermitian vector bundle over a compact 
Riemannian manifold M without boundary and DI E Diff t( $, $) is an analytic 
(in the sense of 3.4) family of elliptic self-adjoint operators of order t > 0 
defined for tEl = (a, b). In this situation there exists a parametrized spectral 
decomposition (cf. [16], Theorem 3.9, Chapter VII, Sect. 3) which consists 
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of a sequence of analytic (in L2($) = .Yl'o($)) curves <Pn(t) and a sequence 
of analytic real valued functions Jii t) (defined for all t E 1) such that Jin(t) 
represent all the repeated eigenvalues of Dr and <Pit) form the corresponding 
complete orthonormal family of eigenvectors of D t acting on the Hilbert space 
L 2( $) = .Yl' o( $). By the regularity theorem for elliptic operators, the curves 
<Pn(t) actually belong to COO ( $). 

We claim now that the curves of eigenfunctions <Pn(t), which appear 
in the parametrized spectral decomposition, are analytic in the sense of 
Definition 3.3, i. e., as curves in any Sobolev space .Yl'k( $). In fact, it is enough 
to apply Lemma 3.6 to the equation 

and observe that the operator Dt - Jin(t) depends analytically on t while the 
curve on the right (the zero curve) is analytic. 

3.8 Construction of the linking form 

Let $ be a Hermitian vector bundle over a closed Riemannian manifold M. 
The symbol (9COO($) will denote the set of germs, at t = 0, of all analytic 
curves (-e, e) ~ COO ( $) in the sense of Definition 3.3. It is a left module over 
the ring {9 of germs of analytic curves on the complex plane (via the pointwise 
multiplication), which has already appeared in Sect. 2. There is also a "scalar 
product" 

(15) 

(the pointwise scalar product of curves of sections), which is (9-linear with 
respect to the first variable and skew-linear with respect to the second variable. 

Suppose that Dt E Difft ( $, $) is an analytic curve of elliptic self-adjoint 
differential operators of order t > 0 defined for t E (-e, e), cf. 3.4. Then it 
defines the following single map 

(16) 

where for IX E (9COO($) the germ D(IX) represents the curve t ~ Dt(lX(t». It 
is clear that D is an {9-homomorphism. Consider the image of D and a larger 
(9-submodule <t l(im(D» C (9COO($) consisting of germs IX with the property 
that tklX belongs to im(D) for some k > 0; here tk denotes the element of the 
ring (9 represented by the curve t ~ tk. Now define 

T = <t l(im(D»/im(D) ; (17) 

it is a module over {9. 
Let .A denote the field of fractions of {9; in other words, .A is the field 

of germs at 0 of meromorphic curves on <C. Let us define the linking pairing 

{, } : TxT ~ .A/{9. (18) 
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If IY., f3 are two given elements of T, represent IY. and f3 by germs of curves 
f and g in (rJCOO(0') correspondingly; then tk f = D(h) for some k > 0 and 
hE (rJCOO(e). Now we define 

(19) 

One easily checks that the definition is correct. We will also refer to (18) as 
the analytic linking form associated with the deformation Dt • 

3.9 Theorem (1) The analytic linking pairing (18) (constructed out of an 
analytic family of elliptic self-adjoint operators Dt : COO(0') -+ COO(0'), where 
-e < t < e, acting on sections of a Hermitian vector bundle 0' over a 
closed Riemannian manifold M), is Hermitian, {rJ-linear with respect to the 
first variable and non-degenerate and the (rJ-module T is finite-dimensional 
over G::; (2) Let rJ(Dt ) denote the eta-invariant of the operator Dt (cf. [14]) 
and let rJ± denote the limits 

rJ± = lim rJ(Dt )· 
t->±O 

Then the following jump formulae hold: 

rJ+ = rJo + L (Ji, 
i~l 

rJ- = rJo + L (-IY(Ji; 
i~l 

(20) 

(21 ) 

here rJo denotes rJ(Do) and {(Ji} denote the signatures of the linking pairing 
{, }, introduced in Sect. 2. 

Proof Consider the parametrized spectral decomposition ¢n(t), /In(t) where 
n = 1,2, ... , and tEl = ( -e, e), of the analytic self-adjoint elliptic family Dt , 

mentioned in Subsect. 3.7. For every value of tEl the vectors ¢n(t) form a 
complete orthonormal system of eigenvectors of Dt with eigenvalues /In( t) and 
we know that /In(t) are analytic functions of tEl and the curves of sections 
¢n(t) are analytic in the sense of Definition 3.3, as shown in 3.7. 

From the ellipticity of Dt it follows that there exist only finitely many 
numbers n such that /In(O) = O. We can suppose that the numeration of the 
eigenfunctions and the corresponding eigenvalues has been arranged so that 

(1) /In(O) = 0 but /In(t) is not identically zero for n = I,2, ... ,N; 
(2) /lnCt) == 0 for n = N + I,N + 2, ... ,N]; 
(3) /In(O)=l=O for all n > N]. 

The proof of the Theorem will be based on the following statement: 

Claim. For any curve t/! : ( -e, e) -+ COO( 0'), which is analytic in the sense of 
Definition 3.3 and satisfies 

(¢n(t),t/!(t»=O forn= I,2, ... ,N] 
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(where we use the L 2( cS') = yt' o( cS')-scalar product), there exists a curve <p: 
( -8,8) --> Coo (cS') satisfying 

(1) Dt(¢(t» = ljJ(t) for all t E (-8,8); 
(2) (¢it), ¢(t» = 0 for n = 1,2, ... ,NI ; 

and the curve ¢ : (-8,8) --> Coo( cS') is analytic in the sense of 3.3. 

Such curve ¢ is actually unique but we will not need this fact. 

Proof of the Claim. For any t E (-8,8) let nt : yt' o( cS') --> yt' oo( cS') denote 
the orthogonal projection onto the finite dimensional subspace generated by 
¢I (t), ... , ¢Nl (t). Represent nt = n; + n;' where n; is the projection onto the 
subspace generated by the curves ¢n(t), with I ~ n ~ N, and n;' is the 
projection onto the subspace generated by the curves ¢n(t) with N + 1 ~ n ~ 
NI. These operators naturally define operators acting on all Sobolev spaces. 
From the fact that the curves ¢n(t) are analytic in the sense of 3.3 (cf. 3.7) it 
follows that the operators 

analytically depend on t for any integer k. 
Consider the operators 

they form an analytic family of linear homeomorphisms (i.e., an analytic curve 
in the space of bounded linear operators yt'k( cS') --> yt' k-t( cS') with the operator 
norm topology). It follows that the equation 

admits a unique solution ~(t) which lies in COO(cs') and is analytic in the sense 
of definition 3.3. Since nt(ljJ(t»"= 0 and n;'(Dt(~(t))) = 0 we obtain 

n;(Dt(~(t») + n;(~(t» = 0 and n;'(~(t» = o. 
Moreover, since n;( ~(t» is an eigenvector of Dt with eigenvalue -1 and on the 
other hand it is a sum of eigenvectors each of whose eigenvalues has constant 
term 0, we obtain n;(~(t» = O. Thus, if we set ¢(t) = ~(t), then Dt¢ = ljJ 
and nt¢ = O. This completes the proof of the Claim. 

Now we may easily finish the proof of Theorem 3.9. Given a germ of 
an analytic curve f E (1)Coo(cS') we can find (using the Claim) a germ g E 
(1) Coo ( cS') with 

f - n,j = D(g), 

Here we use the notation introduced in the proof of the Claim. Since the 
projection n;' vanishes on (£: l(im(D» we obtain that: 

I (i) a germ f E (1)Coo (cS') belongs to im(D) if and only if n;(f) E im(D) 
and n;'(f) = 0; 
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(ii) a germ f E mCOO(tff) belongs to (£ l(im(D» if and only if n;(I) E 
(£ l(im(D» and n;'(I) = O. 

Now we see that the germs of eigenfunctions ¢1(t),¢2(t), ... ,¢N(t) gen­
erate T as a module over m. The full set of relations of T is given by 
J.1n(t)¢n(t) = 0, where n = 1,2, ... ,N. 

Computing the linking form on the elements ¢n E T, where 1 ~ n ~ N, 
representing the eigenfunctions, we obtain 

{ 
0, for iot- j 

{¢i,¢j} = (.(t»-l d/n " . _ . J.1, mo lY, lor I - ] 
(22) 

We also obtain that the invariant nt of the linking form (18) (which was 
defined in Sect. 2) is equal to the number of eigenvalues J.1n(t) having the 
form J.1n(t) = tilin(t) where lin(O) is positive. Similarly, the invariant nj of 
the linking form is equal to the number of eigenvalues J.1n(t) having the form 
J.1n(t) = tilin(t) where lin(O) is negative. 

Since (Ji = nt - nj, we obtain that the jump of the eta-invariant 11+ - 110 
is given by Ei<; 1 (Ji· The second formula follows similarly. 0 

3.10 We are now going to explicitly compute the spectral sequence of quadratic 
forms (described in 2.8) of the linking form of the self-adjoint analytic family 
Dt , constructed in 3.8. We will show that this spectral sequence of quadratic 
forms can be expressed in terms of the kernel of the undeformed operator 
ker(Do) (the space of "harmonic forms") and the pairings on it given by the 
terms of the Taylor expansion of the family 

Dt = Do + tD I + t2 D2 + ... 
We want to emphasize that each form of the spectral sequence uses only finitely 
many derivatives Di • 

First, we are going to identify the initial term WI = TI = {et E T; let = O} 
of this spectral sequence, cf. 2.8. According to the definition of Subsect. 3.8, 
any element et E TI can be represented by an analytic germ ett E COO(tff) 
such that 

tett = Dt(f3t) 

for some analytic germ f3t E COO(tff). The curve f3t determines et while adding 
to f3t a curve of the form trt does not change the class of et in T. Thus, we 
obtain that the initial term 130 of the Taylor expansion 

f3t = 130 + tf31 + Pf32 + ... 
determines the class et E WI. The section f30 must satisfy Do(f3o) = O. Let 
1: C ker(Do) denote the set of all s E COO(tff) satisfying Di(S) = 0 for every 
i ~ O. Thus we obtain that: 

the initial term of the spectral sequence of quadratic forms associated 
with the linking form of an analytic self-adjoint family, is given by 

WI = ker(Do)/1: . 
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Let us now compute the first form Al : WI x WI ~ <C, defined in 2.8. 
Suppose that f3o,f3~ E ker(Do)/l.' are two elements representing lX,rt.' E TI = WI 
correspondingly. Then, we have tlXI = DI(f3o) and tlX; = Dt(f3~) and, combining 
our definitions, we get 

Thus, we obtain the following statement, which in the case of three dimensional 
manifolds was established by P. Kirk and E. Klassen [17]: 

3.11 Corollary The first Hermitian form Al : WI x WI ~ <C can be identified 
with the form on ker(Do)/l.' induced by the first derivative DI. In particular, 
the first signature 0"1, as well as the invariants ni and nj, can be computed 
as the corresponding invariants of the Hermitian form on ker(Do) given by 
(x,y) ~ (Dlx,y). 

By the construction of 2.8, the annihilator of Al is W2, and there is a form 
),2 defined on W2 with annihilator W3, and so on. We will describe all these 
forms Ai as follows. 

3. I2 By 2.8, Wi = ti- I Ti C WI. An element IX of Ti can be represented 
by a curve IXt E COO ( $') such that ti IXt = Dt (f3t) for some analytic curve 
f3t E COO ($'). We observe that the first i coefficients of the Taylor expansion 
f3t = 130 + tf31 + (2132 + ... determine the class of IX E Ti. In other words, an 
element of Ti can be described by a polynomial curve 

f3t = 130 + tf31 + ... + ti- 1 f3i-! 

of degree i - 1 satisfying the following system of equations 

{

D0f30 = 0 

Dlf30 + Dof31 = 0 

Di- If3o + Di- 2f31 + ... + Dof3i-! = 0 

(23i) 

Thus, we obtain that an element of Wi = ti- 1 Ti can be identified with the 
set of all 130 E ker(Do)/l.', such that the system of equations (23i) admits a 
solution with the given 130' 

Suppose now that /30, f3~ E Wi are two such elements. We want to com­
pute their product Ai(f30,f3~). Denote /3t = 130 + tf31 + ... + ti- If3i_l where 
f31,f32, ... ,f3i-! form a solution of (23i) with given 130. Then Dtf3t = tilXt for 
some analytic curve IXt. We can similarly define 13; and IX;. According to our 
definitions given in 2.8, 3.8, we obtain 

Ai(f30,f3~) = Res{IX(,ti-!IX:} = Res{ti-IlXt,IX:} 

= Res t- l(f3l, IX:) = (130, IX~) 

= (f30,Dif3~ + Di- If3; + ... + Dlf3~_I) 
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Thus we have established 

3.13 Corollary The i-th term Wi C ker(Do)/E of the spectral sequence of 
quadratic forms determined by the linking form (18) consists of all Po such 
that the system (23i) has a solution with the given Po. If Po, P~ E Wi are two 
elements then their product }'-;(Po, P~) E <C is given by 

Ai(PO,P~) = (PO,DiP~ +Di-'P~ + ... + D,p:_,) 

where p~, P;, ... ,p:_, form a solution of (23i). 

3.14 As an application of the above general results, consider deformations of 
fiat bundles. 

Suppose that \7(, for -8 < t < 8, is an analytic family of flat connections 
on a vector bundle ~ over a compact Riemannian manifold M of odd dimension 
21 - 1. We assume that all \7( preserve a fixed Hermitian metric on ~. Then 

\7( = \7 + L: tiQi , 
i~' 

where \7 = \70 and Qi E A'(M;End(~» are I-forms with values in the bundle 
of endomorphisms. The latter bundle has a natural flat structure induced by \7, 
and from \7~ = 0 it follows that the first form Q, is flat \7(Q,) = O. Thus, it 
determines a cohomology class 

Consider now the following bilinear form 

given by 
q(a, P) = (w, . aU p, [M]) , 

where a,p E Hl-'(M;~), the product w, . a belongs to HI(M;~) and the 
cup-product U uses the Hermitian metric on ~. 

The form q is (-1 )l-Hermitian; this fact can be easily verified using the 
assumption that all \7( preserve the Hermitian metric. Let sign(q) denote the 
signature of the form q, if I is even, and the signature of iq = yCT . q, if I 
is odd. 

The following result essentially coincides with Theorem 5.1 in [17]. 

3.15 Corollary In the situation described above, consider the family of 
Atiyah-Patodi-Singer operators 

Bt : Aev(M;~) ---> Aev(M;~) , -8 < t < 8, 

where B(¢ = il( -1 )P+l( *\7( - \7(*)¢ acting on a form ¢ E A2p(M; ~). Then 
the first signature IT, of the linking form 3.8 associated with this analytic 
self-adjoint family of elliptic operators B( is equal to sign(q). 
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Proof Applying Corollary 3.11, we obtain that the first signature 0"1 can 
be computed as the signature of the pairing (x,y) I--t (B1x,y), where BI = 
±( *Ql - Q1 *), acting on the space of harmonic forms of even degrees with 
respect to the flat connection \7. We can identifY the above space of har­
monic forms with Hev(M; tff). Our aim now is to find a form on the middle 
dimensional cohomology with the same signature. 

We will use the following well-known fact: let I : X x X -+ <C be a 
Hermitian form on a finite dimensional vector space X and let A C B C X be 
subspaces such that A.L = B + K, where K is the annihilator of I, K = X.L. 
Then the signature of the induced form on BIA is equal to sign(l). 

Consider first the case when the number I is odd, i.e., I = 2r - I, and so 
the dimension of M is 4r - 3. Let A be the direct sum of all H2k(M; tff) with 
k < r - I; let B denote the direct sum of all H2k(M; tff) with k ~ r - 1. 
Applying the above mentioned fact to this situation we get that the signature 
0"1 is equal to the form on Hl-I(M; tff) given by 

(rx,p) I--t i . (*Qrx,p) = iJ Qrx/\ 13 
M 

as applied to the harmonic representatives. It is well-known that the last pairing 
can be expressed in terms of the cup-product on homology. This proves our 
statement in the case of odd I. 

In the case of I even the arguments are similar. We apply the above lemma 
to the subspace A, being the sum of all H2k(M; tff) with k > r, and to the 
subspace B, equal to the sum of all H2k(M; tff) with k ~ r. By the lemma, we 
obtain that 0"1 is the signature of the form on H2r(M; tff) given by 

(rx,p) I--t (Q * rx,p) = J Q * rx/\ *13. 
M 

IdentifYing H2r(M; tff) with HI-l(M; tff) via *, we arrive at the statement of 
the theorem. 0 

Higher terms of the spectral sequence of quadratic forms determined by the 
family Bt can also be computed using the arguments of 3.12 and Corollary 3.13. 
P. Kirk and E. Klassen showed in [19] that this spectral sequence can be 
expressed in terms of higher Massey products. 

We will not continue along this line here, because our Theorem 1.5 gives 
a simple general answer in homological terms. 

4 Parametrized Hodge decomposition 

4.1 Suppose that we have a closed oriented Riemannian manifold M of dimen­
sion n and a flat Hermitian vector bundle tff of rank mover M. Assume that 
an analytic deformation of the flat structure of <I is given; this means that we 
have an analytic one-parameter family of flat connections 

(24) 
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where t E ( - E, E), 'V; = 0 and the Hermitian metric on Iff is flat with respect to 
every 'VI' Note that analyticity of the family 'V t we understand as in Sect. 3.4; 
in the present situation this means that 'VI = 'Vo + 2:::1 tiQi where Qi E 
AI (M; End( Iff)) and the power series converges in any Sobolev space. 

These data determine a deformation germ of the twisted De Rham complex 

... -+ Ak (M; Iff) ~ Ak+ 1 (M; Iff) ~ Ak+2(M; Iff) -+ ... 

Instead we will study the following single cochain complex of CD-modules 

... -+ CDAk(M; Iff) ~ CDAk+I(M; Iff) ~ CDAk+2(M; Iff) -+ ... (25) 

Here the symbol CDAk(M; Iff) denotes the set of germs of analytic curves in 
Ak(M; Iff) (defined as in 3.8) and the map 'V acts by the formula 

(26) 

for a E CDAk(M; Iff), Il(: (-E, E) -+ Ak(M; Iff), t E (-E, E). 
The chain complex (25) will be called the germ-complex of the deforma­

tion; it is the central object in our study of the deformation 'VI' The purpose 
of this section is to prove a version of the Hodge decomposition theorem for 
this complex. 

4.2 Recall first the operators which an~ defined on the twisted DeRham com­
plex. Every space Ak(M; Iff) of smooth k-forms carries a Hermitian scalar prod­
uct determined by the metrics on M and on Iff. The Hodge duality operator 

(27) 

satisfies 
(cp, 1jJ) = J cp 1\ *1jJ, cp, IjJ E Ak(M; Iff), (28) 

M 

where (cp, 1jJ) denotes the scalar product and 1\ denotes the exterior product 

(29) 

determined by the metric on Iff (here Ak+I(M) denotes the space of complex 
valued (k + I)-forms on M). Note that this exterior product satisfies 

a 1\ f3 = (-1 )kl f3 1\ a, a E Ak(M; Iff), f3 E Al(M; Iff) . 

These structures on the twisted De Rham complex determine (by pointwise 
extension) the following objects on the germ-complex (25). The scalar product 
(28) defines the following bilinear form 

(30) 

where for germs of maps a, f3 : (-e, e) -+ Ak(M; Iff) their product is given by 

(a,f3)(t) = (o:(t),f3(t)), t E (-e,e). 
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This fonn is {9-linear in the first variable, Hennitian 

(a, fJ) = (fJ, a) 

and positive definite; the latter means that the scalar square (a, a) E {9 is a 
genn of a real curve assuming non-negative values and (a, a) = 0 if and only 
if a = O. 

In a similar way the Hodge duality operator (27) and the exterior product 
(29) detennine the following maps 

*: (9Ak(M;I&") -. (9An-k(M;I&") 

A : (9Ak(M; 1&") x (9A i(M; 1&") -. (9Ak+ i(M) 

(31 ) 

(32) 

where (*a)(t) = *(a(t)) for a E (9Ak(M;I&"), t E (-8,8) and (aAfJ)(t) = a(t)A 
fJ(t), fJ E (9AI(M; 1&"). The star-operator (31) is {9Ao(M)-linear and satisfies 

* * a = (-1 )k(n-kla 

A relation between the star (31), the exterior product (32) and the "scalar 
product" (30) is given by the fonnula 

(a, fJ)(t) = J( a A *fJ)(t) 
M 

Let 

be given by 
\I'(a) = (-1 t(k+ll+l * \I * (a) 

for a E (9Ak(M; 1&"). If fJ E (9Ak- 1(M; 1&") then 

(a, \lfJ) = (\I'a,fJ) E {9 

which means that \I' is dual to \I with respect to the product (30). 
Let 

LI : (9Ak(M; 1&") -. (9Ak(M; 1&") 

be the Laplacian LI = \1\1' + \1'\1. 
An element a E (9Ak(M; 1&") is called harmonic if Lla = O. Since 

(Lla,a) = (\la, \la) + (\I'a, \I'IY.) 

(33 ) 

(34) 

(35) 

and the scalar product is positive definite we obtain that a fonn a E (9Ak(M; 1&") 
is hannonic if and only if \la = 0 and \I' a = O. The set of all hannonic fonns 
in (9Ak(M;I&") will be denoted Hark. It is an {9-module. 

The following theorem is the main result of this section. In its statement we 
use the notation introduced in 3.8: if X c Y is a {9-submodule of an {9-module 
Y then (£: I(X) denotes the set of all y E Y such that fy belongs to X for 
some nonzero f E {9. 
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4.3 Theorem Suppose that an analytic deformation \It of a flat Hermitian 
vector bundle g over a compact manifold M is given, cf Subsect. 4.1. Con­
sider the germ-complex of (!)-modules (25) determined by this deformation. 
Then: 

(1) the following decomposition holds: 

and the summands of this decomposition are orthogonal to each other with 
respect to scalar product (30); 

(2) the (!)-module Hark of harmonic forms is free of finite rank; 
(3) the factor-modules 

and 

are finitely generated torsion (!)-modules; 

(37) 

(38) 

(4) the homology of the complex (25) is finitely generated over (!) and is 
isomorphic to 

where 
(39) 

is the torsion part of the homology and Hark is the free part of the homology. 
(5) the star operator (31) establishes {!)-isomorphisms 

where we denote 

k "" n-k r -..-., e (40) 

(41 ) 

Proof of a similar theorem in the more general situation of elliptic com­
plexes is given in [10], Sect. 3. The last statement (5) is absent in [10] (since 
it is meaningless for general elliptic complexes), but this statement obviously 
follows from the definitions. 0 

5 De Rham theorem for the germ-complex 

In this section we are going to prove the following statement which is similar 
to the classical De Rham theorem. 

5.1 Proposition Let \It be a deformation of flat a Hermitian bundle and let 
the (!)[n]-module "f/ be the corresponding deformation of monodromy rep­
resentations as defined in Subsect. 1.3. Let H*(M; "f/) be the cohomology 
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with coefficients in "1/, cf Subsect. 1.4. Then there is a canonical isomor­
phism between H*(M; "1/) and the cohomology of the germ-complex (25). 
Moreover, if the dimension of the manifold M is odd, n = 21 - 1, then the 
linking form (6) corresponds under this isomorphism to the (-1 )/_ Hermitian 
form 

which is given on the classes [f], [f'] E -rl by the formula 

{[f], [f']}(t) = t-k J g(t) 1\ f'(t) mod {!} (42) 
M 

where g E (!}Ak-1(M;tff) is any solution of the equation tkf = Vg. 

The proof (cf. Subsect.5.3 below) is based on the following analytic fact: 

5.2 Lemma Let tff be a vector bundle over a closed n-dimensional ball M 
lying in Euclidean space lR n and let V t, with t E (-8,8), be a family of flat 
connections on tff which is analytic in the sense of 3.4. Fix a point p E M 
and a vector e E tffp in the fiber above p. For every t E (-8,8) there exists 
a unique section St E COO(tff) such that Vt(stJ = 0 and St(p) = e, cf [20], 
Chapter 1. Then the curve of sections (-8,8) -+ COO(tff), where t f---+ St, is 
analytic in the sense of 3.3. 

The proof is given in 5.4. 

5.3 Proof of Proposition 5.1 The arguments are standard; we will describe 
them briefly for completeness. 

Let us define presheaves ~ i, where i = 0, 1,2, ... , on M. For an open 
set U C M let ~i(U) denote (!}coo«AiT*(M) @ tff)lu); in other words, the 
sections of ~i are germs of analytic curves of i-forms over U with values 
in tff. Analyticity of curves of forms over an open set U is understood in the 
following sense: for any compact submanifold C C U, the curves of restrictions 
to C are supposed to be analytic with respect to Definition 3.3. Note that 
~i(U) has the natural structure of an {!}-modu1e and the restriction maps of 
the pre sheaf are (!}-homomorphisms. 

The path of flat connections V t on tff defines a homomorphism V : ~i --+ 

~i+l for every i = 0,1,2, ... , acting as follows: let W = (Wt) be an analytic 
curve of i-forms over U; then V (w) is a curve of (i + I)-forms represented 
by t f---+ Vt(Wt). It is clear that V 2 = O. 

Let ~ denote the following pre sheaf: 

~(U) = ker[V: ~o(U) --+ ~1(U)]. (43) 

According to Lemma 5.2, 23 is a locally trivial pre sheaf of flat analytic curves 
of sections of tff, i.e., analytic curves of sections St such that Vt(St) = O. In 
fact, if U C M is a disk then ~(U) is isomorphic to {!}tffp - the set of analytic 
curves in the fiber over a point p E U. 
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We claim now that for any disk U C M the sequence 

is exact. To prove this, fix a point p E U and a frame in the fiber 
el,e2, ... ,em E tffp . By Lemma 5.2 we may find germs of curves SI"",Sm E 
!B(U) such that Sk(p) = ek for k = 1,2, ... ,m. Now, any W E ~i(U) can 
be uniquely represented as W = 2::=1 WkSk where Wk E (9A i(U). We see that 
\7(w) = ° if and only if dWk = ° for all k = 1,2, ... , m. The usual proof of the 
Poincare Lemma (cf., for example, [31], 4.18) shows that if Wk is an analytic 
curve of closed differential i-forms on U then there exists an analytic curve of 
(i - 1 )-forms Vk with dVk = Wk; the construction of such forms Vk described in 
[31], 4.18, uses contraction of the curve of forms Wk with a vector field and 
then integration and so it produces curves of forms analytic with respect to the 
parameter. Denote v = 2::=1 VkSk. Then v E ~i-I(U) and \7v = w. 

Let U = {Ua } be a good finite cover of M, i.e., a cover by interiors of 
closed disks such that all intersections of the sets of U are also disks. Consider 
the Cech-De Rham complex K = EBKM, where KM = CP(U, ~q) is the 
module of Cech p-cochains of the cover U with coefficients in the presheaf 
~q, cf. [7], Chapter 2. The bigraded complex K has differential D = D' +D", 
where D' is the Cech differential (it has degree (1,0)) and D" acting on KM 
is equal to (-1)P\7. The differential D" has degree (0,1). 

Let LI denote the Cech complex CP(U,!B) and let il : LI ---- K denote 
the natural inclusion C P(U, !B) ---- C P(U, ~ 0); let L2 denote the germ-complex 
(25) and let i2 : L2 ---- K denote the natural inclusion (9Aq(M; tff) ---- CO(U; ~q). 
Since the presheaves ~ q are fine and the sequences (44) are exact over all 
intersections of the sets of U, the usual arguments, using the spectral sequence 
of the bicomplex K, cf., for example [7], Chapter 3, show that both maps il and 
i2 induce isomorphisms in cohomology. Thus, the cohomology of the germ­
complex is isomorphic to the sheaf cohomology H*(U,!B) which, as it is well 
known, is isomorphic to cohomology with local coefficients H*(M, "Y), where 
"Y is the local system determined by the monodromy of the locally constant 
sheaf !B. Obviously, "Y is the deformation of the monodromy representation as 
defined in 1.3. 

We are left to prove the second statement of Proposition 5.1, concerning 
the linking pairings. To do this we have to compare multiplicative structures 
on the germ-complex and on the Cech complex C*(U,!B). 

Let K' denote the complex constructed similarly to K with respect to the 
trivial line bundle instead of tff and the exterior derivative d instead of the 
path of flat connections \7/. In other words, K'M = CP(U, (9Qq), where W 
denotes the sheaf of differential forms. Similarly, let L; denote C*(U, (9) and 
L~ denote the complex (9Q* (the germs of curves in the De Rham complex). 
We have the obvious imbeddings h : L; ---- K' and h : L~ ---- K' which induce 
isomorphisms in cohomology. 

The multiplicative structure in the Cech-De Rham complex K, which uses 
the Hermitian scalar product on the bundle tff to define the wedge product 
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of form with values in g, and is given by a formula similar to [7], p. 174, 
determines the chain map 

K@K -+K'. (45) 

Here K denotes the complex K with the <C-module structure twisted by complex 
conjugation. 

Similarly, there are products L\ @ I] -+ L~ and L2 @ £2 -+ L~, which are 
restrictions of the product (45). In other words, these products are related by 
the following commutative diagrams 

L\@£\ L' ] L20I2 L' 2 

1 "O', 1 j, 1 ,,0', lh 
K0K K', K0K K' 

Let 82 : L~ -+ (!) be the (!)-homomorphism given by the fundamental class 
of M; in other words 

82(Wt) = J Wt 
M 

(the above integral is defined to be zero if the degree of the forms Wt is 
not equal to n = dim M). 82 is a cocycle, i.e., it vanishes on coboundaries. 
Thus there exists a cocycle 8 : K' -+ (!) of degree n such that 81L' = 82• 

2 

Denote 8] = 81L, : L~ -+ (!); it represents the fundamental class of M in Cech 
cohomology. 

Each of these cocycles determines, in a standard way, a linking pairing 
on the corresponding complex. For example, the cocycle 8\ together with the 
product L\ 0 I\ -+ L~ determine the linking pairing on Cech cohomology, 
which is identical with the pairing (7) described in Subsect. 104. The linking 
pairing corresponding to the cocycle 82 and to the product L2 @ £2 -+ L~ is 
the one which was described in the statement of Proposition 5.1. They are 
isomorphic to the linking pairing on the torsion subgroups of the cohomol­
ogy of K which is constructed by using the product K @ K -+ K' and the 
cocycle 8. 0 . 

5.4 Proof of Lemma 5.2 We are thankful to V. Matsaev who suggested the 
idea of the following arguments. 

We may suppose that the vector bundle g has been trivialized and that 
the connections \It are of the form d + Q, where Q = Q(x, t) is a matrix 
valued I-form on M which depends on the parameter t analytically (in sense 
of Definition 3.3). We will also suppose that M is the ball of radius 1 in IR n 

and that p = 0 is its center. 
Let 
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be the radial vector field and let the matrix valued function F(x, t) be defined 
as evaluation of Q(x, t) on the vector field Z. Then solving the system of linear 
differential equations of parallel displacement along the radius joining a point 
x E M with the center 0 E M, we obtain the following formula for the flat 
section SI(X) 

00 

SI(X) = L (-Ixll J F(rlx,t) ... F(rkx,t)drl ... drk . e. (46) 
k=O O;;;rk;;;···;;;rl;;;1 

This power series converges absolutely, cf. [13], Chapter 14, Sect. 5. 
Let W c <C be a neighbourhood of the interval (-6,6) such that the curve 

of I-forms Q(x,t), where t E (-6,6), can be extended to an analytic curve 
t f---+ A1(M;End($» defined for all t E W, where A1(M;End($» is supplied 
with the L2 = .n"o-topology. Each term of the series (46) is an analytic function 
mapping W to .n"o(End($»; thus the series represents an analytic function and, 
therefore, the curve of sections SI is analytic as a curve in .n" o( $). 

We will show now that Sf is analytic as a curve in any Sobolev space 
.n"k($). Let \7 denotes the connection \71 for t = O. Then the covariant deriva­
tive of SI along any vector field X is equal to 

\7 X(SI) = -Q(X) . SI . (47) 

Since the right hand side is analytic as a curve in .n" o( $) we obtain that SI 

is analytic as a curve in .n" I ($). For any other vector field Y, differentiating 
(47) we obtain 

\7 y \7x (S,) = -\7 y (Q(X» . SI + Q(X)Q(Y) . SI 

By our assumptions the curve of I-forms Q and all its derivatives are analytic 
as curves in .n" o. Thus we obtain from the last equation that SI is analytic as 
a curve in .n"2($). 

Continuing similarly, by induction, we establish analyticity of SI in the sense 
of 3.3. 0 

6 Proof of Theorem 1.5 

6.1 Suppose that M is a closed oriented Riemannian manifold of odd dimension 
21 - I and $ is a flat Hermitian vector bundle over M. Suppose also that a 
deformation of the flat structure of $ is given. This means that we have a 
family of flat connections \71, preserving the Hermitian metric on $. Then the 
family of Atiyah-Patodi-Singer operators BI is defined 

all BI being elliptic and self-adjoint. We want to compute the infinitesimal 
spectral flow of this family. According to our general results (cf. Sect. 3, 
Theorem 3.9) we have to study the signatures of the analytic linking form 
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of this deformation which is given by the general construction of Sect. 3 ap­
plied to the self-adjoint family Bt • Our aim here is to compare this analytic 
linking form with the algebraic or homological linking form (6) constructed 
in 1.4. 

In general, the analytic linking form can be understood if we know the 
action of the deformation on germs of holomorphic curves with values in 
Aev(M;C), cf. (16). The action of the Atiyah-Patodi-Singer operators Bt on 
holomorphic curves with values in Ak(M; C) can be deduced from Theorem 4.3. 
We will see that the information given by this theorem is complete enough for 
our purposes. 

In order to simplifY the notations we will denote the modules appearing in 
Theorem 4.3 as follows 

Xk = \7(CDAk-I(M; C», 

yk = \7'(CDAk+I(M;C» 

Then the decomposition of Theorem 4.3 looks 

Recall the notation introduced in Theorem 4.3: 

(48) 

Note also that ,k coincides with the CD-torsion part of the homology of the 
germ-complex (25) associated to the deformation. 

We find it convenient to consider separately the cases of even and odd I. 

6.2 Suppose first that I is even, 1= 2r, i.e., the dimension of M is 4r - 1. 
Consider the result of applying the family Bt to each term of the decom­

position (48). We obtain that the action of the deformation Bt on CDAk(M; C) 
splits into two sequences of epimorphisms: 

(-1 Y+P\7* : (£ I(X2p) -+ X 4r - 2p 

(_l)r+ p+1 * \7 : (£ l(y2p) -+ y4r-2p-2 

(49) 

(50) 

Applying the construction of Subsect. 3.8 to Bt we obtain easily that the 
linking form of this deformation splits into the following orthogonal sum: 

(51) 

where all forms ,2p EB ,4r-2p and e 2p EB e4r-2p-2 for 0 ~ p ~ r - 1 (except the 
last one on ,2r) are hyperbolic, cf. Subsect. 2.12. Actually, their representation 
as sums of two Lagrangian direct summands is given by (51). Lemma 2.13 
and the additivity of the signatures (Ji imply that the signatures of the analytic 
linking pairing corresponding to a deformation of the Atiyah-Patodi-Singer 
operators Bt are equal to the signatures of the linking form on the middle­
dimensional torsion submodule ,I given by the operator '\7*, cf. (49). 
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Let us compute the last form explicitly. By the construction of Sect. 3.8 
the value of the form on holomorphic germs f, f' E '"C2r is given by 

{f,f'} = t-k(h,f') mod (!) 

where the germ h is a solution of the equation (k f = \7 * h. Using formulae 
(31) and (33) we obtain that 

{f,f'} = t-k J (*h 1\ f') mod (!) 
M 

Using Theorem 5.1 we obtain from the last formula that the analytic linking 
form on '"C2r determined by the operator \7* coincides with the homological 
linking pairing on the torsion part of the homology as defined in 1.4. 

Now an application of Theorem 3.9 finishes the proof of Theorem 1.5 in 
the case when I is even. 

6.3 In the case when I is odd the arguments are similar. Assume that I = 
2r + 1; so the dimension of M is 4r + 1. As in the previous case we obtain 
that the family of Atiyah-Patodi-Singer operators Bt acting on the germs of 
holomorphic curves, splits into the following sequence of (!)-epimorphisms: 

(52) 

i(_l)r+p+l *\7: G:1(y2p ) -> y 4r- 2p, (53) 

where i = J(=T). This implies that the linking form of the self-adjoint family 
Bt is the following orthogonal sum: 

(54) 

Again, all forms in this decomposition except the middle-dimensional form on 
rlr (corresponding to the operator (-i) * \7) are hyperbolic and so have zero 
signatures by Lemma 2.13. Thus, we obtain that the signatures of the linking 
form corresponding to a deformation of the Atiyah-Patodi-Singer operator are 
equal to the signatures of the linking pairing on Q2r which acts as follows: 
for f,f' E Q2r their product {f,f'} E AI{!) is given by {f,f'} = (-k(g,f') 
where g E (!)A 2r(M; cC) solves the equation tkf = -i * \7 g. Applying * we get 

and 
tk * f = -i\7g = \7(-ig) 

{f,f'} = i x t-k J(-ig) 1\ *f' = i x {*f,*f'}' 
M 

In (56) the brackets {, }' denote the homological linking form 

{, }' : '"C2r+1 X '"C2r+1 -> AI{!) 

(55) 

(56) 

constructed as in Subsect. 1.4. The formula (56) shows that the star-operator 
* : Q2r -> '"C2r+1 establishes an isomorphism between the "analytic" form {, } 
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on (/r and the algebraic form {, }' on -r2r+1 multiplied by i. The analytic 
form is Hermitian and the algebraic form is skew-Hermitian; taking into ac­
count our convention 2.15 on signatures of skew-Hermitian linking forms, we 
obtain finally that the signatures (Ji of the analytic linking form correspond­
ing to the deformation of the Atiyah-Patodi-Singer operator Bt , cf Sect. 3, 
coincide with the corresponding signatures of the algebraic linking form (7) 
constructed in Subsect. 1.4. 

An application of Theorem 3.9 completes the proof of Theorem 1.5. 0 

7 Variation of the eta-invariant modulo 71 

We now examine the behavior of the eta-invariant reduced modulo 71. This 
problem is rather well-understood, even (implicitly) in the original work of 
Atiyah-Patodi-Singer [2]; also see, for example, [8] and [24]. Much more 
general results of this kind were proven by P. Gilkey [14] (cf. Theorem 4.4.6 of 
[14] for example). For the convenience of the reader, and in order to emphasize 
the explicit dependence on the homotopy type of M, we give a complete and 
independent treatment here. These results, together with Theorem 1.5, will be 
important for our study in Sect. 10 of the problem of homotopy invariance of 
the p-invariant. 

7.1 Theorem Let Iff be a Hermitian line bundle over a closed oriented 
Riemannian manifold M of odd dimension 21 - 1. Suppose that two fiat 
connections 'Vo and 'VI on Iff preserving the Hermitian metric are given. Let 
110 and 111 denote the reductions modulo 1 of the eta-invariants of the corre­
sponding Atiyah-Patodi-Singer operators (2). Consider the difference 

1 
-2 .('VI - 'Vo); 

11:1 

this is a closed I-form on M with real values. Let ~ E HI(M; JR.) denote the 
corresponding cohomology class. Then the following formulae hold: 

_ _ { 0, if I is even 
'11 - '10 = 2(~ U L(M), [M]) mod 1, if I is odd, 

where L(M) denotes the Hirzebruch polynomial in the Pontrjagin classes 
ofM. 

Note that the connections 'Vo and 'VI are gauge- equivalent iff the class ~ 
is integral, ~ E HI(M; 71). In this case we obviously obtain 110 = 111 mod 1. 

7.2 Theorem 7.1 can also be interpreted in the following way. Assume that I 
is odd, 1= 2r + 1, and so the dimension of M is 4r + 1. Let N I ,N2 , ... ,Nk be 
a set of oriented submanifolds of M realizing a basis in the homology group 
H4r(M; 71); here k is the first Betti number of M. Denote by ti the signature 
of M, 1 ~ i ~ k. Then Theorem 7.1 gives 

k 
111 - 110 = 2 I: tiximod 1 

i=1 
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where the numbers XI ,X2, ... ,Xk are obtained as the coefficients of the decom­
position of ¢ n [M] (the Poincare dual of ¢) in terms of the basis formed by 
the classes [N;] E H4r(M; Z): 

k 

¢ n [M] = LX;[N;] in H4r(M; IR) 
;=1 

7.3 Note that the space of flat structures on a given line bundle $ up to gauge 
equivalence is a torus HI(M; IR)jHI(M; Z); its dimension is equal to the first 
Betti number of M. The eta-invariant ii comprises a function on this torus with 
values in IRjZ. Theorem 7.1 states that this function is linear if I is odd and 
is constant if I is even. Theorem 7.1 implies also the following statement: 

7.4 Corollary If I is odd, 1= 2r + 1, the reduced eta-invariant ii'V E IRjZ is 
constant (i.e., does not depend on choice of the flat structure \7 on $) if and 
only if all 4r-dimensional compact submanifolds N 4r C M 4k+1 have vanishing 
signatures. 

7.5 Consider now deformations of flat Hermitian bundles of arbitrary rank. 
Again, let M denote a compact oriented Riemannian manifold of odd di­

mension 21 - 1 and $ a vector bundle of rank mover M. Let det($) denote 
the line bundle "m($), the m-th exterior power of $. Any connection \7 on $ 
determines canonically a connection on the line bundle det( $) which will be 
denoted det(\7). 

Given a flat connection \7, the symbol ii'V will denote the reduced modulo 1 
eta-invariant of the corresponding Atiyah-Patodi-Singer operator (2). 

7.6 Theorem In the situation described above, suppose that we have two flat 
connections \70 and \71 which can be joined by a smooth path of flat connec­
tions \7/, 0 3 t 3 1 on $. Then 

ii'Vl - ii'Vo = iidet('V1) - iidet('Vo) E IRjZ 

where det(\7I ) and det(\7o) are the corresponding flat connections on det($). 
In particular, we obtain that if the dimension of M is of the form 4r-1, the 

eta-invariant ii'V assumes a constant value (in IRjZ) on connected components 
of the space flat connections. 

If the dimension of M is of the form 4r + 1 then 

ii'Vl - ii'Vo = 2(¢ U L(M), [M]/ 

where ¢ E HI(M; IR) is the cohomology class represented by the following 
closed 1-form 

1 1 
-.(det(\7I ) - det(\7o)) = -2 .tr(\71 - \70 ); 
2m m 

thus, the reduced eta-invariant ii'V is constant on connected components of 
the space of flat connections if and only if all 4r-dimensional submanifolds 
N 4r C M4r+1 have vanishing signatures. 
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We refer to [20J, p.18 for general information on determinant line bundles. 

7.7 It can be useful in applications to express the class ~ which appears in 
Theorems Band C in terms of the monodromy representations. 

Fix a base point x EM. Let 

denote the monodromy representation corresponding to the connections V v 

where v = 0,1. The monodromy representations of the line bundle /\mt!x cor­
responding to the connection det(V v), v = 0, I, is equal to the composition 

de! m det 0 Pv : 'It -+ U(t!x) -+ U(/\ ~,) 

Let 

denote the argument function. Then for any element g E 'It we have 

1 
2'1t(arg det(PI(g» - argdet(po(g))) = -(~,g)modZ. 

The last equality determines the coset of the class ~ in HI (M; JR) / HI (M ; Z). 
The results of Theorems 7.1 and 7.6 were obtained in [22], [23J in some 

special cases. 

7.8 Proofs of Theorems 7.1 and 7.6. Suppose that we are in the situation 
of Theorem 7.6. Namely, we suppose that t! is a vector bundle of rank m 
over a closed oriented Riemannian manifold M of odd dimension 21 - 1 and 
VI with 0 ;:£; t ;:£; 1 is a path of flat connections on t!. Consider the vector 
bundle i over the product] x M (where 1 denotes the interval [0,1]) induced 
from t! by the projection 1 x M -+ M. The path of connections V I determines 
a unique connection 

(57) 

on the bundle i where 

- . as(t,x) 
(Vs)(t,x) = (Vls(t, . ))(x) + dt /\ -a-t-

o -for sEA (I x M;t!), cf. [4], p. 48. 
Consider the generalized signature operator on the manifold] x M (sup­

plied with the Riemannian metric which is the product of the metric of M and 
the Euclidean metric on 1) 

A: Q+ -+ g-

as defined by Atiyah, Bott and Patodi in (1], p. 309. Recall that here g+EBg- = 
A*(J x M;E) and Q± are the ±-eigenspaces of the involution 

tea) = iP(p-l)+1 * (a), a E AP(] x M; C) 
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and the operator A is V + V*. Applying to this operator A the index theorem 
of Atiyah-Patodi-Singer [2], part I, and taking into account computation of the 
index density in [1], Sect. 6, (cf. also [4]) we obtain the following equality: 

, -
index A = 2 J ch(I&'). 2'(/ xM)[M]-lj2(hl-ho)-lj2('1I-'1o). (58) 

IxM 

Here ch(i) denotes the Chern character form of the connection V on i; 2'(M) 
denotes the Hirzebruch polynomial in Pontrjagin forms which corresponds to 

n tan~i~2!2); for i = 0,1 the numbers hi and 'Ii denote respectively the dimension 
.I 

of the kernel and the eta-invariant of the Atiyah-Patodi-Singer operator (2) 

acting on the full twisted De Rham complex. 
Consider (58) modulo 1. Note that the numbers hi are equal to the sum of 

all Betti numbers of M with coefficients in the flat vector bundle I&' determined 
by the connection Vi; the alternating sum of those Betti numbers does not 
depend on the flat structure and is zero by Poincare duality. This proves that 
the numbers hi are even, i = 0,1. Thus hi will disappear from (58) if we 
consider it modulo 1. 

Let '1\7; denote the eta-invariant of the Atiyah-Patodi-Singer operator (2) 

(59) 

Then 2'1\7; = '1; and we obtain from (58) 

'1\71 - '1\70 = 2' J ch(i). 2'(/ x M)mod 1 (60) 
IxM 

Let us compute the Chern character ch(i). The curvature of the connection 
V is equal to dVt 

K = dt 1\ dt' 

Here * E A I (/ x M; End( 1&'». Thus we obtain 

ch(i) = m - (2ni)-l tr(K) = m - (2ni)- ldt 1\ tr (d;l) 

Substituting this into (60) and using the fact that 

J 2'(/ x M) = 0 
IxM 

(since the Pontrjagin forms of I x M do not contain dt) we obtain 

2'-1 (dV) 
'1\7\ - '1\70 = -. J dt 1\ tr _I 1\ 2'(/ x M) mod 1 

1l:l IxM dt 
(61 ) 
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Integrating the last formula with respect to t we get 

21- 1 
1Jv1 - 1Jvo = -. I tr(V'1 - V'O) 1\ .5l'(M) mod 1 

m M 

(62) 

Note that here tr(V'1 - V'o) E A1(M). This shows that only the component of 
.5l'(M) having dimension 2/-2 appears in (62). Thus the LHS of (62) vanishes 
for 1 even. 

If 1 is odd, 1 = 2r + 1, then we have 

(63) 

where L(M) denotes the Hirzebruch polynomial in the Pontrjagin classes de­
fined by the generating series x/tanh(x) and the subscript refers to the corre­
sponding homogeneous components. On the other hand, 

det(V'I) - det(V'o) = tr(V'1 - V'o) (64) 

(cf. [20], p. 18); thus tr(V'1 - V'o) is a closed I-form realizing the class 21ti~, 
cf. Theorem 7.1. This gives 

1JVl - 1Jvo = 2(~ U L(M), [M)) mod 1 

and finishes the proof of Theorems 7.1 and 7.6. 0 

8 An example 

In this section we consider the simplest possible example of the circle. This 
example was calculated analytically in [2], II, pages 410-411. We wish to 
apply our Theorems 1.5 and 7.1 to replicate this calculation. 

Let M be Sl, the circle, and let tff be the trivial line bundle over M. Suppose 
that V' a is an analytic family of flat connections on cS' defined for ° ~ a < 1 
such that the induced family of monodromy representations is given by 

pCr) = exp(21tia) 

where 1t = 1t1 (M) and t E 1t is a generator. If 1Ja denotes the eta-invariant of 
the corresponding Atiyah-Patodi-Singer operator, which in the present case is 

-i * V'a: Coo ---+ Coo , 

then the computation in [2] gives: 

if a = ° {
O, 

1Ja = 1 - 2a, if 0 < a < 1 . 

Thus, for this family of flat connections, the corresponding monodromy repre­
sentations are parametrized by the circle and the eta-invariant has a jump at 



The eta-invariant 233 

the trivial representation (which corresponds to the value a = 0) but is smooth 
near all other representations. Note that, at the trivial representation we have 

110 = 0, 11+ = 1, 11- = -1 

where the notation introduced in Sect. 1 is used. 
Let us compute the value of the jump using Theorem 1.5. In order to do 

this we have to: 

(i) find the corresponding deformation of the monodromy representation; 
(ii) find the cohomology with local coefficients H*(Homz[nJCC(M), 'Y»; 

(iii) calculate the linking form (6) on the middle-dimensional torsion; 
(iv) find the signatures (Ii, i ~ 1, cf. Sect. 2. 

The deformation of the monodromy representation near a representation Pa 
is given by the (1)[n]-module (1) with the action of n determined by 

T' f = exp(2ni(t+a»· f, t E (-8,8), f E (1) 

where T E TC is a generator. 
To find the cohomology with local coefficients (ii) consider the cell de­

composition of M = Sl consisting of one zero-dimensional cell eO and one 
one-dimensional cell e1. Then the chain complex C*(M) of the universal cover 
AI is 

where d(pe 1) = (T - 1 )peo for p E Z[T, c I]. Thus, the cochain complex 

in this case is 

where b(f) = exp(2TCi(t + a» - 1) . f for f E (1). We see that for a=t=O 
this complex is acyclic, confirming that there are no jumps at any nontrivial 
representation. 

In the case a = 0 we obtain 

HI = <c = (!)/t(1) ; 

if a denotes the generator of this group then the linking form is given by 

{CI.,a} = (exp(2TCit) - 1)-1 E .A1(1) . 

The linking form is skew-Hermitian (in this dimension) and in order to compute 
its signatures we have first to multiply it by i = J(=T), cf. 2.l5. Then (using 
the notation of Sect. 2) we obtain 

[a, a] = Res i{CI., a} = (2n)-I 



234 M.S. Farber, J.P. Levine 

and thus 
(11 = 1, and (1j = 0 for j > 1 

Theorem 1.5 gives now the correct jump formulae near the trivial representa­
tion. 

Theorem 7.1 together with Remark 7.7 give the correct reduction of the 
eta-invariant modulo 1. 

9 Deformations of flat line bundles and Blanchfield pairings 

In this section we present a more general example as an application of 
Theorem 1.5. We will show that the signatures derived from studying the 
Blanchfield pairings, which are among the most standard tools of the knot 
theory, are special cases of .the signatures studied in Sect. 3, corresponding 
to some particular curves of deformations of line bundles. The results of this 
section relate Theorem 1.5 to the work of W. Neumann [26] who studied the 
eta-invariants of flat line bundles and the Blanchfield pairings. 

We will first recall the construction of the Blanchfield pairing (introduced 
by Blanchfield [B]) and its local version in the form convenient for the sequel. 

9.1 Let M denote a compact oriented manifold of odd dimension 21 - I and 
let 

(65) 

be a fixed epimorphism. Here 7L will be understood as the multiplicatively 
written infinite cyclic group, whose generator will be denoted by 1'. We will 
also fix a subfield K in the field of complex numbers. 

Consider the infinite cyclic covering M of M corresponding to the kemel 
of the homomorphism <p. Let C denote the simplicial chain complex (with 
coefficients in K) of M. C is a complex of free finitely generated left A­
modules, where A = K[7L] = K[ 1', C 1] is the ring of Laurent polynomials of 
1'. For 0 ~ k ~ 21 - I, the cohomology 

(66) 

is a finitely generated A-module and (since A is a principal ideal domain) we 
have the following decomposition 

(67) 

where yk denotes the torsion part of the A-module Hk(M; A) and Fk denotes 
its free part. 

Denote by f7t the field of rational functions of l' with coefficients in K. 
We will consider yt with the involution yt -+ yt which is the composition 
of the complex conjugation and substitution l' f-+ 1'-1 . We will denote this 
involution by an overline. The ring A is embedded into yt and the involution 
preserves A. 
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The Blanchfield form is the map 

{,} : g-i (2) g-i -+ f1Il/A (68) 

which is constructed as follows. The extension 

0-+ A -+ f1Il -+ fYi/A -+ 0 

generates the exact sequence 

where fJ is the Bockstein homomorphism. The image of fJ is precisely the 
torsion submodule g-i. For rx, [3 E g-i one defines 

{rx,[3} = (fJ-1(rx) U [3, [M)) E fYi/A (69) 

where the cup-product is taken with respect to the coefficient pairing 

f1Il/A x A ----+ f1Il/A, (f,g) r--7 f . g, (70) 

the dot stands for multiplication of functions. 
It is well known that the resulting pairing is well-defined, non-degenerate 

and (-1)i-Hermitian with respect to the induced involution on f1Il/A. 

9.2 The local version of the Blanchfield pairing (68) corresponding to a prime 
ideal p in A, is given by the map 

(71 ) 

Here Ap denotes the localization of the ring A with respect to the complement 
of the ideal p and g-~ denotes the p-torsion part of the cohomology module 
Hi(M,A) i.e., the set of elements Z E H1(M,A) such that for any q E P there 
exists n such that qnz = O. Clearly, g-~ is a module over Ap. 

The prime ideal p is supposed to be invariant under the involution. The 
local Blanchfield pairing (71) is defined as the restriction of the pairing (68) 
to the p-torsion subgroup g-~ and then reducing the values modulo Ap, i.e., 

{ rx, [3h = {rx, [3} mod Ap . 

The global Blanchfield pairing (68) is a direct orthogonal sum of the local 
pairings (71). 

9.3 In the case when the field K is <C, the field of complex numbers, the prime 
ideals p in A are in one-to-one correspondence with the complex numbers 
~ E <C, ~ 4= 0; the point ~ E <C represents the principal ideal peA generated 
by r -~. 

In this case we will write g-~ instead of g-~ and A~ instead of Ap. Thus 
the local Blanchfield form in case K = <C is denoted by 

(72) 
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9.4 Now we are going to apply Theorem 1.5 in the following situation. Sup­
pose that M is a compact manifold of odd dimension 2/-1 and ¢ : n, (M) --- 7l 
is a fixed epimorphism. Consider the following loop of one-dimensional repre­
sentations: 

pt:n=n,(M)---S'=U(l), Pt=f1t O ¢ (73) 

where 
f1t( ,) = exp(2nit), 0 ~ t ~ I . (74) 

Here, as above, 7l denotes the infinite cyclic group written multiplicatively and 
, denotes its fixed generator. 

Let OJ be a closed I-form on M with real values representing the De Rham 
cohomology class determined by ¢. In other word, OJ has the following prop­
erty: for any closed loop a in M 

¢([a)) = ,I where 1 = J OJ . 
<X 

Then for every 0 ~ t ~ 1 the operator 

\7( = d - 2nitOJA 

is a flat connection on the trivial complex line bundle ,ff over M. Note that the 
monodromy of the connection \7t is Pt· 

Thus, we have an analytic curve of flat connections. We intend to compute 
the jumps of the eta-invariant Y/t by using Theorem 1.5. 

9.5 Fix a point ~ E S' C CC on the unit circle. It determines the following 
representation 

v~: n -+ U(1), v~(g) = ~n where g E nand ¢(g) = ,n (75) 

Then the I-parameter family of representations 

f1t = V~exp(21tit) : n,(M) -+ U(I), -13 < t < 13 (76) 

is a deformation of the representation v ~. 
As explained in (1.3), a deformation of representations determines a module 

over the group ring {9[ n] with coefficients in {9. Since all representations under 
consideration factor through ¢ : n -+ 7l, it is enough for our purposes to 
consider the following {9[71] = {9[" ,-I ]-module V~. Here V~ is equal to {9 as 
an {9-module and the action of , is given by the formula 

(, . f)(t) = ~exp(2nit)f(t) for f E {9. 

Then the cohomology of M with coefficients in V~ can be computed as the 
cohomology of the following complex 
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where if denotes the space of the infinite cyclic covering corresponding to 
the kernel of the homomorphism ¢ and C(if) denotes the simplicial chain 
complex of M. 

We want to show that the linking form of this particular deformation 
/It essentially coincides with the local Blanchfield form (72). This result is 
formulated more precisely in 9.8. Note that W. Neumann [26] has already 
shown that the Blanchfield pairing determines the '1-invariant in this case. 

Note, that we have the following ring homomorphism 

Ct.~ : A -+ (9, where, f-> e exp(2nit) E {9, (77) 

and V~ is just {9 considered as a A-module via a~. We observe next that a~ 
has a unique extension to a~ : A~ -+ (9 and also a~ : fJll -+ vii. The last map is 
a field extension. 

We have the following commutative diagram 

A 

(78) 

9.6 Lemma V~ is flat as a A-module. 

Proof Since A is a principal ideal domain it is enough to show that V~ has 
no A-torsion. But this can be easily checked. 0 

9.7 Lemma Let X be a finitely generated A-module and let X~ denote its 
e-torsion, i.e., XI; = ker«, - e)n : X -+ X), where n is large. Then the map 

(79) 

establishes an isomorphism between X~ and the {9-torsion submodule of 
X 0,1 V~. 

Proof Since the statement is clear when X is free, it is enough to prove it in 
the case when X = A/(, - e)n A. Then X 0 V~ is isomorphic to 

and the map 

is an isomorphism. 0 

9.8 Proposition The linking form of the deformation Vt coincides with the 
composition 

(80) 
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where .r~ is the ~-torsion submodule of the A-module H'(M, A), the first map 
is the Blanchfield pairing localized at ~ (cf (72», and the map IX~ is given 
by f I-> f(~exp(21fit», f E f!Il. 

Proof Using Lemma 9.6 we obtain the following isomorphisms 

where C denotes the simplicial chain complex of if and the tensor product 
is taken over A. Then using Lemma 9.7 we may identify the (9-torsion in 
H'(M; V~) with the ~-torsion in H'(M;A), i.e., with .r~. 

Two Bockstein homomorphisms (one which is used in the definition of the 
Blanchfield form and the other which is used in the construction of the linking 
form of the deformation) appear in the following commutative diagram 

There is also a commutative diagram 

fJ1l/A~ x A~ ---t) f!Il/ A~ 

.A/{9 x (9 

where the horizontal maps are the pairings which are used in the constructions 
of the cup-products used in the definition of the local Blanchfield form and the 
linking form of the deformation. All these facts taken together complete the 
proof. 0 

10 On homotopy-invariance of the p-invariant 

We now apply our results to the p-invariant. 

10.1 Recall the definition from [2]. If M is a closed smooth oriented odd­
dimensional manifold and IX a k-dimensional unitary representation of 1fl (M), 
then 

Pa(M) = tfa(M) - tfo(M) 
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where l'/ct.(M) denotes the eta-invariant of a flat connection with monodromy \I., 

and 0 denotes the trivial k-dimensional representation. The definition requires 
a choice of Riemannian metric on M but it is shown in [2], as an easy con­
sequence of the Index Theorem, that piM) is independent of this choice. [2] 
poses the problem of finding a direct "topological" definition of Pa(M). In the 
special case that (M,a) bounds, i.e., M = av, where V compact and oriented 
and a extends to a unitary representation f3 of n, ( V), then 

p,(M) = k sign( V) - signp( V) 

where signp( V) is the signature of the intersection pairing on the homology of 
V with twisted coefficients defined by f3, and sign( V) is the usual signature of 
V - see [2] for more details. 

The related question of when p,(M) is an oriented homotopy invariant of 
M has been of some interest. W. Neumann [26] showed this to be true when 
a factors through a free abelian group and S. Weinberger [32] extended this to 
a much larger class of torsion-free groups. However it was already shown in 
[30] that the p-invariant could distinguish (even modZ) homotopy equivalent 
fake lens spaces. S. Weinberger [32] finds such examples for a larger class of 
fundamental groups with torsion. 

Our goal is to apply Theorems 1.5 and 7.6 to give an explicit homotopy 
invariant definition of Pa(M), but with an indeterminacy expressed by a TImc­
tion on the space of unitary representations of n,(M), which is constant on 
connected components - zero at the component of the trivial representation. If 
the representation space is connected (e.g. n,(M) is free or free abelian) then 
the definition is complete and it follows that p, is a homotopy invariant in 
this case. The homotopy invariance of Prx up to a similar, but rational-valued, 
indeterminacy was proved in [32] when n, (M) satisfies the Novikov conjecture 
- we will also recapture this result. 

10.2 We will treat the p-invariant for a fixed closed oriented smooth manifold 
M of odd dimension as a function 

p(M) : ,q.fk(n) --> JR, p(M). a = p:x(M) , 

where ,q.fk (n) is the real algebraic variety of k-dimensional unitary representa­
tions of n = n, (M). This function is piecewise continuous in the sense that 
there is a stratification of ,q.fk( n) by subvarieties 

such that p(M)1 V; - Vi+' is continuous (see [23]), In fact, the discontinuities 
are integral jumps so that the reduced function 

P(M) : ,q.fk(n) --> JR/Z 

is continuous. We can rephrase Theorem 7.6 to give an explicit description 
of p(M) up to an indeterminacy expressed as a function on ,q.fk(n) which is 
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constant on connected components and 0 at the trivial representation. We will 
henceforth refer to such functions (with values in IR or IR/Z) as quasi-null. 

10.3 Define 

jJ(M) : ~k(n) ---7 IR/Z 

by the formula: 

jJ(M) . ex = {o-2(arg det ex) U l4r(M), [M]) if dimM = 4r + 1 

if dimM == 3mod4. 

We explain the terms in this formula: argdet ex is the element of HI(M; JR/Z) 
defined by the homomorphism n ---7 S I given by 9 ....... det ex(g), 9 E n, and 

Sl :::::l IR/Z given by exp(2nit) ~ t. l4r(M) is a lift to H4r(M;Z) of L4r(M), 
the Hirzebruch polynomial in the Ponttjagin classes of M. The existence of the 
integral lift was proven by Novikov [27]. More explicitly, he observed that for 
any ~ E HI(M; Z) 

(L4r(M) U ~,[M]) = sign(N) 

where N is any closed oriented submanifold of M dual to ~ (and so dim N = 
4r). Note that l4r(M) is not unique, but can be varied by a torsion class in 
H4r(M; Z). This may change jJ(M) . ex by an element of finite order which 
depends continuously on ex. Since jJ(M) . 0 = 0 unambiguously, we conclude 
that jJ(M) is well defined up to a quasi-null function with values in <QjZ. 

We also point out that Novikov's formula gives an alternative defini­
tion of jJ(M). Choose classes ZI, ... ,Zn E H1(M;Z) which define a basis of 
HI(M;Z)/torsion and let z;, ... ,z~ be the dual basis of H 1(M;Z). Choose 
N 1, ••• ,Nn closed oriented submanifolds of M Poincare dual to z;, ... ,z~. Then 
we have 

n 
jJ(M) • ex = -2 L sign(N; )arg det ex(z;) . 

;=1 

The choice of ZJ, ... , Zn produces the indeterminacy of jJ(M), from this point 
of view. 

Finally we point out that jJ(M) is an otiented homotopy invariant of M. 
This follows from the result of Novikov [27] that for any ~ E HI(n; JR), the 
invariant 

where <p : nl (M) ---7 n, is a homotopy invariant of (M, ¢). If we choose an 
integer m so that mHI(M;JR/Z) ~ HI(M;JR)/HI(M;Z), then margdetex can 
be lifted to HI(M; IR) for any ex and Novikov's result implies that mjJ(M) 
is a homotopy invariant of M. Thus, if M' is homotopy equivalent to M, 
then m(jJ(M) - jJ(M'» = 0 and so jJ(M) - jJ(M') is a continuous function 
into a discrete subset of JR/Z. Thus jJ(M) - jJ(M') is a quasi-null function 
into <Q/Z. 
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We now rephrase Theorem 7.6 as: 

10.4 Theorem The difference 

p(M) - p(M) : PAk(n) -+ lR/Z 

is a quasi-null function. 
This is clear since Theorem 7.6 says 

p(M) • a - p(M) . f3 = p(M) . a - p(M) . {3 
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if a and (3 can be connected by a path in 9fk(n) and p(M) = p(M) = 0 on 
the trivial representation. 

10.5 Corollary If M and M' are oriented homotopy equivalent, then p(M) = 
p(M') up to a quasi-null function. Moreover, if a factors through a group 
satisfying the Novikov conjecture, then p(M) . a - p(M') . 0( E ~/Z. 

Recall that the Novikov conjecture for a group n asks that for any ho­
momorphism () : nl(M) -+ n, M a closed oriented manifold, the homology 
class ()*(l(M» E H*(n;~) depends only on the oriented homotopy class of 
M (l(M) is the total homology class dual to the Hirzebruch class L*(M». 
Now 0( f-+ pCf.o(M) defines a continuous function 9fk(n) -+ lR/Z (if M is 
odd-dimensional). Consider the subspace 9f~(n) S;;; 9fk(n), a union of some 
connected components, consisting of all a whose associated flat bundle ~'" over 
Bn is trivial on all finite subcomplexes of Bn. Now, following [2], part III, 
each 0( E PA~(n) defines an element v", E (K-l(Bn) 0 lR)/K-1(Bn), using a 
path of connections from 0( to a trivial connection (i.e., trivial monodromy), 
and then we have the formula: 

PaO(M) == (()*ch (va) U !l?*(M), [M]) mod Z 

where 4' !l?4r(M) = L4'(M) for each nonnegative integer r. If n satisfies the 
Novikov conjecture, then the right side is a homotopy invariant of (M, (). 
For general 0( we have non-trivial ~Cf.' but, since it is a flat bundle, all the 
Chern classes vanish and some multiple m~CI. is (stably) trivial on any finite 
subcomplex. Thus mPrxo(M) = P(ma)II(M) is a homotopy invariant of (M, () 
and the second sentence of the corollary follows. 

10.6. We now return to the unreduced p-invariant. We recall Theorem l.5 with 
some new notation. Let')' be a curve in PAk(n), which is holomorphic at 0, 
where n = nl (M) as usual. Set 

AM(')') = lim p(M) . ')'(t) - p(M) • ')'(0) 
/->0+ 

If ')' is induced by a holomorphic curve of flat connections, then Theorem 1.5 
asserts that AM( ')') is a sum of signatures associated to a linking pairing defined 
on the torsion submodule of the homology of M with a twisted coefficient 
system of <C[(tll-modules defined by')'. Since this depends only on duality and 
cup-product in M, Theorem 1.5 gives an explicit homotopy theoretic formula 
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for AM(Y)' In fact a recent preprint of B. Fine, P. Kirk and E. Klassen [12] 
shows that any holomorphic y can be lifted to a holomorphic curve of flat 
connections. 

We now state the main result of this section. 

10.7 Theorem 
(1) The function p(M): ~k('lt) --> lR. is uniquely determined, up to a quasi­

null function with values in 7L, by AM and p(M). Therefore, p(M) is uniquely 
determined up to a quasi-null function by AM and p(M). 

(2) If M and M' are oriented and homotopy equivalent, then the difference 

p(M) - p(M'):9Mn) --> lR. 

is a quasi-null function. If oc factors through a group satisfying the Novikov 
conjecture, then p(M) - p(M') admits a rational value on the component of 
the representation space iHk( n) containing ex. 

Theorem 10.7 will follow from the following elementary consequence of 
the "curve selection lemma" (see [6], Proposition 8.1.17): 

10.8 Lemma Let V be a real algebraic set, and ¢ : V --> lR. a function 
satisfying: 

(1) ¢ is piecewise-continuous, i.e., there is a stratification of V by sub­
varieties V = Vo ;2 VI ;2 V2 ;2 ... ;2 Vn = 0 such that ¢lVi - Vi+1 is 
continuous; 

(2) the reduction ¢: V --> lR.j7L is locally constant; 
(3) for any curve y in V which is holomorphic at 0, 

lim ¢(y(t» = ¢(y(O». 
/-->0+ 

Then ¢ is locally constant. 

Proof We may assume, by (2), that (jj = 0 after adding a locally constant 
function. Thus ¢(V) C 7L and we only need"to show ¢ is continuous. Suppose 
that ¢1Vi+1 is continuous and x E Vi is a discontinuity of ¢lVi. By (1) we 
conclude that x E Vi+l. Let {xn} be a sequence of points in Vi converging to 
x such that ¢(xn)=t= ¢(x) for all n. Since ¢lVi+ I is continuous, we may assume 
{Xn} ~ Vi - Vi+l. Now V; - Vi+l has a finite number of components, each of 
which is a semi-algebraic set ([6], Theorem 2.4.5) and so we may assume that 
{xn} is contained in one of them C. Since ¢IC is continuous, it is constant, 
and so ¢( C) =l= ¢(x). Now we apply the curve selection lemma to obtain a 
holomorphic curve y in Vi such that yeO) = x and yet) E C for all t E (0,6) 
for some 6 > O. But now (3) contradicts ¢( C) 4= ¢(x). 

One can conjecture that the quasi-null functions of Theorems 10.4 and 
10.7(1) are CQ-valued. 
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In the Appendix, written by S. Weinberger, it is proved that the quasi-null 
function of Corollary 10.5 and of Theorem 10.7(2) are <Q-va1ued. 
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Rationality of p-invariants 
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Here we observe some rationality statements that follow from [3] and 
known facts regarding the Novikov conjecture. 

Theorem 
(i) If h : M' ---. M is a homotopy equivalence, then p(M') - p(M) take 

values in <Q. 

(ii) If a nontrivial finite group acts freely and homologically triVially on 
M, then p(M) takes values in <Q. 

In (ii) we assume that a nontrivial finite group G acts freely on M such 
that the sequence I ---. nl (M) ---. nl (MjG) ---. G ---. I splits and the action of 
G on H*(M;<Q[nl(M)]) is trivial. 

Case (ii) is an analogue of a conjecture of Cheeger and Gromov [2] in 
light of the existence of "F-structure" choppings of complete manifolds with 
bounded curvature and finite volume. 

Proof (i) follows from [3], Corollary 10.5 and the following propositions: 

Proposition 1 The Novikov conjecture is correct for r c GLn(<Q) (where <Q 
is the algebraic closure of <Q). 

This is proven in [5] and [4]. 

Proposition 2 If n is a finitely presented group then every component of 
~k(n) contains a point defined over <Q. The corresponding representation is 
a homomorphism p: n ---. Uk(<Q). 

Proof Indeed, ~k(n) is a real algebraic variety, defined over <Q. It is the 
case that the <Q-points of any real variety defined over <Q are dense in the 

* The research was supported by the NSF. 
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lR-points! (Since the variety is triangulable, density implies that there are ~ 
points in each component). According to the Tarski-Seidenberg Theorem (see 
e.g. [1]) a system of ~-equations and inequalities has an lR-solution iff it has 
a ~-solution. If P = (P!"",Pn) is an lR-point in coordinates, let ri,qi be any 
rational numbers with ri < Pi < qi. There is a lR-point satisfying the equations 
of the variety and the inequalities ri < Pi < qi (namely p) so there is such a 
~-point, which is exactly density. 0 

To prove (ii) one relies on [6] which shows that the classes in ori­
ented bordism Q(Bn) 0 ~ represented by manifolds with homologically trivial 
action are the same as those represented by differences of homotopy equivalent 
manifolds, and (the obvious fact) that p mod ~ only depends on the class in 
Q(Bn)0~. 0 
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