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Infinite Matrices in Algebraic K-Theory and Topology

F. T. FARRELL!) and J. B. WAGONER 2)

A first step in the program of classifying finite dimensional paracompact manifolds
in the spirit of surgery theory is to develop an algebraic theory of infinite simple
homotopy types for finite dimensional, locally finite CW complexes. In [2] and [12]
the geometric foundations of such a theory are discussed and in [12] some important
progress was made on the algebraic part. In [3] a complete, 4 priori algebraic descrip-
tion of the torsion was given for the special case of a finite dimensional, locally finite
CW complex with finitely many stable ends. The present paper together with [14,
Chap I, § 5] and [4] extend the methods of [3] to the general case. In fact the algebraic
approach to finite simple types as expounded in [9] or [11] can be developed in a
completely similar way in the theory of infinite simple types using the concept of a
“locally finite” matrix. Locally finite algebraic objects seem to provide the right
setting for extending much of the theory of compact manifolds to open manifolds.
For example, see [14] for a very comprehensive treatment of surgery theory for open
manifolds. The locally finite matrix idea has also arisen in the work of Karoubi and
Villamayor on K-theory from the Fredholm operator viewpoint. For example, see
[6] and [7]. Other examples of its use can be found in [5], [15], and [16].

The present paper is purely algebraic. The first section discusses locally finite
matrices. The second section defines the K, type object in which the torsion of an
infinite simple type lies (more exactly, see 3.5). The third section gives the basic
exact sequence that allows one to make calculations in important special cases.
Finally in the fourth section we define a K, (f ) for any ring homomorphism f: R— §
which extends the usual definition of the relative group of a surjection.

In [14] the algebraic part of the theory of infinite simple types is developed along
the lines of [9] and in [4] we complete the series by discussing the geometric part;
for example, it is shown that a proper A-cobordism is a product iff its torsion vanishes.

§ 1. Locally Finite Matrices

In this paper all modules will be considered right modules unless otherwise stated.
Let R be a ring with identity. In this paper K, (R) will denote the Grothendieck
group of the category of finitely generated, projective R-modules; GL(R)=
=lim,.,,, GL(n, R) will be the general linear group; E (R)<= GL(R) will be the group
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of elementary matrices; and K; (R)=GL(R) mod[GL(R), GL(R)]. See [1] or [13]
for example. Recall also the following matrix identities.

(0 %)=6 D D6 D6 )6 D6 1) w

-6 C e ) e

Let E and F be free R-modules based on countable sets {e,} and { f,} respectively.
An R-linear transformation h: E— F is locally finite provided that for each f; there
are at most finitely many e, such that f; appears in 4 (e,) with a non-zero coefficient.
If h(e,)=) f3'rpa then h is locally finite iff the matrix (rg,) is locally finite in the
sense that each row and each column of (r;,) has at most finitely many non-zero
terms. The ring of all locally finite transformations (matrices) of E to itself will be
denoted by / (E; R) or Ix(E). Note that / (E’; R) and / (E"; R) are isomorphic if
there is a bijection between the bases {e,} and {e,}. Let mg (E)<!lz(E) denote the
two sided ideal of finite matrices; i.e., of those matrices which have at most finitely
many non-zero entries. Finally, let ug(E) or u(E; R) denote the quotient ring
Ix(E)/mg (E). For economy we will let /R, mR, and uR denote Iz (E), mg(E), and
ug(E) when E is the “standard” R-module based on {e,, e,, e3,...}. If 4€lR, let A4
denote the corresponding element in puR.

Let the R-module M be based on {m,}. An R-submodule N< M is a neighborhood
of infinity iff m e N for all but finitely many indices «. Thus 4: E — F is locally finite iff
for any neighborhood of infinity L< F there is a neighborhood of infinity A< E
such that h(4)<=L.

For any ring with identity R, let R* denote the group of two sided units in R.

PROPOSITION 1.3. There is a surjective homomorphism

0:(kR)* — Ko (R).

Remark. In (1.12) below we show that ¢ induces an isomorphism K, (uR)= K, (R).

Proof of (1.3). Let E"cE be the free R-submodule based on {ey,..., e,}; let
E™™cE be the free R-submodule based on {e,,i,..., e,}; let E,<E be the free
R-submodule based on {e, ., €,42,...}.

Step 1. Let aelR be a locally finite matrix which is invertible modulo mR. Then
there is an n>0 such that a: E, — E is injective and E/a(E,) is a finitely generated,
projective R-module.

Assuming step 1 for the moment, here is how to define ¢. If P is finitely generated,
projective, let { PyeK,(R) be the class it determines. Now let xe(uR)* and choose
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an oe/R with @=x. Define

e (x) = <E[a(E,)> — <E") (1.4

The argument showing that g is well defined and is a homomorphism mirrors the
Bass-Heller-Swan argument constructing a homomorphism K, (R[t, t~']) - K, (R).
See [13, p. 227]. Hence we just give the proof of

Step 1 (cont.). Since &€(uR)* there are integers m, n, p with m<n such that
o I E,, is injective and

E>a(E,) 2 E,>a(E,).

First, E/a(E,) has projective dimension =1 because there is an exact sequence
0—+Em—a>E - Efa(E,)—0. Hence a(E,)/E, is projective because there is an exact
sequence 0 — o (E,,)/E, — E|E,— E|a(E,)— 0 where E/E,~ E? is free (cf. [13, p. 102]).
Thus E,/a(E,) is projective and finitely generated because there is an exact sequence

0 E,/a(E,) - «(E,)/a(E,) > ¢ (E,)/E, > 0
E™™®

Finally we see that E/a(E,)~E’@®E,/a(E,) is finitely generated and projective as
required. Note that if E,ca(E,) then a(E,)/E, is also finitely generated and pro-
jective because there is an exact sequence

0-a(E,)/E,~ E|E, > E|a(E,) > 0.
In fact, if n<g, we have,
CE[a(E,)) — (E") = (E™*) — a(E,)/Ep) (1.5)

Step 2. It remains to show g is onto. Again the argument is like the one in [13].
However, we will need the idea later in § 3 so it is included here for convenience.
Any element of K, (R) can be represented in the form (P ) —{R"). Where P is finitely
generated projective and R” is free on n generators. Choose an integer m so that there
is a finitely generated and projective module Q with P@ Q= R™. The required a€lR is

Ex R"®(Q ® P)®(Q @ P)®---
la lo lid lid lid lid
Ex(P® QP @ QP20 ®
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Direct Sum Rings

Let R be an associative ring with identity. Then R is a sum-ring provided there
are elements oy, oy, By, f; € R such that

tofo =8y =1
Bodto + fioy =1

Define the identity preserving ring homomorphism @:Rx R— R by
r@s = Porog + P50y

for r, seR.

Strictly speaking a sum-ring is a ring with a particular choice of «; and B;. Let
R and R’ be sum-rings with respect to {«;, 8;} and {a;, B;} respectively. A morphism
of sum-rings f:R— R’ is an identity preserving ring homomorphism f such that
f(;)=0; and f(B;)=p;. Suppose R is a sum-ring with respect to «; and B, and
f:R— R’ is an identity preserving ring homomorphism. Then R’ is a sum-ring with
respect to a;=f (o;) and B;=f (B;) and f becomes a morphism.

A sum ring R is an infinite sum ring provided there is an identity preserving ring
homomorphism co:R— R such that r @ r* for any reR (cf. [7]).

EXAMPLE 1. IR is an infinite sum ring. To see this it will be convenient to
identity /R with the ring Iz (E) of locally finite R-linear transformations of the free,
right R-module E with countable basis {€}} where 1<k, j<oo. Partition the basis
{é%} into two disjoint infinite subsets {e}}=A4,u A4;. Let B;:{e} - 4, be any two
bijections (i=0 or 1). Let B;elz(E) denote the corresponding locally finite matrix.
Define «;el (E) for i=0 or 1 by

-1 k . k
W B (e)), if ejed,;
% (ej) = {0 , otherwise

This gives a sum structure on /; (E) and hence on /R. The following choice of sum
structure is convenient: choose B, to be any bijection of {e%}, 1<k, j<oo, onto {ef},
1<k<oco. Let B, (¢f) =€}, . Let oy and a, be as above. To make /g (E) into an infinite
sum-ring writt E=@j~; E; where E; is the free submodule of E spanned by the
{5}, 1<k<oo. Let relg (E) and €;eE. Define

r® (&) = B " Boraon] ™ (¢))

Then intuitively r* is just the infinite direct sum of r laid out on the E;’s. We have
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r@r®=r* because

(rer?) (e'}) = Borao (e’}) + Byr¥oy (e,})
Borag (e5) =r®(ef) for j=1 and
=1 By (el;) = Byr® (91;—1) = B, (ﬂ{_lﬁomoa{_l (el;‘_l))

= BiBoragai (ef) = r*(ef) if j>1

EXAMPLE 2. The homomorphic image of a sum-ring is also a sum-ring. Hence
uUR is a sum-ring.

Other examples will be given in § 2.

An interesting fact about an infinite sum-ring I' is that K;(I')=0 for all ieZ
(cf. [16]), where for i>1 the K is that of Quillen [10] and for i<1 the K; is that of
Bass [1] or Karoubi [7]. In (1.13) below we give a simple argument showing that
K, (IR)=0 (cf. [7]).

LEMMA 1.6. Let R be a sum-ring. Then
(A) There is a ce R* such that for any a, be R

a®b=c(b®a)c™’

(B) There is a de R* such that for any a, b, ce R

(@@b)@c=d(a@(bdc))d'.

Proof of 1.6. Choose c=Bqa;+ B With ¢~ 1=c and d=Poa3 + B Bo%1%0 + B2,
with d ™1 = B2u + BoByo; + B1ai. The computation is left as an exercise.

Let M (n, R) denote the ring of n x n-matrices with coefficients in the ring R. Let

So:M (2", R)—> M (2"*', R) be the (non-identity preserving) ring homomorphism
given by

A 0
A—»(O 0).

Let s;:GL(2", R)> GL(2"**, R) be the group homomorphism given by

A 0
A—-»(O 1>.

PROPOSITION 1.7. Let I be a sum-ring with respect to a;, ;. For each n>1
there are ring isomorphisms 0,:T - M (2", I') and ¢,: M (2", I') > I" which are inverses
of one another. Hence there are induced group isomorphisms 0,:I'* - GL(2", I') and
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¢,:GL(2",I')—>I'*. Furthermore, for each reT’
Ops1 (r @ 0) = 50(0,(r))
and for each gel'*

On+1 (2@ 1) =5, (6,(g))-

Proof of 1.7. Let 2" denote the set of all function from {1,..., n}. Any element
Ie2"is a sequence I={iy,..., i,} where i,=0or 1. Let I’ denote the sequence {i,, ..., }.
Let oy=ot; *-++a; and f;=f;, -+ p; . Define 6,:I' > M (2", T') by

0, (a) = (ara*Bs)p, sean
for any ael'. Define ¢,: M (2", I')— T by

d’n((ml, J)) = . JZzn Brmy gy

for any 2" x 2"-matrix (m; ;) over I'. The verification that 6, and ¢, satisfy the de-
sired conditions is left to the reader.

COROLLARY 1.8. If I is a sum-ring, then

lim Ir'* o1 I'* &1
Kl(r):_—) [r* F*]_—)[Iﬂ* 1—'*] IO B

Thus the natural map ¢ »:I'*— K, (I') is surjective and {a)=<{p) if there is some
n>0 such that

s"(a B~V e[I*, r*] (1.9)

Here s:I'* > I'* is the map x— x@®1. Note that since [I'*, I'*] is normal and @ is
conjugate associative (cf. 1.6), condition (1.9) is equivalent to

(a-p~)Y® 1e[I*, I'*]. (1.10)

Let E,(I')=0,'(E(2",T)). Then ge[I*,I'*] implies (¢®1)®leEs(I') and
geE,(I') implies ge[I'*, I'*] for n>2 (cf. [9]). Hence for any two elements « and B
in I'*, (a)={B> in K, (I') iff there is an n>0 and a k>1 such that

s" (@B~ eE(T) (1.11)

The map ¢: (uR)* — K, (R) satisfies ¢ (x@®1)=¢(x) so in view of (1.8) there is an
induced map g: K, (uR) - K, (R).
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PROPOSITION 1.12 (cf. [7]). The homomorphism g:K;(uR)— K,(R) is iso-
morphism.

Proof of 1.12. @ is surjective by (1.3). So suppose ¢ (<&))=0 where {&>e K, (uR)
is represented by & (uR)* for some ae/R. This implies that for some n, coker o= R".
Hence o can be chosen to lie in (/R)*. This implies (&) =0 once we have

LEMMA 1.13. K, (IR)=0.

Proof of 1.13. It suffices by (1.8) to show that if ae(/R)*, then a®1e[(/R)*,
(IR)*]. Consider /R as I (E) where E is as in Example 1 above. Given any sequence
Ay, A,,... of elements in /R we can form 4, ®A4,DA,®--- by letting 4; act on the
submodule E;=E. Then

t®1l=01D1IOLD
=100 'P1®edl®)(1010ed @ '®1lDad ).

But each of the two terms in the right hand side of the equation is a product of
commutators by (1.1) and (1.2).
One can actually show (cf. [5] or [16]) that K;(uR)=K;_, (R) for all ieZ.

§ 2. Trees and Rings

In this section we first recall for convenience the categorical description given in
[14] of K, of a “tree of rings’’. Then we give an equivalent but more concrete defini-
tion which is needed for the basic exact sequence in the third section.

A topological tree is any connected, 1-dimensional, contractible, locally finite
complex T with a base vertex v, such that if v#uv, is any vertex of T then there are
at least two 1-simplices branching off from v. Thus any tree has a countably infinite
number of vertices and edges. If v is a vertex of T, let |v] =number of edges in the
arc connecting v to v,. We call |v| the “absolute value” of v. The set J of vertices of
T can be partially ordered by setting v<w iff there is a sequence of vertices v=u,, ...,
u,=w such that |u;| <|u;,,| and u; and u;,, are the end points of an edge in T.
The vertex v, is the smallest element of J. Any countably infinite, partially ordered
set arising as above will be called a tree. If J is a tree with smallest element OeJ and
J'=J is a cofinal subset containing 0, then J’ is also a tree with 0 as the smallest
element. Any tree J can be considered as a category whose objects are the elements
of J and whose morphisms consist of a single morphism from j to i whenever i< .

A tree of rings (over J) is a covariant functor from J to the category of rings with
identity and identity preserving ring homomorphisms. Thus any tree of rings R is a
collection {R;, y;;} where y;;: R;— R; is a ring homomorphism for i<.

A tree of sets is a covariant functor from J to the category of sets and inclusion
maps which associates to each jeJ a countable set C; such that
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a) if |i|=]|j| and i# j, then C;n C;=0

b) for each n>0 the set Co—J;|=, C; is finite

c) for each ceC, there is an n such that ¢¢ | J,;|=, C..

If each of the sets C; is countably infinite, then we have a tree of infinite sets. In this
case condition (c) is not really needed.

Let R={R}, y;;} be a tree of rings over J. A module M over R consists of a col-
lection {M, h;;} where M, is a R;-module and whenever i<j, h;;; M;— M, is an
additive map satisfying

@ hij(r-m)=y;;(r)-h;;(m)

(ii) h;johj=hy, for i<j<k.

If M={M,, f,;} and M'={M], f;;} are two modules over R a morphism F: M — M’
is a collection F={ f;} of R;-homomorphisms f;: M;— M| such that whenever i< j
we have £;;o f;=f;oh,;, Morphisms can be added and composed by adding and
composing the f’s.

Leta:J— N ™ be a function from J to the non-negative integers such that |i| <« ()
and «(i)<a(j) whenever i< . This induces a “shift functor” from the category of
modules over the tree of rings R to itself as follows: Form M*={M}, hj;} from
M={M h;;} by letting M=@®,(M,®R;) where i<k and |k|=a(i). To get Aj;:
M5— M; when i<}, let leJ satisfy |/|=a(j). Then there is a unique k</ with
|k|=a(i). The map hy,:M,;— M, induces a map hy,;: M,®QR;—»> M, @R, and h;:
@ (M,®R;) > @, (M, ®R,) is obtained by summing up the £;,.

If F:M— N is a morphism, let F*: M*— N* be given by F*={f"} where f*
=@, (fi®id):[®,(M;®R)] - [®(N:®R,)]. Now let f:J>N* be another
“shift map”’ such that a < f; that is, a(i)< B (i) for all ieJ. For each / with i</ and
|I|=p (i) there is a unique /' such that /'</ and [/'|=w(i). Therefore we have a map
M,®@R;—» M, ®R;. These sum together to produce a map

&) (M1®Ri)_’ z® (Ml’ ®Ri)
! ,

This in turn gives a morphism 7,5: M b M* of modules over the tree of rings R.

Now if f: M*— N is a morphism and a < there is the composition form,z: M? —
- M*>N.

A germ [ f]: M — N consists of an equivalence class of morphisms f: M*— N,
each f being defined on some M*, where f: M*— N and g: M? — N are equivalent iff
there is a shift map y:J— N* such that a<y and f<7y and fom,,=fom,, as mor-
phisms from M’ to N. Addition and composition of morphisms induces addition
and composition of germs.

The category .# with modules over the tree of rings R as objects and germs as
morphisms is an abelian category. See [14] for full details. The category .# has a
“direct sum”” operation where M@N={M ;®N}.
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Let C={C,} be a tree of sets and R={R}, y,;} be a tree of rings. The free module
F[C; R] generated by C over R is given by {F;, h;;} where F is the free R; module
generated by C; (if C; is empty set F;=0) and k;;: F;— F, is induced by the inclusion
C;=C;. A module Me.#y is said to be locally finitely generated provided there is
an epimorphism F[C; R]— M for some tree of sets C. Let #r<=.#y denote the full
subcategory of locally finitely generated projectives. Then £, is an admissibie, semi-
simple subcategory of .# in the sense of [1, p. 388] and one can define

K, (R) =K, ('@R) . (2.0)

An alternate but equivalent definition of K, (R) which we discuss in the remainder
of this section goes as follows: the tree J has associated to it a natural tree of infinite
sets E={E,} where E;={ieJ | i>j}. Let I'(R) denote the ring of endomorphisms of
F[E; R]. The addition in I' (R) is the addition of germs and the multiplication is
composition of germs. Then we can set

K (R) = K,(I'(R)). 2.0

There is a natural map K, (I'(R)) - K, (%x) which is an isomorphism. The argu-
ment showing this is entirely similar to the argument in [1, p. 353]; one uses (1.8)
together with (2.4) below or Lemma 6 of [14, Chap. I, § 5].

Now let R be a tree ring and let C be a tree of infinite sets over J. Consider a
collection 4 ={4"}, keJ, which satisfies

1) A*=(a},) is a locally finite matrix with (p, g)eC, x C,, such that there are at
most finitely many pairs (p, )¢ C, x C, with a},#0, and

2) foreach keJ, A*=A"®R,+ --- + A" ® R, +finite matrix where /,,..., I, are the
elements of J with |/;| =|k|+1 and k</;. Here AQ R, =(y;,(a},)) for I=1y,..., I,.

Two such collections A={4*} and B={B*} are equivalent iff 4°=B° and A*=B"
+ finite matrix whenever k>0. A germ is an equivalence class of such collections. If
[4] and [B] are two germs represented by 4={4*} and B={B"}, define

[4] + [B] = [{4* + B'}]
and

[4]-[B] = [{4*-B*}]

It is easy to check that the addition and multiplication of germs is well defined and
that this definition of germs of F[C; R] to itself agrees with the previous one. Let
I'(C; R) denote this ring of germs.

Here is an alternate description of I'(C; R). Let u(C;; R;) be the ring of locally
finite matrices operating on the free R;-module based on C; modulo the ideal of finite
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matrices. Whenever i< j the inclusion C;= C; and the ring homomorphism y;;: R;— R;
induce a ring homomorphism

i (Cis Ry) > pn(Cis Ry)
via the correspondence (a’,) - (y;;(a’,)). For each non-negative integer n let

un(C;R)=I® 1(Ci; Ry)

i|=n
whenever k </, there is an identity preserving ring homomorphism
#(C5 R) > 1 (C; R)
obtained by summing up the maps u;; where |i| =k and | j| =I. Define

#(C; R) =limp, (C; R).

Then I' (C; R) is the pull back of the diagram

I'(C;R)—-u(C;R)
! l
1(Co; Ro)—— 1 (Co, Ro)

Let J'< J be a cofinal subset of J containing the smallest element 0 and suppose
that there is a sequence of positive integers 0=0,<a; <o, <--- such that jeJ’ iff
|jl=0o, for some k>0. Let C’ and R’ be the corresponding trees derived from C and
R. If A={A"} satisfies (1) and (2) so does 4"={A4*}, ;..

The correspondence 4 — A’ induces a ring homomorphism

¢:I'(C;R)-»TI(C';R)

PROPOSITION 2.1. ¢ is an isomorphism.

Proof. Exercise. Similar to proof that inverse limits are not changed by taking
cofinal subsets.

Actually, the ring I' (C; R) only depends up to isomorphism only on the tree of
rings R. Corollary 2.3 below shows that for any two trees of infinite sets C and D
over J the rings I' (C; R) and I' (D; R) are isomorphic in a very natural way.

A function f: Cy — D, is proper provided that for each jeJ there are at most finitely
many elements ve C; such that f(v)¢ D ;.

PROPOSITION 2.2. Let C={C;} and D={D;} be trees of infinite sets over J.
There is a bijection h: Cy — D, such that both h and h™* are proper.
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Proof of 2.2. Associated to the tree J is the “standard” tree of sets E={E;} where
E;={i|ieJ and j<i}. To prove (2.2) it is sufficient to show that for any tree of
infinite sets C there is a bijection 4: C, — E, such that A and #~! are proper.

For any tree of sets C define, for each non-negative integer n and each jeJ with
|jl=n, the set C; as

where |i|=n+1 and j<i.
By condition (b) above C; is finite. Let C"= | J,;;<, C;. Note that

c"*t=c"u,uu

where j,, ..., jy€J are the vertices with absolute value n+ 1. Also Cy= ), C".
We shall construct the required bijection 4: Cy — E, by first defining a sequence of
injections A,,: C" — E, such that

(@) hyiy | C=hy5 (B) H(C™)2 E™; (v) H(C))<E;.

Step 1. Construction of an 4 satisfying () through (y).

We can assume that each C ; is non-empty by the following argument: Using the
fact that each C; is countably infinite choose a collection {y;} ;. of distinct elements
y;of C, such that y ;e C; for each je J. Define for jeJ

D;=C;— {yih<s

Then D, contains D, properly whenever k </and D= {D,} is a tree of infinite sets with
each D ;non-empty. Furthermore the identity maps Cy, — D, and Dy — C, are proper;
so to prove (2.2) we can, if necessary, replace C by D to insure that D ;#0. Now let
Sc E, be any finite subset. We say S is full in E; provided there is some n>|j| so that
SNnE;={i | icE; and |i| <n}. If S'is full in E}, then S is full in E, whenever j</ and
SN E;#0. Note that E;={j } for each jeJ.

Now let hy: C° — E, be any injection with ho(C°)fullin E,. Suppose that h,: C"— E,
is defined for n>0 and satisfies (@), (B), and (y). Recall that C"**=C"u C;,u- U},
as above. Define 4,,,:C"*'—> E, by letting 4,,, | C"=h, and h,., | C, for p=j,,
..., Ji be any injection of C, into E,—h,(C") such that h,,,(C"UC,) is full in E,.
This sequence of 4,’s satisfies (o) through (y).

Now define the injection h:Cy— E, by letting s [ C"=h,. Condition (B) implies
his a surjection and condition (y) implies that #(C;)< E; for each jeJ.

Step 2. It remains to show that A~1:E;— C, is proper. We show that for any
Jj€J there are at most finitely many elements veC, such that v¢C; but h(v)eE;.
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Suppose to the contrary that there infinitely many such v’s; say, v,, v,, v3,.... Con-
dition (b) above implies there is some v, and}avertex peJ with v,eC, and |p|>|j].
Since v,¢C; there is a vertex ieJ with |i|=]|j|, i#j, and p>i. Condition (a) above
says that E;nE;=0; bat h(C;)cE; so h(v,)¢E;. This is a contradiction. Hence
h~1is proper. This completes the proof of (2.2).

Now let C and D be trees of infinite sets over Jand let #: Cy— D, be as in (2.2).
The bijections # and £~ induce isomorphisms on the germ level [h]:F[C; R]—F
[D; R] and [A~']:F[D; R]— F[C; R]. The germs [#] and [A~'] are inverses of
one another. Thus we have

COROLLARY 2.3. If C and D are trees of infinite sets over J, then F[C; R] and
F[D; R] are isomorphic. Hence I'(C; R) and I'(D; R) are isomorphic.

A useful useful special case of (2.3) is the following: we say two trees of infinite
sets C={C,} and D={D,} are equivalent iff Cy =D, and, for a>0, both C,—C,n D,
and D,—C,nD, are finite sets. If C and D are equivalent, then the identity map
id: Cy — D, and its inverse are proper bijections; so (2.3) applies and we have I'(C; R)
=I'(D; R).

If [A]is a germin I'(C; R) there is a representative 4 ={4*} of [4 ] and a tree of
infinite sets D={D,} equivalent to C with C, 2D, for all keJ and such that for any
keJ

ay,=0 for (p,q)¢D, x D, 1)
and for any k and /in J with k </
ay, = 06,(a,,) for (p,q)eD; x D. 2)

Any such representative 4 of the germ[A] will be called a matrix. Note that the
matrix A= {4*} is a morphism (not just a germ) of F[D; R] to itself.
If Jis a tree and R is a tree of rings over J we let

I'(R)=T(E;R)

where E is the standard tree of sets obtained from J. The need for considering various
“presentations” I'(C; R) of I'(R) for different trees of infinite sets C arises in topolog-
ical applications.

i
EXAMPLE 1. R is the inverse sequence {Ro <R, 4—R,-_1«—'R,- «-. Any
element of I'(R) is represented by a sequence (M°, M*, M?,...) of locally finite matri-
ces M*=(m;) where m{;e R,, 0<i, j< oo, such that

M* = M**!' ® R, + finite matrix.
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EXAMPLE 2. Same as above but where the f, are isomorphisms for, say, a>k.
Any element of I'(R) is represented by a pair of locally finite matrices (M, N) such
that M =NQ® R, +finite matrix. Here M has entries in R, and N has entries in R,.
In particular if f: 4 — B is a ring homomorphism we shall denote the ring I" of the

S id id . .
system B«—A«A«--- by yf. In this case yf can be described as the pullback of the
diagram

v ——=——und
¢ l
IB———— uB

EXAMPLE 3. The tree R has two ends:
- R

-« > R_gyy 2> R_; >Ry <Ry <R, o R, .
Suppose f, and f_, are isomorphisms for a> k. Then any element of I'(R) is represent-
ed by a triple (M™%, M°, M*) of locally finite matrices M*=(m{;) over R* where
a=—k, 0, kand — o0 <i, j< oo such that

(a) m;*=0if i>0 orj>0

(b) mf;=01f i<0 or j<0

() M°=M"*@R,+ M*® R, +finite matrix.

EXAMPLE 4. All the ring maps §;;: R;— R; are isomorphisms. I'(R) is the ring
of all locally finite matrices M = (m;;) over R, (where i, jeJ) such that for each ieJ
there are at most finitely many j¢ E; such that m;; #0.

LEMMA 2.4. The ring ['(R) is a sum-ring.

Proof. If C={C;} and D={D;} are trees of infinite sets over J, define the sum
of Cand D, written C II D, to be the collection {C; IT D;} where C; II D; denotes
the disjoint union of C; and D ;. In view of (2.3) it suffices to show that '(E° IT E', R)
is a sum-ring where E° and E' are two copies of the standard tree E. If X is any set
and R a ring let F(X, R) be the free R-module generated by X. Now for i=0 or 1 let
B.:E° 11 E' - E' be a proper bijection as in (2.2). For each keJ let ff denote the
corresponding locally finite R,-transformation from F(E{ II E/, R,) to itself; f
is only determined up to a finite matrix for k>0. For i=0 or 1 and keJ, define the
locally finite R,-transformation of of F(E; 1I E;, R,) to itself by

_ (B ' (e), for ecE;
a’ﬁ(e)—{ iO , for e¢E}.

Each of is well determined modulo a finite matrix. The germs «; = {of} and ;=
{Bf} make I'(E° II E*; R)into a sumring.
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Now let C be a tree of infinite sets. The collection of finite sets {C;} defined in the
proof of (2.2) will be called the block decomposition of C. Each € ;isablock.

A germ[A] in I'(C; R)isblockedprovided thereis a tree of infinite sets D equivalent
to C and a matrix representative 4={4%} of [A] which is “blocked’” with respect
to D; that is, for each aeJ, 4*=(a},) where

A germ may be blocked in many different ways. To illustrate this definition consider
a germ[A] in I'(E; R) where R is the tree of rings in Example 1. A blocking of the
germ[A] consists essentially of a sequence 0=n,<n, <--- of integers and a sequence
M*=(m},) of (n,4;—n,)x(n,;—n,) square matrices where n,<p, g<n,,; and
my.€ R,. The blocked representative A = {4%} is defined by

Aa=Ma+Ma+1®Ra+Ma+2®Ra+“'

schematically we have

MO

Ml

M2

" .
In general suppose 4 ={A*} is blocked with respect to D. For acJlet M*(A)=(d},)
where (p, g)e D, x D,. We shall write

A=Y M*(A) (2.5)

to indicate that A*=),<, M*(A)QR, for each aeJ. We call D, the support of
M*(A).

If A=), M*(A) is blocked with respect to the tree of infinite sets D we can block
A in a new way by the operation of amalgamation: Choose a sequence of integers
0=ng<n;<n,< --- with i<n,. Form the tree of sets D’ = {D,} by letting

D,=\J Dy where ny <|Bl

asp

Note that D’ and D are equivalent. For aeJ let M{(A4)=Y,<; MP(A)®R, where
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Ny <IBl<njgp41. Then A=Y, M{(A) with respect to D' and we say the representa-
tion ), M{(A)is obtained by “amalgamation” from ) , M*(4).

LEMMA 2.6. Let [A]eI'(C; R) be any germ. Then [A] has a representative of
the form X+ Y where X={X*} and Y={Y*} are blocked (with respect to possibly
different trees of infinite sets equivalent to C).

Proof of 2.6. We discuss the special case where J={1, 2....} is the tree with one
end. The general case when J has many ends is left to the reader. Choose a sequence
l=n;=n,<ny<n,<--- of integers and define the square B;=JxJ by B;={(p, q)
| n;<p, g<n;.,}. This choice can be made so that [ 4] has a representative 4= {4}
satisfying

(@) ap, =0 if (p,q)¢ U B;

a<i

(b) if a<p, then a, =5,(al,) whenever (p,q)e B,.

B<i
Let M*=(a5,) for (p, )€ B,. The required X={X"},>, and Y={Y"},5, are defined as
Xa___MZa—l + ]\/[2az+1(>§1220l_1 4. and Yaz=M24z+ M2¢+2®Rza +oee

Thus [A4] is represented by X+ Y=}, M**~ 1)+ (3, M**). Schematically we have

";Bz
Bl :
5
bemoototo-lo1B, =
B,
et
—
Lomed
r=——7
B, | By |
L |
B3 + : B4 :
L___+___1
B E Bg E
Lo—d
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LEMMA 2.7. Let I'=I'(C; R) and let G be a germ in E,(I')cI'* for n>1.
Then G has a representative of the form XY where X and Y are blocked matrices and
can be written in the form X=Y, M*(X) and Y=Y, M*(Y) where for each aeJ both
M*(X) and M*(Y) are products of elementary matrices over R,.

Proof. We shall only deal with the following special case which contains the essential
idea in (2.7): J={l, 2, 3...} ordered by increasing magnitude and C= E=standard
tree of sets for J. We shall show that any element in E,(I')=TI'* satisfies (2.7). The
notation e;;(y) will refer to an elementary matrix in £(2, I') and also to the element in
I* it corresponds to under ¢, : GL(2, I') » I'*.

Let K={k;} and L= {/;} be two copies of the tree J. Then J is equivalent to K I L
where k;eK is identified with 2i—1eJ and /;e L is identified with 2ieJ. Hence I'* =
I(K 1 L; R).

Step 1. Consider the element e,(A)e E(2, I'). Use (2.6) to write =X+ Y where
X=Y,M* "'and Y=Y, M*. Then e;,(A)=e;,(X) e,,(Y) and both e;,(X) and
e;,(Y) are blocked as elements of I'*: To see this let B; and n; be as in (2.6). As an
element of I'*, e, ,(X) is represented by the collection of matrices {4*} where

(0 0 0 0 W

FmmTT T T | 201

I | M*®
0 ; I, 01

M2d+l R
A= I B R,
1 1
0 0
0 e

L 0; I, )

Here I denotes the inclusions F(K,; R,)=F(K; R,) and F(L,; R,)=F(L; R,). Hence
e12(X) =Y 1<.N* where N*is the 2. (Ryp41—N34—1) X 2. (R34 1—N2,- ) elementary
matrix which looks like

I } MZa—l

o |

The proof that e, ( Y) is blocked is similar. Also the above argument can be copied
to show e,; (1) is the product of two blocked matrices.

Step 2. The first step shows that any element Qe E,(I') is the product Q=P;-P,
-... * P, of blocked germs where P;=)"; <, M*(P)).
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To prove (2.7) it remains to show this product can be reduced to one of length two.
This is done by amalgamation. Choose a sequence 1=r,<r,<---<r, so that the
support of A is contained in the support of A4 ,, for 1<i<n—1 where 4! = M'(P)
+:-+4+M"(P;)®R,;. Then choose a sequence s,>s,>--->s5,>1 such that the sup-
port of B} contains the support of B} ,; for 1<i<n—1 where B! = M"*'(P)+---+
M""*(P,)®R, continue in this way to get two collections of matrices 4% and
B 1<a<oo and 1<i<n, where each A and B} has entries in R, such that the sup-
ports of the 45 and By fit together in the following way:

_Aj Bi _Ai B}
A} B; A7 B}
| + + + + (2.8)
A3 B; 43 B3
n=3

Let X=Y,¢, M*(X) and Y=Y, M*(Y) where M*(X)= A} A45-...-4; and
M*(Y)=B{ B5- - B;. Then Q=X Y as required.

§ 3. The Basic Exact Sequence

Let {4}, y;;} be a tree of abelian groups over J and let OeJ denote the smallest
element. Define the shift homomorphism

j>0 jz0
by S({a;})={b,} where for j >0
b= IZ,_ Vi (@)
H=1jl+1
LetI:][;j50 4;—[],;>0 4; be the inclusion map.
Now let R ={R;} be a tree of rings over J.

THEOREM 3.1. There is a five term exact sequence

I-5 4 0 I-S
H K, (R,-)———» H K, (Rj) - K;(R) - H K, (Rj)“" Ko(Rj)'
j>o FEX ji>o0

Jjz0

The existence of such a sequence was suggested to us by Theorems I, II and II’
of [12]. The purpose of this section is to define 4 and d and to show exactness of
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(3.1). There is a similar sequence (see 3.6) involving the functors “Wh> and “K,”
when the tree R s a tree of group rings.

First we define 0: Let I'=I(S; R) where S is the standard tree of sets {S}
associated to the tree J. Let [4]el'* be an invertible germ represented by the collec-
tion A={A4} where A’eu(S;; R,)* for j>0. Each 4’ determines by (1.3) an element
0(A47)e Ko(R;) and we set

o([4]) = {e(4)};>0 3.2)

Then d([A4]-[B])=0([4])-0([B]) and d([4]®1)=0([4]) so by (1.8) there is an
induced homomorphism

0: Ky (R) > H Ko (R))

Next we define 4: This is done by defining a homomorphism

4: T[] GL(R;) » K{(R)

izo
which by [1, Cor. 1.10, p. 353] vanishes on [] [GL(R)), GL(R))].
jz0

Let A={A4,}e [[;50 GL(R;). Choose a function a:J— N, where N={1, 2, 3,...},
such that 4;€GL(x;, R;). Form the tree of infinite sets S(x)={S(a);} where S(x);
=J x N consists of those pairs (i, k) where J<i and 1<k <a;. Consider 4,eGL x
(«;, R;) as having support S(a);={(j, 1),..., (j, @;)}. Then Yo<; 4; is an invertible
germ in I'(S(a); R)* blocked by S(«). Choose any proper bijection h:S(a),— S,
asin (2.2) and set

0<j

Aa(A)=<h-<Z A,->-h’1@1>eK1(R) 3.3)
where “{ ) denotes the class in K;(R) determined by the invertible germ
h-(Yo<;A;)-h~' @ 1inT(S; R)*. See the following diagram:

o;

%o
A,

J
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Note that 4,(4) is independent of the choice of bijection %:S (a), — So; because
any two such choices determine elements of I'(S; R)* which are conjugate. If
A={4;} and B={B} are in [ [o<; GL(R;) and «:J — Nis a function such that both
A; and B; are in GL(x;; R;) for all j eJ, then clearly 4,(4-B)=4,(A4) 4,(B).
Hence to show that (3.3) gives a well defined homomorphism it suffices to show that
if 4;€GL (), R;)for alljand B:J— N is a function with a;<f; for all j then 4,(4)
=4;(4) in K, (R). Let A'={4}} denote A considered as an element of [[,<; GLx
(B R)). Let X =) 0<;A;el'(S(x); R)* and X, =)<;A4;€l (S (B); R)*. Note
that S (B)=S («) II S (B—a). Suppose I'(S; R) has been made into a sum ring via
the decomposition S = K II L where K and L are two copies of .S and let o, o, B,
B1eI (S;R) be as in the proof of (2.4). Choose proper bijections f :S («)— K and
g:S (B—a)— L. This gives a bijection f IT g:S («) I1 S (f—a)—> K II L. Let h:S(x)
— S be the proper bijection ao* f. Then h- X, -h ™ '@1=(fU g) X, (f 1 U g™ ")
in I'(S; R)*. Hence h-X,-h~'@®1 is conjugate to

(hXoh'@l)@l=(Fflg)X, (' Ug H)D1.

This says 4,(4)=44(4) in K, (R). q.e.d.

To prove (3.1) we must first show that the sequence is a zero-sequence:

(@) 4o (I— 8)=0.

Let A={A4;}e[];>0 GL(xj, R;) represent an element xe [];>o K;(R;). Then
A(x)—A4(S (x)) is represented by the blocked germ

) ( ® (4®R @A’ ®RJ@I))
0<j \|k|=]jl+1
This can be written as a product of commutators using (1.1) and (1.2).
(b) 8-4=0.
Let A={4;}e[Jo<; GL(%;, R;). Then Y ;50 4;€l(S («); R)* is a germ such
that Y, < j 4;®R, is invertible in /R,. Hence ¢([} < 4;® R,])=0. This says do 4 =0.
©) (I-8)<3=0.
For each element [4]el* represented by 4 ={A4*} we have (I—S)-0=0 because
of condition (2) in § 2. In view of (1.8) this implies (/—S)-9=0 on K, (R).
Now we show that (3.1) is exact. For simplicity we assume J= {0, 1, 2, 3,...} is
the tree with one end. The general case is left to the reader.

Exactness at [ [ ;>0 Ko (R))
Let x={<P;>—<Ry)>};>o be an element killed by /—S. For convenience set
P,=0 and n,=0. Then for j>0 we have

(P> — <R} =<Pjy1 @ R;> — (RY*)
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In particular there are positive integers m; such that
P;®RY ®R/"= (P11 @R;)®R}"®R}".

Choose finitely generated projective modulus Q; over R; such that P;@Q; is free
over R;. Let Q;=Q®R}’. Then

Pi®Q;®RY"'"=RY®Q;®(P;+; ®R))

In particular the module on the right hand side of the equation is free over R;.
Define the germ [A] where 4= {4’} by letting

[RY®©Q;® (Pj+1 ®R)I®[RY*' @ (Q;+1 ®R))®(P;+2®R))] @
A= o |u i id id | .
[P,®0Q;® R @[(P;+1®R)®(Q;+1 ®R))® R @

Note that for j = 0 the matrix 4° is in /R, because P,=0=R{’. For j>0 the matrix
A’ is only invertible modulo a finite matrix. It is clear that g(47)=<P;>—<{R}>.
Hence 9([4])=x.

Exactness at K{(R)

Let E={e;} denote the standard tree associated to J. For 0<p,g<o let
E (p,q)={e;| p<j<gq} and let F (p, q; R’) denote the free module generated over
a ring by R’ by the set E (p, q).

To show exactness it suffices to show that for any germ [4]el™* with d[4]=0
there is a blocked matrix B=2XB;e[I'*, I'*] such that [ B- 4] has a blocked represen-
tative ) ;M7 where M is an invertible square matrix over R;.

So let 0[A]=0. Then using (1.5) we find a sequence of integers O=n_, =my<n,
<my<n;<m,<n,<--- and a representative 4= {a’} of [4] such that the following
conditions hold:

(1) For 0<j,o/ is defined on F(n;_,, 00; R;), a'=a’@R; on F (n;_;, 0; R;)
when 0<i<j, a/(F(n;-y, ©; R;))>F (m;; R;), and o (F (n;, 0; R;))=F (m,,
©; R;).

(2) Let Qo=F (mo, my; Ry)andfor j>01let Q ;=a’(F (n;, 0; R))NF (mj, my;
R;). Then for j >0, Q; is free and is isomorphic to F (n;, m;.; R;).

(3) For j>0let Pj=a/(F (n;_y, n;; R;))NF (m;, m;.q; R;). Then P, is free and
is isomorphic to F (mj, n;; R;)

(4) F(m;,m;.q; R)=P;®Q; and for j>0,a’(F(nj,n.1; R))=0,;® (P;+1®
@R;). See the diagram below. '

Now by using [1, Cor. 1.10, p. 353] and rechoosing the m;and n; (if necessary)
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it is possible to find isomorphisms
hj:P; > F(mj, n;; R;)
and
gi:Q; — F(nj, mjs1;R))
whenever j >0 such that
hj@gj:F(mjmyyy; Ry) = F(mj, mjy 5 R;)

is of the form [u;, v;] where u; and v; are in GL(m;,;—m;; R;). Let go=ide GL x
(my—my; R,), and hy=0. Let B= {B’} where B'= Y ;<, (h,@®g,)®R;. Note that B
is blocked with respect to thetree {E (m;, co)} and in fact B=[u, v] where u=) o<, v;
and v=Y o< ; v;. The germ [L-A] is blocked with the respect to tree of infinite sets
{E (n}, )} where no=0 and n;=n; for j>0. q.e.d.

0 ng m, n'l m, 7;2 m3
1id 1 h Ta 1 b2 Tea
Qo P, P,  Q Py
+ < t < T

Exactness at [] ;50 K;(R})

Step 1. Let GO{iGI{LGﬂ—--- be an inverse system of abelian groups and let
fi;:Gj—G,; be the composition G,—G;_;—--—G;. An amalgamation of a=
={o;}e[Jo<; G, is a sequence = {b;}e[[o<; G; obtained from a by choosing a
sequence of integers 0=n,<n, <n, <--- and letting ;=3 ; f;;(x;) where n;<i<n;, .

LEMMA 3.4. The element a={«;}€ [[o<; G, lies in the image of I—S if some
amalgamation p= {B;} of a lies in the image of I—S.

Proof. Suppose there is an element X={X;}e []Jo<; G; such that X—S (X)=p8
where f is obtained from « as above. Then

Bo=—S(X;) and B;=X;-S(X;;,;) for j>0.

For j>1 define Y,—X;+Y; f;i(x;) where j<i<n;: Then ay=—S(Y;) and «;
—Y,~ 8 (¥,,,) for j>0.

Step II. Now let G=[],<; K;(R;) and G* =[]o<; K;(R;). We show exactness
by taking an element in G which is killed by 4 and finding some amalgamation of
it which pulls back to G*.
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Let zeG be in ker4 and let z= {4} where A;€GL(n;, R;) for j >0. Then 4(z) is
represented by the blocked germ[A4] where A=) ;5, 4; and the support of 4; is
E(P;, P;,,) where Po=0 and P;=no+---+n;_, for j>0. To say that 4(z)=0
implies that some stabilization [ (4@®1)®---@1] lies in [I'*, I'*]. Now (A®1)@-- @1
is a blocked matrix of the form )’ A} where 4] is some large square matrix conjugate
to A; in GL(R;). Hence {4]} also represents z so we may as well assume that the
matrix A=Y o<; A; is itself in [I'*, I'*] and, in fact, that it is in E,(I') for some n.
By (2.7) weknow that [4]-[X]-[¥]=1where x=Y o< ; M/(X)and Y =) o< ; M’ (Y)
are blocked and the square matrices M7 (X) and M7 (Y) are products of elementary
matrices over R;.

Use amalgamation as in (2.7) to write A=24), X=2X; and Y =ZXY; as shown
schematically by the following diagram:

A A} A, A;
} t

() ny n; n3

X5 X X, X5 X4 X5 X6

\ , \ ;
’ 4 ’ ’ /
Yy Y| Y, Y, Y,

my my m, msy my

The integers m; and n; are intertwined sequences O=mgy=no<m;<n;<m,<---.
Let B=) ;>, B; be the blocked matrix defined by

By = Ao XoYg
and for j>0

Note that B;= A when considered as elements of K, (R;). Also, the sequence {B,}
considered as an element of G is an amalgamation of the original element zeG in the
sense of Step I.

Let

0sj

where

Ko = ldEGL (m1 - mo, Ro)



496 F.T.FARRELL AND J.B. WAGONER
and for j >0
-1 -1
Ki=Y; " (X;;-1®R))

we have [B]=[K] in I'*.

The support of B; is E (nj, n;,,) and the support of K; is E (mj, m;,,). For
short set a;=E(n;, n;,,) and ;= E(m;, m;, ). The matrices 4 and K overlap as in
the following diagram:

I
I
| Kol X
—_} _______ .1' .
| Y1 I
I !
] f
Bo E xl E
L.._______._.I_._______._EKZ
2
B, : X, :
! |
(I R ‘."‘““"“"]Ks
|
4
B, :
L

The solid squares are the o; x a; and the dashed squares are the k; x k ;. Each square
a;xa; is the union of two diagonal squares (a;xa;)n(x;xx;) and (x;xa;)N
N (kj-1 xx;-1) and two off diagonal rectangles (a;nx;4;) % (2;nk;) and (x;Nk;)
X (@0 Kj41)-

Recall that B'=Y;<, B;®R, and similarly for K’. Since B°=K?, each of the
square matrices B;® R, and K;®R, has zero entries in the off diagonal rectangles.
Since B/ = K/ +finite matrix when j >0 we see that for each such j the square matrices
B,®R; and K;®R; are zero in the off diagonal rectangles for / large enough. By
amalgamating the B;’s and the K;’s again and absorbing (when necessary) the K g
into the new blocks of the amalgamated B,’s we can assume that B=),<; B; and
K=Y <; K; satisfy the following properties:
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(a) each B; and K has zero entries in the off diagonal rectangles.

(b) Kp=id, and for j>0 and />, K,= B, in the squares («, x a;) " (x, X k;) and
K,®R,_;=B,_, in the square (o,_y x 0,1 ) " (k; X k;).

Now for j>0 let y;=K; restricted to (a;_y xa;_;)n(x;xk;) and x;=B; re-
stricted to (a; x ;)N (x;x ;). Then

P yj 0
K <0 xj+1>

so both y; and x; are square invertible matrices over R;. Since K; is a product of
elementary matrices, y ;= — x; when considered as elements of K, (R;). Since

x; 0
B, = J
! (0 yj+1®Rj>

we have Bj=x;+y;,;®R;in K; (R;). Let B;€K, (R;) be the element of determined
by B;. Then

Bo=—s(x;) in K;(Ry)
and
Bi=x;—s(x;+,) in K,(R))

for j>0. This says that the element f={f;} lies in the image of /—S. But feG is an
amalgamation of the original element zeG, so z is also in the image of /— S by Step 1.
This completes the proof of (3.1).

Let G={G}, y;;} be a tree of groups over J. The group ring of G, written Z [G],
is the tree of rings over J given by the collection {Z [G,], y;;} where the ring homo-
morphism y;;: Z [G;] - Z [G,] is the one induced by y;;:G;— G;. Let Z, denote the
tree of rings {Z, y;;} over J where Z ;= Z and y,;=1d for all i, jeJ. There is a natural
“morphism” i:Z;— Z [G] of rings over J given by Z;—» Z [G,], similarly we have a
morphism e: Z [ G] — Z; given by the evaluation maps Z [G;] — Z . These morphisms
of trees of rings induce homomorphisms iy: K, (Z;) - K, (Z [G]) and e,:K, (Z [G])
— K, (Z,;) such that eyoi,=id:K,(Z;)— K,(Z,). Let K,(Z[G])=coker (K(Z;)
- K,(Z [G])). Then K, (Z [G])=K,(Z,)®K,(Z [G]).

Let +G<I'(Z [G])* be the subgroup of diagonal germs with group entries; that
is, a germ D={D}={(d},)} lies in +G iff for each jeJ, d} ,=0 for p#q and
di ,=+g, where g,€G,.

Now define the Whitehead group of G as

Wh (G) = R, (Z[G]) mod { + G (3.5)

where (+G> <K, (Z [G]) is the subgroup generated by the elements of +G.
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Arguing in a similar way to the proof of (3.1) one can derive the following exact
sequence which is of interest in the theory of algebraic torsion for infinite simple
homotopy types discussed in [4] and [14].

THEOREM 3.6. There is a five term exact sequence

I-5 4 0 ~ I-S ~
[ Wh(G;) —— [] Wh(G)) > Wh(G)~ [] Ko (G;)—~ [] Ko(G)).
0<j 0sj 0<j 0<j
Here Wh(G ) is the ordinary Whitehead group of G; and K, (G ) is the reduced group
K, (G;)=coker(K,(Z)— Ko(Z [G,])). Here are some examples of the sequences
(3.1) and (3.6).

EXAMPLE 1. Suppose the tree of rings R is the inverse system B«f—A«;A«M—A

« ... Then I' (R)=yf as in Example 2 of § 2 and the basic sequence (3.1) reduces to
the sequence

K,(4) » K, (B) » K, (yf) = Ko(4) > K, (B). (3.7
Now “classically’’ there is the exact sequence of Bass
K, (4) » K;(B) » Ko (f) = Ko (4) - K, (B) (3.3)

as described in [1].
There is a natural isomorphism of sequences

K, (Yf)
K, (4) > K, (B)< L >Ko (4) > K, (B). (3.9)

We indicate how to construct the isomorphism 0: K, (yf)— K, (f) and leave it to
the reader to check as an exercise that everything is well defined, etc. Recall that
Ko (f)is “K,” of the category of triples (P, a, Q) where P and Q are finitely generated,
projective A-modules and «: PQ B— Q®B is a B-linear isomorphism.

Let A® denote the free A-module based on {e,, e, e3,...}, let "= A% denote the
free submodule based on {e,, 1, €,+2,..-}, and let 4, = A® be the free module based on
{e1s..., e,}. Similarly for B®, B", and B,. Now let (8, &)eyf where felB, aclA rep-
resents &eud, and «® B=f+finite matric. Asin § 1 choose an integer » so large that
A®[a(A") is finitely generated, projective over A. Also choose n so large that
«@B | B"=p | B". Then let

0((B, @)) = (44", B, A”[a(4,)) in Ko (f)
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where

B:(4°/4") ® B ~ (A”/a(4,)) ® B
is just the map induced by f:

(4°/A")® B = B*|B" — B0 (4") ® B = (4% (4,))® B.

If G is the tree of groups G07—G1<;G2 «<and Z [Go]«f—Z [GJ«;;Z [Gy]e -
is the associated tree of rings, the exact sequence (3.6) reduces to

Wh (G,) » Wh(G,) » Wh(G) - K, (G,) = K, (G,) (3.10)

Define Wh( f)=K,(f)/{xg) where {4g) is the subgroup generated by triples of
the form (Z [G,], +g, Z[G,]) for geG,. There is an exact sequence

Wh(G,) » Wh(G,) » Wh(f) - K, (Gy) = Ko (Go)- (3.11)

Asin (3.8) there is an isomorphism Wh (G) — Wh( f') which produces an isomorphism
between the sequences (3.10) and (3.11).

Example 2. Let R be the inverse system with two stable ends
A4 ->A->C B+« B«+---
Then (3.1) reduces to
K (A)®K,(B) » K;(C) » K; (R) » Ko (4) ® Ko (B) = K, (C).

Remark. Let R={R;, y;;} be a tree of rings over J and let J'=J be a cofinal
subset containing the smallest element OeJ as in (2.1). We get a tree of rings
R'={R], y;;} by just restricting the indices i and j to be in J’. Then the isomorphism
(2.1) induces an isomorphism

K (R) =2 K(R). (3.12)

Furthermore, if R=Z [G] and R'=Z [G'] are trees of group rings, then there is an
isomorphism

Wh (G) 2 Wh(G'). (3.13)

Thus, while the exact sequences (3.1) and (3.6) are different for R and R’, the middle
term stays the same.
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§ 4. A Definition of K, (f)

As an interesting sideline to the main emphasis of this paper we note that the eaxct
sequence

K, (4) - K, (B) > Ko (f) = Ko(4) - K, (B)
of any ring homomorphism f:4 — B can be extended to an exact sequence

K;(4) = K3 (B) = K, (f) - K (4) > K, (B) (4.0
Here the K, is the one defined by Milnor in [8] and, by definition, we take

Ky (f)=K:(2f) (4.2)

When f:4 — B is a surjection K, (yf) is naturally isomorphic to the relative K (f)
defined by Bass [1] and the sequence (4.1) is naturally isomorphic to the usual one as
constructed in [8]. In fact, in [16] and [5] the exactness of (4.1) is established and it is
shown that the sequence can be extended indefinitely to the left using the higher K,’s
of Quillen [10]. Since [16] and [5] supersede our original argument we simply
indicate here the proof of

PROPOSITION 4.3. For any surjection f:A— B there is a natural isomorphism
0:K, (vf )= K1 (f)-

To define the homomorphism 6, let zeK, (yf) be represented by the word
[1x.,.(bs a,)eSt (f) where b,elB and a,epd. Choose a lifting a,eld of a,eud
such that f (a;)=b,. This can be done because f is a surjection. Now the matrix
M.=]] e, ;.(a,)eGL(IA4) actually lies in the subgroup GL(mA) of GL(IA)=E (I4)
because []e;, ;, (a,)=id in E (uA), which is isomorphic to E (I4) mod GL(mA).
See [16]. Furthermore, since [] e, ; (b,)=id in GL(IB) and f (a,)=b,, the matrix
M, lies in the kernel of GL(mA)— GL(mB). Hence we can define

0 (z) = <M. >eK, (f).

Here we are using the natural isomorphism GL(A4)=~GL(mA). See [16].

The argument showing 6 is well defined is essentially is a combination of the
arguments of Lemma 6.1 of [8] and Lemma 1.2 of [16]. One now checks that there is
a transformation of exact sequences.

Kz(?f)
Ol K, (4) - K (B).

Hence the “five-lemma’ says 6 is an isomorphism.
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