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This is the final paper in a series of three whose objective is to construct
a natural transformation from the surgery exact sequence of Browder,
Novikov, Sullivan and Wall [17,21] to a long exact sequence of K-theory
groups associated to a certain C∗-algebra extension; we finally achieve this
objective in Theorem 5.4. In the first paper [5], we have shown how to
associate a homotopy invariant C∗-algebraic signature to suitable chain
complexes of Hilbert modules satisfying Poincaré duality. In the second
paper, we have shown that such Hilbert–Poincaré complexes arise natu-
rally from geometric examples of manifolds and Poincaré complexes. The
C∗-algebras that are involved in these calculations are analytic reflections
of the equivariant and/or controlled structure of the underlying topology.
In paper II [6] we have also clarified the relationship between the analytic
signature, defined by the procedure of paper I for suitable Poincaré com-
plexes, and the analytic index of the signature operator, defined only for
manifolds. In this paper we will complete the construction of our transfor-
mation from surgery to analysis, and it will turn out that the relationship
between ‘signatures’ and ‘signature operators’ is fundamental to this con-
struction. Briefly, to detect whether a homotopy equivalence of manifolds is
a diffeomorphism, we may examine the mapping cylinder and ask whether
this Poincaré space (with boundary) is in fact a manifold (with boundary).
In turn, this question may be addressed analytically by asking whether a
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suitable analytic signature associated to the Poincaré space is actually the
analytic index of some abstract elliptic operator.

The first section of this paper describes our analytic counterpart to the
surgery exact sequence. In the second section we make a fundamental cal-
culation relating coarse geometry and the boundary map in K-homology;
this goes back to [3]. In the third section we use these ideas to construct
a key invariant, the structure invariant of a Poincaré cobordism, and ver-
ify its properties. The fourth section contains a brief review of the surgery
exact sequence. Finally, in the fifth section we use our structure invariant
for Poincaré cobordisms to map the surgery exact sequence to an analytic
exact sequence, and we verify the commutativity (up to powers of 2) of the
resulting diagram.

1. The Analytic Surgery Sequence

Let π be a finitely generated group, fixed throughout the discussion. Recall
from paper II, Definitions 2.6 and 2.8, that a π -presented space is a triple
(X, X̃, α) (usually abbreviated just to X) comprising a proper geodesic met-
ric space X̃, a free and proper action α of π on X̃ by isometries, and
a quotient space X = X̃/π with the induced geodesic metric. If X is a
π -presented space, then an (equivariant) X-module is a Hilbert space H

equipped with a nondegenerate representation ρ of C0(X̃) and a compat-
ible unitary representation of π . For future reference we remark that any
representation ρ of C0(X̃) on a Hilbert space extends canonically to a rep-
resentation (still denoted ρ) of the algebra of bounded Borel functions on
X̃; non-degeneracy means that the extended representation is unital.

Now recall the basic definitions of C∗-algebraic coarse geometry.

DEFINITION 1.1. Let X be a π -presented space. The category D∗(X) has
objects the (equivariant) X-modules and morphisms the norm limits of
equivariant, finite propagation operators T : H → H ′ between them which
are pseudolocal, that is, which satisfy

Tρ(f )−ρ ′(f )T ∈K(H,H ′)

for every f ∈C0(X̃).

DEFINITION 1.2. Let X be a π -presented space. The category C∗(X) has
objects the (equivariant) X-modules and morphisms the norm limits of
equivariant, finite propagation operators T : H → H ′ between them which
are locally compact, that is, which satisfy

Tρ(f )∈K(H,H ′), ρ ′(f )T ∈K(H,H ′)

for every f ∈C0(X̃).
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The category C∗(X) was already defined in paper II (Definition 2.10).
The category D∗(X) is a subcategory of the category A∗(X) defined in
paper II.

The quotient of a C∗-category by an ideal can be defined, and it is again
a C∗-category. For our categories we have the following important result.

PROPOSITION 1.3 (Paschke Duality theorem). Let X be a π -presented
space. For each i there is a natural isomorphism

Ki+1(D
∗(X)/C∗(X))∼=Ki(X).

The group appearing on the right is the Kasparov K-homology of X,
that is, the group KK−i(C0(X),C). Because π acts freely and properly
on X̃ this is in fact the same thing as the equivariant Kasparov group
KK−i

π (C0(X̃),C).

Proof. In [4] (compare also [7, Chapter 8]), the Paschke duality theo-
rem is proved in the following form: Ki−1(X)=Ki(�

0(X)/�−1(X)), where
�0(X) is the category of pseudolocal operators on unequivariant X-mod-
ules, and �−1 is the ideal of locally compact operators. To obtain the form
of Paschke duality given in the proposition we must therefore show that

�0(X)/�−1(X)∼=D∗(X)/C∗(X),

in other words, we must gain analytic control and equivariance.
Call a subset U ⊆ X elementary if its inverse image π−1(U) (under the

covering projection π : X̃ → X) is identified with U × π ; every point of X

has an elementary neighborhood. Let H be an unequivariant X-module,
which we may assume is of the form L2(X,µ), and let H̃ =L2(X̃, µ̃) be the
corresponding equivariant module (see Remark 2.9 of paper II). Let {Ui}
be a locally finite cover of X by elementary open sets of bounded diame-
ter, � r say, and let {ϕ2

i } be a subordinate partition of unity. Because each
Ui is elementary there is an identification

H̃i :=L2(π−1(Ui), µ̃)=L2(Ui,µ)⊗�2(π).

Using this identification lift the operator Ti = ϕiT ϕi on L2(U,µ) to an
operator T̃i =Ti ⊗1 on H̃i ⊆ H̃ , and finally define

�(T ) :=
∑

Ti ∈B(H̃ ).

The map � : B(H)→B(H̃ ) is linear and completely positive, and its image
consists of equivariant operators of propagation � r.

Introduce the notation �0(H) for the algebra of pseudolocal operators
on H , and define �−1(H), D∗(H̃ ), C∗(H̃ ) similarly. It is easily verified that
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� maps �0(H) to D∗(H̃ ) and �−1(H) to C∗(H̃ ). Thus we obtain a linear
map

�0(H)/�−1(H)→D∗(H̃ )/C∗(H̃ ).

The proof is then completed by noting the following three facts, all of
whose proofs are simple calculations:

(a) the linear map displayed above is injective;
(b) the linear map displayed above is surjective;
(c) the linear map displayed above is a ∗-homomorphism.

In connection with (c), note that while � itself is of course not a ∗-homo-
morphism, it is a ∗-homomorphism ‘modulo compacts’ in an appropriate
sense.

Remark 1.4. The original reference for Paschke duality is [12].

Let X be a π -presented space. From the short exact sequence of
C∗-categories

0→C∗(X)→D∗(X)→D∗(X)/C∗(X)→0

together with Paschke duality, one obtains a ‘long’ (six-term, thanks to
Bott periodicity) exact sequence of K-theory groups. Using Paschke dual-
ity, we may express this exact sequence as

· · ·→Ki+1(D
∗(X))→Ki(X)→Ki(C

∗(X))→Ki(D
∗(X))→·· ·

DEFINITION 1.5. We call this exact sequence the analytic surgery exact
sequence associated to the π -presented space X. The map µX : Ki(X) →
Ki(C

∗(X)) appearing in this sequence is called the analytic assembly map.

Remark 1.6. If X is compact, then (as we observed in paper II), the cat-
egory C∗(X) is Morita equivalent to the group C∗-algebra C∗

r (π). Thus
the analytic assembly map becomes a map Ki(X) → Ki(C

∗
r (π)). In this

case it coincides with other formulations of the assembly map, such as
that appearing in the Baum-Connes conjecture (see [2] for the conjecture
and [19] for the comparison of the assembly maps).

In certain situations the assembly map µX appearing above is conjec-
tured, or even proved, to be an isomorphism. In these cases K∗(D∗(X))=0,
and conversely the non-vanishing of K∗(D∗(X)) is an obstruction to µX

being an isomorphism. For this reason it is of some interest to devise
means of constructing elements in this K-theory group. Our objective in this



MAPPING SURGERY TO ANALYSIS III 329

paper is to relate the analytic surgery sequence for a compact manifold X to
the usual surgery sequence of high-dimensional topology, and in particular to
produce a natural map from the manifold structure set S(X) to K∗(D∗(X)).
The topologist’s surgery sequence will be reviewed in Section 4. See Chap-
ter 7 of [18] for a brief account of the construction detailed here, as well as
for a different method of producing elements of K∗(D∗(X)) (using positive
scalar curvature metrics).

Remark 1.7. Suppose that X is a complete oriented Riemannian n-man-
ifold. The signature operator DX of X is an elliptic operator and there-
fore, by the usual machinery of K-homology theory, defines a class [DX]∈
Kn(X). By definition, the assembly map µX takes this homology class to
the (coarse) index Index(DX) ∈ Kn(C

∗(X)) (see Section 12.3 of [7]). On
the other hand, the machinery of paper I defines an analytic signature
Sign(X)∈Kn(C

∗(X)). By Theorem 5.5 of paper II, we have

µX([DX])=Index(DX)=Sign(X).

2. The Analytic Surgery Sequence and the Boundary Map in K-Homology

Even though our ultimate objective involves the analytic surgery sequence
for compact manifolds only, we will need in the construction to consider
non-compact spaces of various sorts.

DEFINITION 2.1. Let Y be a compact manifold. A conelike end OY

based on Y is a product manifold Y ×R
+ equipped with a (complete) Rie-

mannian metric of the form

ds2 =dt2 +ϕ(t)2gijdyidyj ,

where t is the coordinate on R
+, gij is a Riemannian metric on Y and

ϕ : R
+ →R

+ is a C∞ function such that ϕ(t)=1 for sufficiently small t and
ϕ(t)= t for sufficiently large t .

If π1(Y )=π , we may regard a conelike end based on Y as a π -presented
space (by considering its universal covering). We will say that a π -presented
space X has a conelike end based on Y if there is a closed geodesically con-
vex subset of X̃ which is π -equivariantly isometric to the universal cover of
a conelike end O(Y ) as defined above.

Remark 2.2. It is important to observe that a conelike end is a Riemann-
ian manifold of bounded geometry. It can therefore be equipped with a
smooth triangulation of bounded geometry (the general results of Calabi
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alluded to in paper II are not needed to see this; one can construct the
required triangulation directly).

If O(Y ) is a conelike end we can compactify it by adding a copy of Y

at infinity. The resulting space is diffeomorphic to Y × [0,1]. Similarly, if X

is a π -presented space with a conelike end based on Y we can compactify
the end by adding a copy of Y at infinity. We denote the resulting space
by XY , and we equip it with any geodesic metric which agrees with the
original metric on X outside of a compact (in XY ) convex neighborhood
of the boundary space Y . (Since we are only interested in coarse geometry,
any two such metrics will be equivalent for our purposes.) The space XY is
again a π -presented space. (Beware that XY need not be compact, since X

may have other ends besides the conelike one that we are considering.)
Every function in C0(X̃Y ) restricts to a bounded Borel, indeed continu-

ous, function on X̃. Thus, every equivariant X-module automatically car-
ries the structure of an equivariant XY -module.

LEMMA 2.3. Let X be a π -presented space with a conelike end based on
Y , and let XY be obtained by compactifying the end, as above. Let H,H ′ be
equivariant X-modules and let T : H → H ′ be a morphism in D∗(X). Then
T is also a morphism in D∗(XY ) when H,H ′ are considered as equivariant
XY -modules. Thus, there is a morphism of C∗-categories

β : D∗(X)→D∗(XY ).

Proof. This result originates from [3], and has appeared in various
places in the literature, for instance in [18, Chapter 10]; for completeness
we sketch a few details. It suffices to show that if T has finite propagation
and is pseudolocal for X, then it is also pseudolocal for XY . An important
lemma of Kasparov states that T is pseudolocal if and only if

ρ ′(f ′)Tρ(f )∈K(H,H ′)

for all f,f ′ ∈C0(X̃Y ) having disjoint supports. Since f and f ′ have disjoint
supports in XY , the supports of their restrictions to OY ‘diverge at infinity’;
for any r >0 there is a neighborhood of infinity, U ⊆OY such that the dis-
tance from Supp(f )∩U to Supp(f ′) and the distance from Supp(f ′)∩U to
Supp(f ) are greater than r. Take r equal to the propagation of T and let
g, g′ ∈C0(X) agree with f,f ′ on X\U . Then ρ(f ′)Tρ(f )=ρ(g′)Tρ(g) and
this is compact by the originally given pseudolocality of T .

Composing the homomorphism of Lemma 2.3 with the quotient map
from D∗(XY ) to D∗(XY )/C∗(XY ), and then applying Paschke duality, we
obtain a homomorphism
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b : Ki(D
∗(X))→Ki−1(XY ).

DEFINITION 2.4. We will call the homomorphism b appearing above the
descent homomorphism associated to the conelike end of X.

There is also a version of this construction for C∗(X) rather than D∗(X).
To define it, choose a neighborhood of infinity U on the conelike end, as in
the previous proof. We can extend continuous functions on Ỹ to bounded
Borel functions on X̃ by first extending to U using the product structure of
the end, and then extending by zero outside U . This process makes every
equivariant X-module into an equivariant Y -module, and the same proof
as before shows that we obtain a homomorphism of C∗-categories C∗(X)→
D∗(Y ). The choice of cut-off U affects this homomorphism only by an ele-
ment of C∗(Y ) and we therefore finally obtain a well-defined homomor-
phism

C∗(X)→D∗(Y )/C∗(Y )

yielding another K-theoretic descent homomorphism

b : Ki(C
∗(X))→Ki−1(Y ).

PROPOSITION 2.5. Let X be a π -presented space with a conelike end
based on Y , and let XY be obtained by compactifying the end, as above. The
descent homomorphisms described above fit into a commutative diagram of
exact sequences

. . . �� Ki(X) ��

=
��

Ki(C
∗(X)) ��

b

��

Ki(D
∗(X)) ��

b

��

. . .

. . . �� Ki(X) �� Ki−1(Y ) �� Ki−1(XY ) �� . . .

in which the top row is the analytic surgery exact sequence and the bottom
row is the K-homology exact sequence of the pair (XY ,Y ).

Proof. This depends on the interpretation of the K-homology long exact
sequence in terms of Paschke duality, which is reviewed in Chapter 5 of [7].
In our context we may express this as follows. Since C0(X)⊆C0(XY ), every
XY -module restricts to an X-module. This gives a restriction homomor-
phism

D∗(XY )/C∗(XY )→D∗(X)/C∗(X).
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It may be shown that this restriction homomorphism is surjective (this is
the ‘Excision Theorem’ for K-homology). Its kernel is known as the ‘rel-
ative dual’ algebra of Y in XY ; we will denote it by R(Y,XY ). There is a
natural inclusion

D∗(Y )/C∗(Y )→R(Y,XY )

and this inclusion induces an isomorphism on K-theory (Proposition 5.3.7
of [7]). Thus the long exact sequence of K-theory groups associated to the
short exact sequence

0−→R(Y,XY )−→D∗(XY )/C∗(XY )−→D∗(X)/C∗(X)−→0

is the K-homology exact sequence of the pair (XY ,Y ).
Now we see that the descent maps of the proposition arise from homo-

morphisms of C∗-categories that fit into a commutative diagram

0 �� C∗(X) ��

��

D∗(X) ��

��

D∗(X)/C∗(X) ��

��

0

0 �� R(Y,XY ) �� D∗(XY )/C∗(XY ) �� D∗(X)/C∗(X) �� 0

and the result follows when we consider the corresponding diagram of
K-theory long exact sequences.

We shall need one result about the behavior of analytic signatures under
descent homomorphisms associated to conelike ends. Let (X,Y ) be a finite
Poincaré pair, and let Yi be the connected components of Y . Recall from
surgery theory [21] that (X,Y ) satisfies the π–π condition if each inclusion
Yi →X induces an isomorphism on fundamental groups. (We allow X itself
to be disconnected, but in that case we insist that the fundamental groups
of all the components of X should be isomorphic.)

DEFINITION 2.6. A good Poincaré space is a geometrically controlled
Poincaré complex W obtained as follows:

(a) Start with a finite Poincaré pair (X,Y ) which satisfies the π–π condi-
tion and all of whose boundary components are smooth manifolds Yi ;

(b) Attach either a conelike end or a cylinder-like end (Y ×R
+ with prod-

uct metric) to each boundary component.

Remark 2.7. W is a geometrically controlled Poincaré complex in the cat-
egory of π -presented spaces, where π =π1(X)=π1(W). We are making use
of a geometrically controlled version of the result [21, Proposition 2.7] that
one can glue two Poincaré pairs along a common boundary to obtain a
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Poincaré space. Since (X,Y ) is finite, it is geometrically controlled (Lemma
3.15 of paper II); and since the conelike ends are bounded geometry man-
ifolds, they also are geometrically controlled. The gluing maps are geomet-
rically controlled since they are defined over the compact space Y .

A good Poincaré space W has an analytic signature Sign(W) living in
the K-theory group Kn(C

∗(W)).

Remark 2.8. We will also need a bordism invariance result for the sig-
natures of good Poincaré spaces. Let us say that a bordism of good Poin-
caré spaces is a Poincaré bordism which, outside a compact set, is (isomet-
rically) a product

∐

i Zi × I , where each Zi is a conelike or cylinder-like
end. Such a bordism gives rise to a geometrically controlled Poincaré pair.
It follows from Theorem 3.17 of paper II and Theorem 7.9 of paper I that
bordant good Poincaré spaces have the same signature.

THEOREM 2.9. Let W be a good Poincaré space, with a conelike end based
on Y . Let b : Kn(C

∗(W))→Kn−1(Y ) be the descent homomorphism associated
to the conelike end. Then

b[Sign(W)]=kn[DY ]∈Kn−1(Y ),

where the constant kn equals 1 if n is odd and 2 if n is even.
Proof. First, the result is true if the good Poincaré space W is in fact

a complete Riemannian manifold. In that case, by Remark 1.7, the signa-
ture Sign(W)∈Kn(C

∗(W)) is the image of the signature operator class [DW ]
under the assembly map. By the commutativity of the diagram

Kn(W) ��

=
��

Kn(C
∗(W))

b

��
Kn(W) �� Kn−1(Y )

,

from Proposition 2.5, the image b[Sign(W)] is therefore equal to the image
of [DW ] under the K-homology boundary map Kn(W) = Kn(WY ,Y ) →
Kn−1(Y ). It is well known, however, that the boundary of the homology
class of the signature operator is kn times the homology class of the sig-
nature operator on the boundary.

The remainder of the proof therefore consists of a reduction to the
manifold case. Let W ′ be the complete Riemannian manifold Y × R, with
a metric which is conelike on the positive end of R and is a product on
the negative end. Thus W ′ is another good Poincaré space with a conelike
end based on Y , and b[Sign(W ′)]=kn[DY ]. We will construct two good Po-
incaré spaces X1 and X2, equipped with coarse maps ϕ1 and ϕ2 to W ′, such
that



334 NIGEL HIGSON AND JOHN ROE

Figure 1. The space X1 (left figure) and the space X2 (right figure).

(a) b[ϕ1∗(Sign(X1))]=b[Sign(W)]−b[Sign(W ′)]∈Kn−1(Y );
(b) b[ϕ2∗(Sign(X2))]=0∈Kn−1(Y );
(c) (X1, ϕ1) and (X2, ϕ2) are bordant (in the sense of Remark 2.8).

Since bordant spaces have the same signature (Remark 2.8), it will follow
from (a), (b) and (c) that b[Sign(W)] = b[Sign(W ′)] = kn[DY ], proving the
result.

The construction is illustrated in Fig. 1. The space X1 is the disjoint
union of W and −W ′ (where −W ′ denotes W ′ with reversed orientation).
It is equipped with the coarse map ϕ1 to W ′ which is the identity on W ′

and on the conelike end of W , and which on the remainder of W sends a
point w to (y0,−d(w,w0))∈Y ×R

−, y0 and w0 being fixed base points in
Y and W respectively. The space X2 is identical with X1 except on a com-
pact region; on this compact region it has been changed by a bordism so
as to replace Y ×S0 ×B1 by Y ×B1 ×S0. The map ϕ2 agrees with ϕ1 out-
side the compact set, and is arbitrary inside it. Items (a) and (c) above are
now clear (the minus sign in (a) comes from the reversal of the orientation
on W ′). As for (b), the left-hand component of X2 makes no contribution
to image of the signature after descent to the end. Thus we may replace X2

by its right-hand component alone, which is again a Riemannian manifold.
We find that b[Sign(X2)] is the image of kn([DY ] ⊕ (−[DY ]))∈Kn−1(Y �Y )

under the folding map Y �Y →Y . This image is obviously zero.

3. The Structure Invariant

In this section V will denote a closed n-dimensional manifold with funda-
mental group π . By a Poincaré cobordism over V we will mean an (n+1)-
dimensional Poincaré pair (W, ∂W) such that

(i) The boundary ∂W is a disjoint union ∂−W � ∂+W , where ∂±W are
closed n-manifolds;
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(ii) The triple (W ; ∂−W,∂+W) is equipped with a map f (of triples) to
(V × [0,1];V ×{0}, V ×{1}), whose restriction to each boundary com-
ponent is smooth;

(iii) The map f is of degree one and it induces an isomorphism on funda-
mental groups; moreover, the same is true of each of its restrictions to
maps f± : ∂±W →V .

Such a Poincaré cobordism will be denoted briefly (W,f ), or just W if the
map f can be understood.

There is an evident notion of addition of such Poincaré cobordisms.
Indeed, if W ′ and W ′′ are two such cobordisms, with ∂+W ′ = −∂−W ′′ (in
which case we will say that W ′ and W ′′ are compatible; the notation should
also be taken to imply the agreement of the maps f ′, f ′′ on the respective
boundary components) then we may glue them to form a cobordism

W =W ′ ∪∂+W ′=∂−W ′′ W ′′

which is equipped with an evident map f = f ′ ∪ f ′′ to V × [0,2]. We will
write W =W ′ +W ′′ in these circumstances.

In this section we will associate to any Poincaré cobordism (W,f ) over
V a structure invariant σ(W,f )∈Kn+1(D

∗V ), which has the following prop-
erties:

(a) (Vanishing) If (W,f ) is a manifold cobordism, σ(W,f )=0;
(b) (Additivity) If (W,f ) and (W ′, f ′) are compatible Poincaré cobor-

disms, then

σ((W ′, f ′)+ (W,f ))=σ(W ′, f ′)+σ(W,f ).

(c) (Signature) The image of σ(W,f ) under the map Kn+1(D
∗V )→Kn(V )

appearing in the analytic surgery exact sequence is (up to a constant)
the difference of the signature classes. More precisely, it equals

kn+1(f∗[D∂+W ]−f∗[D∂−W ]),

where kn+1 equals one if n is even, and equals two if n is odd.
(d) (Homotopy) σ(W,f ) is unchanged by homotopy equivalences (keeping

the boundary fixed) of the cobordism (W,f ).

Let (W,f ) be a Poincaré cobordism. Form a good Poincaré space Ŵ by
attaching conelike ends (Definition 2.1) to the two boundary components
W± of W , so that

Ŵ =O∂−W ∪W ∪O∂+W

with suitable choice of orientation. By construction, Ŵ comes with a con-
tinuous coarse map f̂ to the open double cone BV , which is just V × R

with a metric which is conical on both ends. Notice also that all spaces we
have mentioned are π -presented spaces in a natural way.
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Remark 3.1. It is important for this construction that the boundary com-
ponents of our cobordism should be manifolds. The open cone on a non-
manifold Poincaré space is usually not a bounded geometry Poincaré space
in a natural way.

Arising from the geometry of BV we have the following series of maps:

Kn+1(C
∗(BV ))→Kn+1(D

∗(BV ))→Kn+1(D
∗(V × [0,1]))

→Kn+1(D
∗(V )). (3.1)

The first map is induced by inclusion. The second map comes from com-
pactifying the conelike ends of BV to obtain V × [0,1], together with
Lemma 2.3. The third map is functorially induced by the projection V ×
[0,1]→V .

DEFINITION 3.2. We let χV : Kn+1(C
∗(BV )) → Kn+1(D

∗(V )) denote the
composite of the maps in the sequence (3.1) above.

DEFINITION 3.3. The structure invariant σ(W,f ) ∈ Kn+1(D
∗(V )) is the

image, under the composite map χV of Definition 3.2 above, of f̂∗(Sign Ŵ ),
where Sign Ŵ ∈ Kn+1(C

∗(Ŵ )) is the signature of the Hilbert–Poincaré
space Ŵ .

THEOREM 3.4. The structure invariant has the vanishing, signature, addi-
tivity, and homotopy properties listed above as (a)–(d).

Proof. Consider first the vanishing property (a). Suppose that W is in
fact a manifold cobordism. Then Ŵ is a complete Riemannian manifold,
and thus by Remark 1.7 the signature Sign Ŵ is equal to the image of
the homology class [DŴ ] ∈ Kn+1(Ŵ ) of the signature operator under the
assembly map µ : Kn+1(Ŵ ) → Kn+1(C

∗(Ŵ )). Hence (because f is continu-
ous), f̂∗(Sign Ŵ ) belongs to the image of the assembly map for BV , and
so maps to zero in Kn+1(D

∗(BV )) by exactness in the analytic surgery
sequence for BV .

Now consider the additivity property (b). Let (W ′, f ′) and (W ′′, f ′′) be
two compatible Poincaré cobordisms, with sum (W,f ). Let Ŵ , and so on,
denote the spaces obtained by coning these cobordisms, as above. Now
consider the following two good Poincaré spaces equipped with the obvi-
ous maps to BV :

A= Ŵ ′ � Ŵ ′′, B = Ŵ �BM

where M denotes ∂+W ′ = ∂−W ′′. The space B is obtained from A by cut-
ting off one end and gluing it back on the other way around, so that in
fact A and B are bordant as good Poincaré spaces. It follows (Remark 2.8)
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that the signature of A and the signature of B are equal in the group
K∗(C∗(BV )). However, the signature of A maps, under the composite map
3.1, to σ(W ′)+σ(W ′′), whereas the signature of B maps to σ(W)+σ(W0),
where W0 is the trivial cobordism M × [0,1]. Since σ(W0)= 0 by the van-
ishing property, we have proved the result.

Let us check the signature property (c). Associated to the conelike ends
of Ŵ there is a descent map

b : Kn+1(C
∗(Ŵ ))→Kn(∂−W � ∂+W).

By Theorem 2.9, b(SignW) = kn+1([D∂−W ] − [D∂+W ]). The asserted result
now follows by chasing through the following diagram:

Kn+1(C
∗(Ŵ )) ��

f̂

��

Kn(∂−W � ∂+W)

(f−,f+)

��
Kn+1(C

∗(BV )) ��

��

Kn(V �V )

��
Kn+1(D

∗(BV )) �� Kn+1(D
∗(V × [0,1])) ��

��

Kn(V × [0,1])

=
��

Kn+1(D
∗V ) �� Kn(V )

in which the three leftmost horizontal arrows are various descent maps.
Finally, the homotopy property (d) of our invariant σ(W,f ) follows

immediately from the homotopy invariance of the Hilbert–Poincaré signa-
ture.

4. Review of Surgery Theory

In this section we give a very brief review of the surgery exact sequence.
The reader may consult Wall’s book [21], or more recent expositions such
as [17,22], for further information about the following notions.

Let V be a smooth, closed, oriented, n-dimensional manifold. The cen-
tral object of attention in surgery theory is the structure set S(V ). The
members of S(V ) are equivalence classes of homotopy manifold structures
on V , by which we mean orientation-preserving homotopy equivalences
f : M →V , where M is a smooth manifold. Two such structures fi : Mi →
V (i = 0,1) are declared to be equivalent if they are h-cobordant, meaning
that there is a cobordism W between M0 and M1, and W itself is equipped
with a homotopy equivalence f : W →M which restricts on the boundary
components to the given maps fi . In particular, two structures are equiv-
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alent if they are diffeomorphic in the sense that there is a homotopy com-
muting diagram

M0

f0 ���
��

��
��

�
h �� M1

f1����
��

��
��

V

with h a diffeomorphism.

Remark 4.1. The structure set that we have defined is sometimes denoted
Sh(V ), to distinguish it from an alternative version, Ss(V ), in which the
homotopy equivalences are required to be simple. The ‘simple homotopy’
version of surgery is more directly related to the diffeomorphism classifica-
tion of the manifolds, because of the s-cobordism theorem [9]: two high-
dimensional manifolds are s-cobordant if and only if they are diffeomor-
phic. However, this refinement is not needed for the construction of our
maps; and in fact it is known that the two versions of surgery differ only
by 2-torsion.

Surgery theory embeds the structure set in the surgery exact sequence.
The surgery exact sequence (or at least the portion of it that we propose
to study) is

Ln+1(π) · · · · · · · · ·>S(V )−→N (V )−→Ln(π)

with π =π1V . We need to recall the definition of the L groups and of the
normal invariant terms N (V ) in this sequence.

N (V ) is the set of degree one normal maps f : M → V , modulo the
equivalence relation defined by normal bordism. A ‘normal map’ is a map
that is covered by an equivalence of Spivak normal bundles [21, Chapter 1].
However for the purposes of our construction it is not necessary to know
the details of this ‘bundle data’; the normal bordism set maps forgetfully to
ordinary (oriented) bordism �n(V ), and our map from surgery to analysis
will factor through this forgetful map.1

The abelian group Lm(π) is defined geometrically, following [21, Chapter
9]. It is also a cobordism group. Specifically, a cycle for Lm(π) consists of
a degree one normal map of pairs f : (W, ∂W) → (X, ∂X), where (X, ∂X)

is an m-dimensional oriented Poincaré pair and f restricts to a homoto-
py equivalence on the boundaries. Also given as part of the cycle is a map
X → Bπ . On these cycles is imposed a cobordism relation which we will

1This is because we will tensor with Z[ 1
2 ].
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not describe just yet (the reader will find the details in [21]). The realiza-
tion theorem states that every element of the group Ln+1(π), π = π1(V

n),
has a representative of a particularly simple kind:

THEOREM 4.2. Let V be a closed manifold of dimension n and having fun-
damental group π , and let f : M → V be a manifold structure on V . Then
any element α ∈ Ln+1(π) has a representative which is a map h : W → V ×
[0,1], where W is a cobordism, ∂−W = M and h|∂−W = f , and h|∂+W gives
another manifold structure on V .

We can now describe the maps appearing in the surgery sequence. The
map S(V )→N (V ) is the natural forgetful map: an orientation-preserving
homotopy equivalence from a manifold to V is certainly a degree one nor-
mal map. The map N (V ) to Ln(π) is also a forgetful map: a normal map
f : M →V can be considered as a normal map of pairs (with empty bound-
ary), and this together with the map V → Bπ which classifies the univer-
sal cover gives a cycle for Ln(π). Exactness at N (V ) is the fundamental
theorem of surgery theory: a degree one normal map is normal bordant
to a homotopy equivalence if and only if its surgery obstruction vanishes.
Finally we must describe the dotted arrow from Ln+1(π) to S(V ). This
arrow denotes an action of the group Ln+1(π) on the set S(V ), and its
exactness means that two structures belong to the same orbit of this action
if and only if they have the same normal invariant. The action is defined by
Wall realization (Theorem 4.2): given a structure f : M → V in S(V ) and
an element x ∈Ln+1(π), realization provides a representative for −x of the
form h : W 
→V × [0,1], with the homotopy equivalence h0 equal to f ; then
f +x is defined to be the structure represented by h1.

5. Mapping Surgery to Analysis

In this section we will define our maps from surgery to analysis, and then
will prove that the resulting diagram of exact sequences is commutative.

Let V be a smooth, closed, oriented, n-dimensional manifold, with fun-
damental group π . Here is the diagram that we will be considering (we will
refer to this as the ‘Main Diagram’).

Ln+1(π) ��

γ

��

S(V ) ��

α

��

N (V )

β

��

�� Ln(π)

γ

��
Kn+1(C

∗
r π)⊗Z[ 1

2 ] �� Kn+1(D
∗(V ))⊗Z[ 1

2 ] �� Kn(V )⊗Z[ 1
2 ] �� Kn(C

∗
r π)⊗Z[ 1

2 ]

The bottom row of this diagram is the analytic surgery sequence for V

(Definition 1.5 and Remark 1.6), tensored with Z[ 1
2 ].
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DEFINITION 5.1. We define the map α : S(V )→Kn+1(D
∗(V ))⊗Z[ 1

2 ]. Let
f : M →V be a structure on V , that is a homotopy equivalence between V

and a manifold M. We may regard f as a homotopy equivalence between
M and V as manifolds over V , in other words, we may consider the com-
mutative diagram

M
f ��

f ���
��

��
��

V

=
����

��
��

�

V

Let Cf be the mapping cylinder M ∪f V × [0,1], which is a Poincaré cobor-
dism (in fact an h-cobordism) over V . We define α[f ] = 2−�(n+1)/2�σ(Cf ),
where σ(Cf )∈Kn+1(D

∗(V )) is the structure invariant of Definition 3.3, and
�x� denotes the greatest integer �x.

To show that α is well-defined, suppose that f and f ′ are two struc-
tures related by a manifold h-cobordism W . Then Cf + W is homotopy
equivalent (rel boundary) to Cf ′ , with the notion of addition of cobordisms
defined in the previous section. However, σ(W)=0 by the vanishing prop-
erty (Theorem 3.4(a)), since W is a manifold cobordism. Therefore σ(Cf )=
σ(Cf ′) by the additivity and homotopy properties (Theorem 3.4(b,d)), and
the map α is well-defined.

DEFINITION 5.2. We define the map β: N (V ) → Kn(V )⊗Z[ 1
2 ]. Let

f : M → V be a degree one normal map; then the map β sends f to
the ‘difference of signature operators’ of M and V . Specifically, β[f ] =
2−�n/2�(f∗[DM ] − [DV ]) ∈ Kn(V )⊗Z[ 1

2 ], where [D] denotes the K-homology
class of the signature operator.

To show that β is well-defined, let h : W → V × [0,1] be a normal
cobordism. It will be enough to prove that the signature operator D∂W

maps to zero in Kn(V )⊗Z[ 1
2 ] (under the map h0 � h1 : ∂W → V ). But,

up to a multiple of 2, D∂W belongs to the image of the boundary map
Kn+1(W, ∂W) → Kn(∂W) in K-homology, and the result follows from this
via the commutative diagram

Kn+1(W, ∂W) ��

��

Kn(∂W)

��
Kn+1(V × [0,1], V ×{0,1}) �� Kn(V ×{0,1})

��

�� Kn(V × [0,1])

���������������

Kn(V )

in which the middle row is exact.
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DEFINITION 5.3. We define the map γ : Ln(π) → Kn(C
∗
r (π))⊗Z[ 1

2 ]. Let
f : (M, ∂M)→ (X, ∂X) be a degree one normal map of pairs, in which X

is a Poincaré space of formal dimension n, f is a homotopy equivalence
on the boundary, and there is given a map X→Bπ . (These data make up
a cycle x for Ln(π).) Glue M to X (reversing the orientation of the lat-
ter) by means of the homotopy equivalence of their boundaries, obtaining
a compact Poincaré space Z (without boundary), equipped with a map to
Bπ . Now define γ [M,X,f ] = 2−�n/2� SignZ, where SignZ ∈ Kn(C

∗(Z)) =
Kn(C

∗
r (π)) is the analytic signature of the Poincaré duality space Z.

To check that γ is well-defined, one must come to grips with the def-
inition in [21, Chapter 9] of the equivalence relation that gives rise to
the group Ln(π). By definition, an object of the sort considered above
(that is, a degree one normal map f : (M, ∂M)→ (X, ∂X)) is equivalent to
zero if there is a degree one normal map of triads2 g : (W, ∂1W,∂2W) →
(Y, ∂1Y, ∂2Y ) such that

(a) (∂1W,∂12W) = (M, ∂M), (∂1Y, ∂12Y ) = (X, ∂X), and the restriction of g

to ∂1W agrees with f .
(b) The restriction of g to ∂2W is a homotopy equivalence.
(c) The given map X →Bπ extends to Y .

If such a bordism exists then we may glue W to Y along ∂2 using the
homotopy equivalence g; the resulting space is a compact Poincaré pair
whose boundary is the space Z of the definition above. Thus Sign(Z)= 0
by the bordism invariance of the analytic signature (Remark 4.8 of paper
II). It follows that γ is well defined.

Here is the main result of our paper.

THEOREM 5.4. The Main Diagram (displayed at the beginning of this sec-
tion) is commutative.

Proof. We check the commutativity of the right-hand square. Let
f : M → V be a degree one normal map defining an element of N (V ).
The corresponding L-theory element is defined by the same normal map
f , now thought of as a map of pairs with empty boundary. Thus, the
space Z appearing in Definition 5.3 is the disjoint union M � (−V ), and
thus γ [M,V,f ] = 2−�n/2�(SignM −SignV ). On the other hand, by defini-
tion β[f ] = 2−�n/2�(f∗[DM ] − [DV ]). Since the homology class of the signa-
ture operator passes under assembly to the analytic signature (Remark 1.7),
we see that the right-hand square commutes.

We check the commutativity of the middle square. Let f : M → V

be a structure on V . The corresponding invariant in Kn+1(D
∗(V ))⊗Z[ 1

2 ]

2See [21], again, for this notion.
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is α[f ] = 2−�(n+1)/2�σ(Cf ), where Cf is the mapping cylinder of f . By
Theorem 3.4(c), the image of α[f ] under the map Kn+1(D

∗(V ))⊗Z[ 1
2 ] →

Kn(V )⊗Z[ 1
2 ] is

kn+12−�(n+1)/2�(f∗[DM ]− [DV ]).

But kn+12−�(n+1)/2� = 2−�n/2� so the displayed expression above is equal to
β[f ].

Finally we check the commutativity of the left-hand square. (This com-
mutativity means that the action of Ln+1(π) on S(V ) given by Wall real-
ization is compatible with the natural affine action of Kn+1(C

∗
r (π)) =

Kn+1(C
∗(V )) on Kn+1(D

∗(V )).) Let x ∈Ln+1(π) and a structure f0 : M →V

be given. By Wall realization (Theorem 4.2) we may construct a (manifold)
cobordism f : W → V × [0,1] with f0 the given structure, f1 a new struc-
ture, and surgery obstruction x; then, by definition, f1 = f0 + x. We want
to prove that σ(Cf1) = σ(Cf0) + i∗(γ (x)), where i : C∗(V ) → D∗(V ) is the
canonical inclusion.

Form a Poincaré cobordism P from V to itself over V by gluing the
mapping cylinders of f0 and f1 onto the boundary pieces of the cobordism
W (reversing the orientation of the mapping cylinder of f0). We claim that

σ(P )= i∗(γ (x)) (5.1)

If this claim is granted it is easy to complete the proof; by the additivity
property of the structure invariant (Theorem 3.4(b)), we have

σ(P )=−σ(Cf0)+σ(W)+σ(Cf1)=−σ(Cf0)+σ(Cf1),

σ (W) vanishes as W is a manifold cobordism (Theorem 3.4(a)).
It remains to check the claim expressed by Equation 5.1. According to

Definition 5.3, the class γ (x)∈Kn+1(C
∗V ) is the signature of the Poincaré

space Z which is obtained from P by identifying its two boundary compo-
nents (both of which are copies of V ). Z is naturally equipped with a map
to V which we regard as V ×{0} inside the double cone B(V ) (see section
3 for the definition of this double cone and its use in the construction of
the structure invariant). Under the map χV of Definition 3.2, the signature
of Z maps to i∗(γ (x)).

Consider now the disjoint union Q=Z�B(V ) as a good Poincaré space
over B(V ). This space has a signature Sign(Q) = Sign(Z) + Sign(B(V )).
We have χV (Sign(B(V ))) = 0 (since Sign(B(V )) is in the image of the
assembly map) and so χV (Sign(Q))=χV (Sign(Z))= i∗(γ (x)).

Finally note that Q1 is bordant over B(V ) to the space P̂ obtained by
attaching conelike ends to P . Thus

χV (Sign(Q))=χV (Sign(P̂ )=σ(P )
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by definition of the structure invariant and bordism invariance. Thus we
finally obtain σ(P )= i∗(γ (x)) as required.

6. Examples and Discussion

It is not hard to find examples where our structure invariant is non-zero.
First consider the simply-connected case with n = dim V divisible by 4.
Then we may identify the assembly map K0(V )→K0(K)=Z with the map
induced on K-homology by crushing V to a point (the index map). The
analytic structure set K1(D

∗(V )) is therefore identified with the reduced
K-homology K̃0(V ) of V . If we use the Chern character to make the (ratio-
nal) identification

K0(V )⊗Q=Hev(V ;Q)

then the signature operator class on V passes to the Poincaré dual of the
Hirzebruch L-class, and similarly the structure invariant of f : M →V cor-
responds to the difference of the dual L-classes of M and V (both these
classes have the same image in H0(pt) by the Hirzebruch signature theo-
rem, so their difference does belong to reduced homology). Now it is well-
known that, within the homotopy type of a simply-connected manifold, the
only universal constraint on the rational Pontrjagin classes is that provided
by the signature theorem (see [8]); we conclude that, at least rationally,
any element of H̃n−4j (V ;Q), j �1, can be realized as an analytic structure
invariant.

In the non-simply-connected case there are further examples. A positive
linear functional τ : C∗

r (π)→C is called a normalized trace if τ(1)= 1 and
τ(xy)= τ(yx) for all x, y ∈C∗

r (�). (There is a canonical example, given by
taking the coefficient of the identity element, but there may be others; for
instance, any finite-dimensional representation of C∗

r (�) will give rise to a
normalized trace arising from the standard trace on matrix algebras.) The
following is a version of the L2 index theorem [1]:

THEOREM 6.1. Let V be a compact even-dimensional oriented manifold
with fundamental group π . Then for any normalized trace τ on C∗

r (π), the
induced homomorphism

τ∗ : K0(C
∗
r (π))→R

maps µV [D] to the index of D, for any elliptic operator D on V . ��

Suppose now that τ = (τ1, . . . , τk) is a list of normalized traces on
C∗

r (π). It defines a homomorphism K0(C
∗
r (π))→R

k, and, by the theorem,
this homomorphism maps Im µ to the diagonally embedded copy of R in
R

k. Thus
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τ∗ : K0(C
∗
r (π))→R

k/R

detects the cokernel of the assembly map µ, which is a subgroup of the
analytic structure set. When π is finite and the traces arise from finite-
dimensional representations, this analytic invariant corresponds to3 the
multisignature of [21, Chapter 13]. Thus exotic manifold structures which
are detected by the multisignature, such as some fake lens spaces, will also
be detected by our analytic structure invariant.

Remark 6.2. One could contemplate carrying out the constructions of
this paper in the context of KO-theory (the K-theory of real C∗-algebras),
rather than (as we have done) in the context of complex K-theory. This
however would seem to require a different treatment of the signature of a
Hilbert–Poincaré complex, distinguishing four or eight cases.

Remark 6.3. Our constructions have produced a map from the smooth
surgery exact sequence to our ‘analytic surgery’ sequence. But surgery can
also be carried out in other categories; and in fact the surgery theory of
topological manifolds (see [10,15,16] for discussion) is most closely related
to K-theory. One might therefore ask whether it is possible to construct
a diagram similar to our own relating analysis to topological surgery. To
see that this is a non-trivial task, note that the existence of such a dia-
gram would immediately imply that the K-homology classes of the sig-
nature operators on homeomorphic smooth manifolds are equal (modulo
2-torsion, at least); and this statement, in turn, immediately implies Novi-
kov’s theorem on the topological invariance of the rational Pontrjagin clas-
ses [11]. Thus an ‘analytic proof of Novikov’s theorem’ would be implicit
in the construction of a topological version of our result.

Following a question of Singer [20], such analytic proofs have long been
sought; but the situation is rather unsatisfactory. The necessary construc-
tions can be carried out algebraically, but they do not a priori respect the
requirement that the operators involved be bounded in the appropriate L2

norms; so it is not clear whether the constructions can be carried out in
the category of Hilbert spaces and bounded operators. In [14] this prob-
lem is referred to as the problem of ‘gaining analytic control’; it is circum-
vented by an excision argument, which shows for homological reasons that
(over appropriate control spaces) the two versions of the theory, one using
bounded operators and one ignoring that restriction, must agree. It seems
possible that a similar argument could be combined with our construction
to produce a map from ST OP (X) to K∗(D∗(X)). In fact, one can describe

3Strictly speaking, Wall’s multisignature also contains additional information relating
to possible real or quaternionic structures on the finite-dimensional representations being
considered.
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the fiber of the assembly map – essentially the TOP structure set – as the
L-theory of a certain controlled category (see Pedersen [13] for one way of
doing this). If one ‘completes’ this category to a C∗-category in the obvi-
ous way it should be possible to construct a map from the K-theory of the
resulting C∗-category to K∗(D∗(X)); and so, if we can solve the problem of
gaining analytic control in the Pedersen category, we will obtain the desired
map. But this is a discussion for a different paper.
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