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On the homotopy groups of unions of spaces
By P. J. Hivton
Dedicated to Prof. H. Hopf on his 60" birthday

1. Introduction

A useful technique in calculating the homotopy groups of a space is
to replace the given space by one of the same homotopy type whose
structure lends itself more readily to computation. In particular, Chang
has shown in [2], that an A%-polyhedron, » > 2, in the sense of J. H. C.
Whitehead [11], is of the same homotopy type as the union of a (finite)
number of “elementary’ cell-complexes with a single common point.
Thus attention is drawn to the question: given two connected spaces
X and Y, what do we know of the homotopy groups of X v Y, the union
of X and Y with a single common point? Of course the homology groups
of X « Y are given by the simple relation

H, XvY)=H,(X)+H,(Y),n>0, (L.1)

but the corresponding relation for homotopy groups is more complicated,
in general. For ‘good’ X, Y, IT,(X+Y) is the free product of IT,(X), I[I(Y).
If n > 1, then certainly I7,(X), I1,(Y) inject into I, (X+Y) as direct
factors, but a third term appears on the right hand side of (1.1). This
term may be called the cross-term and is the isomorphic image, under
the boundary operator, of the group I7,,, (X x Y, X+vY), XY being
embedded in X X Y in a natural way. Thus

,(XvY)~ I, (X) +I,(Y) + O, (XxY, Xv¥),n>1.(.2)

The object of this paper is to study the cross-term under certain
restrictions on X, Y (and n). The first non-trivial case considered, that
in which X =82, Y =80, n=p-+q—1,p>2 q > 2, was discussed
by J.H. C. Whitehead in [10], the paper in which he introduced the
Whitehead product. In fact, the cross-term is in this case cyclic infinite,
generated by the Whitehead product [¢,, ¢,], where ¢, generates II,
(8?), 1, generates I, (S89). This result has been generalized by G.W.
Whitehead in the form

IT, (8 v 89) ~ IT, (87) + I, (89) + IT, (8¥+2- 1), (1.3)
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if 1<n<p-+q-+min (p,q) — 3 (see [9]!). Further generalizations in this
direction are due to the author, J. C. Moore and others (see [6], [7]).

J. H. C. Whitehead showed in [11] that if X is an arcwise-connected
space whose first (p — 1) homotopy groups vanish then

I (Xv89=I,X)+ 1,8, 1l <n<p+qg—1, (1.4)

and Chang in [3] generalized J.H.C. Whitehead’s original result by
proving that, under the additional assumption that p <gq,

oy (X v 8Y) = 1Ty g 1 (X) + 1111 (89) + [T, (X), 1T, (S9)] (1.5)

the group [/1, (X), IT, (89)] being generated by Whitehead products
[%, ¢,], x eI, (X). Our first result (in section 2) generalizes (1.4) and
(1.5) by replacing S? by an arbitrary arcwise-connected space, ¥, whose
first (9 — 1) homotopy groups vanish. Naturally the restriction p < g
disappears in this generalization. We also characterize the cross-term
as being isomorphic to the tensor product H, (X) @ H, (Y).

The next five sections of the paper are devoted to astudy of 77, , (X~ Y),
under the further restriction that X, Y are CW-complexes in the
sense of [10], and p, ¢ = 3. The restriction to CW-complexes (or at any
rate to spaces of the homotopy type of CW-complexes) is implicit in the
method, but the restriction on p, ¢ (i. e., the omission of the cases p
= 2, ¢ > 2) may be removed at the cost of additional complication in
the results. The method is based on the exact sequence of J. H. C. White-
head [14] and we calculate I',,,., (X X ¥, X +Y) in section 4. Though
the results are expressed in invariant form, the proofs are frequently
based on special choices of X and Y from their homotopy types; in
particular, we often find it convenient to assume that the (p — 1)-
dimensional skeleton of X and the (¢ — 1)-dimensional skeleton of Y
are single points. It would be satisfactory if methods could be devised
which did not depend on such choices. On the other hand, the methods
used in this paper do indicate the great advantage for computation of
cell-complexes.

It is of interest to note that, in general, the cross-term does not consist
only of sums of Whitehead products. If we take X = 83 v e*, where e4
is attached by a map of degree 2, and Y a replica of X, then

HG(XVY)zns(X)+He(Y)+Z4§

1) The case n = p + ¢ + min (p, g) — 3 is omitted in the statement of (1.3) in [9], but
it is shown in [1] (or [6]) that it may be included. The subgroup /I, (SP+7-1) is embedded
in IT, (SP v 8% by composition with [ip, ¢4].
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the group Z, (cyclic group of order 4) is not generated by a Whitehead
product but twice a generator is a Whitehead product. The generator
is characterized in section 7.

The last section is devoted to the consideration of the union of more
than two spaces; under certain restrictions the cross-term is the direct
sum of the cross-terms arising from pairs of spaces in the union. The
results, stated for a finite union, are valid also for an infinite union,
provided that the union-space is given the weak topology and the direct
sum is interpreted as the weak direct sum.

The author wishes to thank Professor J.H.C. Whitehead for his
cogent and constructive criticisms of an earlier draft.

2. The Chang-Whitehead theorem

Let X, Y be arcwise-connected and simply-connected topological
spaces such that
InI(X)y=0, r=1,....p—1,
n(Y)y=0, s=1,...,¢q—1.

Let x,, y, be base-points in X, ¥ and let X + Y be the subspace
X X ygv xgx Y of X x Y. We describe X v Y as the union of X and Y
with a single common point arising from the identification of x, and
Yo Let

o:: II(X) - H,(X)
0q: II(Y) -~ H,(Y)
o: X xY, XvY)-H (X xY,X+v7Y)

be the natural homomorphisms of the homotopy groups into the singular
homology groups, and let A ® B, Tor(4, B) stand for the tensor product
and torsion product?) of the abelian groups A4, B. Finally let [«, f]
ell, .., (Z) stand, as usual, for the Whitehead product of elements
well, (Z), Bell,(Z), for any space Z.

We generalize theorem 3(b) of [13] and theorem 2 of [3] by proving

2) Given two additive abelian groups 4, B, the group 4 & B is generated by the pairs
(a, b), @ € 4, b € B, with relations

(al + Qg b) = (au b) + (agy b)
(@, by + b,) = (@, b)) + (a, b,) .

Let A be represented as the difference group F — R, where F is free abelian. Then
Tor (A, B) is the kernel of the natural homomorphism RQ B—+ F Q B.
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Theorem 2.1. Let «, : I1,(X) >IT, (X~ Y), ¢, : IT(Y) -1, (X+vY)
be injections. Then v, 1, are univalent3) and

(X Y)=ul(X)+ uI(Y), r<p+q—1,... (2.2
H?+G—I(XVY)=L1Hp+q 1( )+L2 p+q— 1 +T(H ®H( )) (2'3)

where v is univalent and is given by

(¢ @)= [er(4), e ' ()], & Hy(X), neHy(Y) .
It is well-known that ¢,, ¢, are univalent and that, for any r > 1,
II(XvY)=uI(X)+ I.(Y)+dll, (X xY,X~vY),... (2.4
where d is the homotopy boundary homomorphism
d: I, ,(X XY, XvY)=>II,(XvY)

and is univalent.

Since X and Y are simply-connected, X v Y is simply-connected and
(2.2) is trivial if » = 1. We assume 7 > 1, and note that p > 2, q > 2,
p+q =>4 It is also well-known that the singular homology groups
(with integer coefficients) of a topological product X x Y are given in
terms of the singular homology groups of X and Y by the formula?)
H, (X xY)~ X H/(X)@H,(Y)+ X Tor(H,(X),H,(Y)) (2.5

t+i=n i+j=n—1
Consider the exact homology sequence

.—~H (XvY)_>H (X><Y_>H (XxY, XvY)_>H" X ~vY)—
NowH,(X v Y) =H,(X) @ Hy(Y) + Hy(X)  H,(Y), n>1, and
1 is univalent.

B By the exactness of the sequence, j maps H,(X X Y)onto H,(X X Y,

X+vY) and H,(X) Q@ H,(Y) + I;VO(X) ® H,(Y) is the kernel of j.

Thus B

H (XxY,XvY)~ 2 H,-(X)@Hj(Y)—}—. _2’ Tor (H,(X), H;(Y)). (2.6)
20720 it

Since II,(X) =0, r=1,...,p—1, and I (Y)=0, s=1,...,

g — 1, it follows that

3) We use the word ‘“‘univalent” for a (1 — 1) mapping.
4) A nice proof appears in [8].
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HX)=0r=1...,p—1,and H(Y)=0, s=1,... ¢ — 1, and
e: - 11,(X) ~ H,(X),
o - I, (Y) ~ H,(Y). (2.7)
It now follows from (2.6) that
HXXxY, X~Y)=0, n=1,... p+q—1, (2.8)
and H, (X XY, XvY)~H,(X)QH,/Y) . (2.9)

Since II;, (X~ Y)=0, and II,(X x Y) =0 it follows from (2.8)
by the Hurewicz isomorphism theorem (in the relative case) that

X xY,X~vY)=0n2=2,...,p+q¢g—1, (2.10)
and p:I, (X XY, XvY)~H, (X xY,X+vY). (2.11)
(2.2) now follows immediately from (2.4) and (2.10). To complete the

proof of (2.3), it is only necessary to study the precise nature of the
isomorphism (2.9). Let

f.:I'=>X, f,:I'>Y, ¢>0,§>0,
be singular cubes of X, Y respectively. Let f : I'+7 —~ X x Y be given by
f(a, b) = (f,(a), f2(0)), ael’, bell . (2.12)

Then f is a singular (¢ + j)-cube of X x Y. The mapping

(fl’ fz) '—>.f

induces a chain mapping C;(X) ® C;(Y) - C,;(X X Y), and this
in turn, induces the isomorphic embedding of H,(X) ® H,(Y) in
H (X xY, XvY).

Now let f, : I, I X, z, [y - 19, Ie > Y, y, be maps representing
« eIl (X), B «IT,(Y) respectively, and let the element of I7,, (X x ¥,
X v Y) represented by f (defined as in (2.12)) be written «-8. We note
that

dx ) =[x Bl - (2.13)

Now g,(x) is the homology class of the cycle (f,, I?) and p,(8) is
the homology class of the cycle (f,, I9). Then the element o, (x) ® g5(f)
eH, (X) ® H/(Y) is to be identified in (2.9) with the homology
class of the relative cycle (f, I°+?). In other words,

e(x-B) = 01x ® 020 - (2.14)
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when the left and right-hand sides of (2.9) are identified. Now H,(X) ®
H,(Y) is embedded in 17, ,_,(X+vY) by the univalent mapping
de™'. From (2.7), (2.11), (2.13) and (2. 14) it follows that, if £eH ,(X),
neH, (Y), then

* dg™ (¢ ® 1) = d (e & 05 'n)

= [or'é, es'7] ,

and the theorem is proved.

We may immediately generalize theorem 2.1 to the following

Theorem 2.15. Let Z be the union of the spaces X,; with a single common
pont, ¢t =1,..., k, and let

(X)=0,r=01...,p, —1,
where p; < Py < ... K Py- Then
I (Z) = I1,(X)) + ... + oll(X}). r<p,+p.—1, (2.16)

and
Hl’x"'i’z—l(z) = L1H91+1),—1(X1) + ...+ Lknp1+p2—1(Xk)
+ 7 Z(H,,(X,)® H,,(X)) (2.17)
i<j
where ¢y, ..., t,, T are defined as above and X represents a direct sum.

Let Z,=X,vX,~v...vX,, 1 <t<k.By an obvious induction,
using (2.2), we have

nIzZ)y=0,r=0,1,...,p,—1. (2.18)
Now (2.16) is trivial if £ = 1. Let us assume that
II(Z)_,) = II(Xy) + ...+ g JL(X ), r<py+Pa— 1, k=2,

Then, since I7,(X;) =0, r=0,1,..., p, — 1, it follows from (2.18)
and (2.2) that

Y I(Z) = IT(X) + .- g I (X ) + 4 IT.(X), and (2.16) is
proved. (2.17) is trivial if £ = 1. Let us assume that

Hp1+p2—1(zk—1) = ‘1le+p2—1(X1) + ...+ "k—lHﬂ1+p2-l(Xk—l)

tv I (H,X)®H,X).

i<j<k-1

Then, by (2.18) and (2.3),

Hp1+p3—l(Z) = ‘Hp1+m,—1(zk—1) + ‘kI'[pl+112-—l(Xk)

+ T(Hw,(zk—-l) ® sz (X%) »

where ¢ :I1.(Z,_,) - I1,(Z) is the (univalent) injection.
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E-1
How H, (Z,_,) = X H, (X,) so that (2.17) follows immediately.
j=1

Of course, in (2.16) and (2.17), ¢, ..., t;,T are univalent.

Finally, we give a generalization in a different direction. Let Z be
a connected CW-complex which is the union of the two CW-complexes
X,Y.Let IT,(X) =0, r=0,1,...,p—1, and IT,(¥Y) =0, s = 0,1,
..., ¢ — 1. Then we have

Theorem 2.19. Let X ~Y be contractible over itself. Then
I.(Z) = j, I,(X) + j II,(Y), r<p+q—1, (2.20)
Iy 1(Z) =711, 0 (X) +Jollpy i (Y) + 7% (H,(X)Q H, (Y))  (2.21)

where j§,: II.(X) - 1I1,(Z), j,: II.(Y) - II.(Z) are univalent injections
and * is untvalent and is given by

E @) ={e'b e n}, EeH,(X), neH,(Y),

{ } being the Whitehead product taken in Z.

Let zye X ~Y andleft f,: X ~Y -X ~ Y be a homotopy such
that f, =1, {{(X ~ Y)=2,, f(x,) = x,, where 1 stands for an
identity map. By the homotopy extension theorem, f, has extensions
g X >X,h,:Y > Y such that g, =1, by = 1.

Define @ :Z > X+vY by @)= (9,(2), %), xeX, DP(y) = (,,
hi(y)),yeY, where y, = z,. @ is single-valued since f,(X ~ Y) = x,.
Define ¥: X~ Y —>Z by ¥(z,y,) = =, P(%,y) = y. Then &¥ | X x
Yo : X X 9y > X X y, is homotopic to the identity rel (z,,7,) and
OV |2y X Y :2y X Y >y x ¥ is homotopic to the identity rel
(9, Y). Thus ¥ ~1:XvY >X+v Y. Similarly Y0 | X : X - X
is homotopic to the identity and Y@ | Y : ¥ - Y is homotopic to
the identity. Since the homotopies agree on X ~ Y, it follows that
Y& ~1:Z—+Z. Thus @ and ¥ are homotopy equivalences.

Now IT.(X~vY)=,IT,(X)+ ,II,(Y), r<p+¢g—1, and

Hw+q—1(XV Y) = ol , (X) + I, , (YY) + I(sz(X) ® H,(Y)) .

Letus write §,:I1.(X)—~> I1,(Z), j,: II.(Y)— II(Z), for the injection homo-
morphisms. Since ¥ is a homotopy equivalence it induces an isomorphism
VY  II(X~vY)~ II.(Z), and it is clear that ¥, maps /11,(X)
isomorphically onto §,/7,(X) and maps ¢I7,(Y) isomorphically onto
Gl (Y). In fact, Wy, =7;, Wity =7., so that j, and j, are
univalent. We have shown that

H,.(Z) =71Hr(X) + jzﬂr(y)’ rp +q— 1.
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Let us write {x,f} for the Whitehead product, in Z, of «el7,(X),
Bell (Y). Then it is clear that ¥, [«, 8] = {~, 8} .
It follows that

Hv+t1—1(z) = jl H7+q—1(X) + j?- Hw+q—1(y) + T* (Hm(X) ® Hq(y)) >
where 7* is univalent and is given by
™(EQ ) = {9;155 92_177}’ 3 EH:)(X)’ neH (Y) .

This completes the proof of the theorem.

It should be observed that we restrict ourselves to CW-complexes
only in order to have available the homotopy extension theorem. Any
restriction on the spaces X, Y, Z which ensures the existence of the homo-
topies g,, &, will render the conclusion valid.

3. An exaect sequence

Let 4,,C,, r = 2, 3, ... be two systems of abelian groups®) related by
homomorphisms d,, §,, such that

@ d,:C,—-A,_;, r>2, d,0; =0
@) j4,:4,—->0C,
(iii) d; (0) = j.4,
Writing 6, for 4,_,d,, we have 6, :C, —~C,_, and §,_,6, = 0. Thus
we have a homology theory based on the “chain groups” C, and we write

H,=H(C,;é,). Wewrite II,=A4,—4d,,C,.,, I =370 c 4,.
Then, as shewn in [14] there is an exact sequence

L ALESH ST, >, . ST, >, >Hy, >0, (3.1)
where A is the projection A4, —IT,, restricted to I, ,

o is induced by j,:4, >C, ,
and yisinduced by d,:C, - A4,_, .

Now let P be a simply-connected CW-complex and @ a simply-connected
subcomplex of P. We identify C, with II.(P"vQ, Pr=1v@Q), r >3,
that is, we identify C, with the r* chain group of P mod . We identify®)

5) We specialize the situation in [14] by taking 4, =0,7<1,C, =0,r < 1.
¢) Note that IT, (P* v Q, Q) is abelian because I, (@) = 0.
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A, r=2, with IT,(P"vQ,Q), and j,, »>2, with the injection
homomorphism

jr ZH,(P,.UQ, Q) —)HT(P"UQ: Pr—luQ) .
We identify d,, r > 3, with the homotopy boundary homomorphism
d, A (Prv@Q, P1oQ) =11, ((Pr1vQ,Q) .

Finally we put C, = j,I[I,(P*vQ,Q), d,C,= 0. Condition (iii) is
immediately verified by reference to the exactness of the homotopy
sequence of the triple (Prv@Q, P"-1v@,Q). Let ¢ be the injection
(P10 Q,Q) - II,(P"v @,Q). Then I',=J;'(0) = [, (P1vQ,
Q); since d,, r >> 3, is the homology boundary operator of P mod @,
it follows that H, = H,(P,Q), r > 3; and

Hr = Hr(Pr hd Q, Q) - d,+lﬂ,.+1(P"+1 hd Q) Prv Q) = Hr(P’ Q) .

Moreover, as may readily be verified, the homomorhism g then becomes,
for r > 3, the natural homomorphism o : I7,(P,Q) -~ H,.(P, Q).
Let us write I,(P,Q) for I'.; then we have the exact sequence

. Iy(P,Q) -~ II(P,Q) - H,(P,Q) =~ I',_(P,Q) - ...—>I(P,Q)
—1II,(P,Q) - H, >0 (3.2)

where we leave H, unidentified?).

Lemma 3.3. Let I1,(P,Q)=0,r=2,...,k— 1. Then I.(P,Q)
=0,r=3,...,k.

It follows immediately from (3.2) and the Hurewicz isomorphism
theorem that I',(P,Q) = 0,r = 3,..., k — 1. However, we will prove

that I',(P, Q) = 0 (this, of course, is all that is needed to prove the
lemma).

Let Py= P% v Q. Then, since k > 3, P, is simply-connected. Also
I (Py, Q) =0,r=2,...,k — 1. Now the isomorphism ¢ : IT, (P,, Q)
~ H (P, @), given by the Hurewicz isomorphism theorem, is a mapping
of IT,(P¥v @Q,Q) onto the group of relative k-cycles of P mod .
This means that g, : IT,(P* v Q,Q) — I, (P* v @, P~ v Q) is uni-
valent, whence I',(P,Q) = ,I1,(P*1v @,Q)=0.

) In our formulation H, cannot be identified with H, (P, @) because C, was not the
true 2-dimensional chain group of P mod Q. However, the somewhat obscure situation
at the bottom end of the sequence will not concern us as we will be able to apply lemma 3.3.
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From (3.2) we now get

Theorem 3.4 Let P be a CW-complex and Q@ o subcomplex. Let
II(P)=1I,(Q) =0 and let II.(P,Q)=0,r=2,...,k— 1. Then we
have an exact sequence

T,(P,Q) S I,(P, Q) S H, (P,Q) 5T, ,(P,Q) —
_>Hk+1(P7 Q)iHIH-l(P’Q) -0 .

In particular, ¢ maps I, ,(P,Q) onto H, ,(P,Q).

We note that we may replace the condition I7,(P,Q) =0, r = 2,

..,k — 1, by the condition H,(P,Q)=0,r=2,...,k — 1.

Now let X and Y be simply-connected CW-complexes. We wish to
apply theorem 3.4 with P=X X Y, @ = X+ Y. However, it is not
necessarily the case that X x Y is a CW-complex if X, Y are CW-
complexes. On the other hand, we are able to use the methods of this
section because X x Y inherits from X and Y the property that a
compact subset is contained in a finite subcomplex.

Lemma 3.5. Let X, Y be cell-complexes with the property that o
compact subset 1s contained in a finite subcomplex. Then X X Y also has
this property.

For let F < X x Y be compact and let F,, F, be the projections of
F on X, Y. Then F,, F, are compact, so that F;, ¢ K, F, C L, where
K, L are finite subcomplexes of X, Y respectively. Then F C F, X F,
C K x L, and K X L is a finite subcomplex of X x Y.

It may now readily be verified that the arguments of this section
remain valid when we replace P,Q by X x ¥, X v Y. The result which
we will need in the sequel is then

Theorem 3.6. Let X, Y be connected CW-complexes such that
nXy=0,r=1...,p— 4L, (Y)=0,s=1,...,9g — 1.
Then we have an exact sequence
(X X Y,XvY)—ﬁHn(X XY, XvY)SH (X XY, Xv Y)
S (X XY, X~vY)>...>Hy oo X x Y, X5 T, 004
(XX Y, XV ¥) 5y (XX ¥, X v V) S Hypt (XX ¥, XV Y) 0.

This follows from the arguments above and (2.10).
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4. The Calculation of I, .,

In this section and for the rest of this paper we take p > 3, ¢ > 3.
If p or q is 2, the problems discussed involve additional points of interest
and the results depend on an unpublished theorem due to M. G. Barratt
and J.H.C. Whitehead. It is hoped to publish a note later showing the
modifications in the statements of our results which are necessary when

porqis 2.
Let X, Y be connected CW-complexes such that I7,(X) =0, r =1,
coep—1, (Y)=0, s=1,..., ¢g—1, p=3, ¢ >3. Write K

=X XY, L=XvY, K,=Krv L. Our object in this section is to
calculate I, .. ,(K,L).

Now by a standard result on CW-complexes, X is of the same homotopy
type as a CW-complex X, such that X?~! is a single point; similarly,
Y is of the same homotopy type as a CW-complex Y, such that ¥?!
is a single point. Then X v Y is of the same homotopy type as X,v ¥,
(with the single vertex identified) and X X Y is of the same homotopy
type as X, X Y,. Moreover, the pair (X X Y, X+ Y) are of the same
relative homotopy type as (X, X Yy, Xov Y,) so that

Fpoon (X X Y, X V) a Ty o(Xy X Yo, Xov Yo)  (4.1)

We will therefore assume that X?-! is a single point, z,, and Y?-!
is a single point, y,, but these assumptions will not appear in our results.
Consider the diagram

d %
Hp+q+1 (Km+q+1’ Kp+q) g Hz’—w (Km—q’ L) _>Hz:+q (Kao+q+1’ L)
l¢ ln 10

?

dl
Hp+q+2(Kp+q+1f Km+q) _>Hp+q+1(Kp+q’ L)-> p+q+1(Kp+q+1’ L) :

The horizontal lines are extracts from the exact homotopy sequence
of the triple (K, ..y, Ky, L); ¢ is induced by a map [P+9+2, [r+a+2
—> Ip+a+1) [r+as representing a generator of I7,, . ,([P+2+ fP+‘1+1);
and 7, 0 are induced by a map IP+e+ Ip+a+l 5 Joia o+a representing

a generator of 17, ., ,(IP+9, fl’+q). It is clear that 6i = ¢'yy. We prove
that d'¢ = #d. For consider

11

p+e+1

d i
(Kpigrrr Kpro) > g (Kppg) > 1, (Kpyy L)
[ . L In
Hﬁ’+‘1+2 (KP+Q+1’ 'Kp“‘q) ; HP"“Q“‘I (Kﬂ"}'q) _—> nﬂ+(1+1 (KZJ+Q’ L)
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where d, d’ are homotopy boundaries, 7, 7 are injections, and » is induced

by an ~essential map Ip+as2 s [prad, Clearly d'( =d. Also since
p + ¢> 2, the same homomorphism » is induced by the map Ir+a+
Ip+a+l s [p+a [p+a (recall that E:IT,,  (SP+e-1) [T, . ,(SP+9) isonto
if p 4 ¢> 2, and, in fact, isomorphic if p 4+ ¢> 3; the homomorphism
vis simply & —>oao&, xell,, (K, ), &generates I, .. ,(87+9). Thus
7v = 7, whence d' = 7’d’§' = 7vd = md = nd.

NOWH(Kp+q)—O i=12,. mm(p—l g — 1). It is thus an
easy consequence of the Whltehead suspension theorem?®) that { maps
Har-HH-l (Kp+q+1! Kv+q) onto Hp+a+2 (Kﬂ+a+1 ’ Kp+q) and Simply reduces the
free abelian group I1,,,,,(K,, .1, K,,,) mod 2. Because of our special
choice of X and Y, we have L = K, , ,, and a further application of
the suspension theorem shows that # is onto 17, ., ,(K,,, L) and
reduces Hp+q(Kp+q’ L) mod 2.

Lemma 4.2. The homomorphism 0 maps II,, (K, .1, L) onto
Iy o (K, L) and reduces IT, (K, .., L) mod 2.

We note first that I7,, (K, ., L) =111, (K, , L). Thus
Lpyor (K, L) =i 11, oy (Kyy g, L) = 0911, (K, L)
= 0ill,, (Kyyo L) = 011, (K, 41y, L). Thus O maps 17, (K, g4, L)
onto I',, ... (K, L).

Since 217, ,,,(K,., L) = 0, it follows that 2I',, .. ,(K,L)=0, so
that 6 (217, +q(K?+q+1, L)) = 0. Assume that 6w =0, w eIl H(K,,HH,L)
Then w =1z, zell, (K, , L) and 0 = 0w = bix = i'ngz. By
the property of exactness, nx =d'y, yell, . (K, .41, Kppq), S0 that

=dy=d{z= ndz ,

for some zell,, ., (K, or1 Kpyp). Since 7 is, algebraically, reduction
mod 2, we have x — dze2Il,, (K, , L), sothat w=1ix=1i(rx—dz)
€2Il,, (K, 41y, L). This proves the lemma.

Now 1, (K i g1, L)=IT,,, (K, L)=IT,, (X xY,X+Y). By (2.9) and
(2.11)IT,, (X XY, XY )isisomorphic to H,(X)® H(Y). Infact the group

II,, (X xY, Xv7Y) is generated by elements of the form « -f, x I ,(X),
pell, (Y), and the isomorphism 17, (X XY, XvY)~ H, (X)QH (Y)
is achieved by mapping?) «-f on p,x ® g,. We have proved

8) Theorem 1 of [13] strengthened as in [6].

%) We will use the notation o+ f throughout the paper for the product, in II,, .,
(X XY, X\vY),ofxell, (X),ell, (Y), defined as in (2.12).
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Theorem 4.3. Let X be a connected CW-complex with II,(Y) =0,
r=1...,p— 1, and let Y be a connected CW -complex with II.(Y)=0,
r=1,...,q—1, where p,q > 3. then

Tt X XY, XVY)~ Hy(X)Q H (V)R Z, .

4

Let 7, generate II,(S™—!), r >4, and let 7, generate I7, (I, 1),
r > 4. Then it is easy to see that 10)

[, plo Npt+a = [0‘° Np+1> Bl = [x, o 77q+1] ) (4.4)
and that
d((‘x ‘f)o _ﬁ»+q) = [06, /3] ° Nptq - (4.5)
Since d is univalent, we have
(“'ﬁ)"ﬁz&qz(“°7}p+1)'ﬁ:‘x'(ﬂ° 7]q+1) . (4.6)

Corollary 4.7. The isomorphism I, ,.,(X X Y, XvY) ~ H,(X)
® H,(Y)® Z, is achieved by mapping (x -f)o1n,,, as the residue class
mod 2 of 0,06 ® 058

Corollary 4.8. The subgroup dAl',, .., (X XY, X~ Y)of IT, (X+Y)
is generated by elements expressible in any of the equivalent forms (4.4).
1t is, algebraically, a homomorphic tmage of H,(X)Q H (Y)® Z,.

We recall that, as applications of the exact sequence (3.1) we have
the exact sequences

Ay Q, 2} My
(X)L (X)>H, (X)> T, (X)) —>...>H, ,(X)~>T,,,(X)

)‘1 Q

-1, ,(X)~H,,,(X) >0, (4.9)
and

)\2 2 2 2
LX) S () S Hy (1) 5 Ty (F) > Hoo(Y) 5 Ty (V)

A, Q,

>, (Y)—> Hyyy (Y) >0 . (4.10)
Moreover, composition with 7,,, induces an isomorphism

II(X)®Zy ~ Hy(X) @ Zy ~ Iy, (X) (4.11)

and composition with #,,, induces an isomorphism
II(Y)®Zy~ H(Y)®Zy ~ I'y 1 (Y) (4.12)
We may thus re-express (4.3) as

ot X XY, XvY)~ T, (X)QH (YY)~ H(X)® Iy 1(Y)
& Iy (X) ® Lgyq(Y) (4.13)

10) Relations (4.4) are special cases of (3.59) of [9].
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Relation (4.6) may then be expressed in the form?!!)

o1 (X XY, XY)=T,,(X) - IO(Y)=1II,(X) Ty ,(Y) (4.14)

b. Calculation of 17, ,,, (K, .1, L) and the homomorphism u.
By (2.6) we have

Hyoud( X x Y, XvY)~ Hy (X) @ H(Y) + Hy(X) @ Hyyo(Y)
+ Tor (H,(X), #,(Y)) (5.1)

and H, .. ,(X XY, XvY)~ H, ,(X)QH(Y)+ H, ,(X)®H_ ,(Y)
+ H?(X) ® Ha+2(Y) + Tor(Hp+1(X)’ Hq(Y)) +'T0r(Hp(X)’ H(H-I(Y))
(5.2)
By (3.6), we know that 17, , (X X Y, X+ Y) is an extension of
Iporn X XY, XVY)—uH, (X XY, XVvY) byH, ,.,(X X7,
X+ 7Y). In view of (4.3), (5.1), and (5.2), it remains to express u and
the extension class in terms of known invariants of homotopy type.
However, we will argue from the special choice of complexes X, ¥ made
in the previous section and we therefore devote this section to a discussion
of the non-invariant group I7,,,,,(K,, .1, L), under the assumptions
Xr-1 = Ya1 =g, Consider the exact sequence

i J
. ”’Hp+q+1(Kp+q’ L) - Hm+<1+1 (Kp+q+1= L) - H:n+a+l(K:o+q+U Kp+q)
d
1T, Ky L) — . .. (5.3)

Since L = K, ,_,, dis the homology boundary operator. Thus d~*(0)
= Z,,..1(K, L), the group of (p + ¢q + 1)-dimensional relative cycles of
K mod L. Thus j maps IT,, ,.1(K,, .1y, L) onto Z,, ..,(K,L) with
kernel oI1,, , (K, ,, L) =T, ,.,(K,L). Since Z,, ,.,(K, L) is free
abelian we may choose any (univalent) homomorphism @:Z,, .. ,(K, L)
—1I1,, ,.1(K, ¢r1, L) such that j& =1 and obtain

I3 (Kpyorry L) = Ty g (K, L) + ©Z,, 1 (K, L) . (5.4)

We now make a special choice of @. To this end, consider the exact
sequences

il ‘l dl
o 0T, (XP) 3 IO, (XP+) 5 IT,, , (XP+1, XP) = IT,(X?) ... (5.5)

) If a e I'),; (X) is represented by f:IP+!— XP, and B €Il (Y) is represented by
g:19— Y9, then the map h: IP+9+t1» X X Y, given by & (a, b) = (f(a), g (b)), a €
IP+1 p e 19 is of the form h: IP+9+1 [P+I+1 Kjyig L. Thus it may be seen that the
product of (2.12) induces a product of elements in I, (X) and IT ¢ (Y) with values in

Tprgnn (X X Y, XV ).
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and
1:2 .ﬂ dl
o I, (YOS IT,, (Ye) 3 T, (Yer, Yoy 3 [T (Y) ... (5.6)

there are (univalent) homomorphisms 6, : Z, ,(X) - II,, ,(X?+),
0,:7Z,.Y)—>1I,,(Y?") such that

Hp+1(Xp+1) = Fp+1(X) + @1Zp+1(X) ’ (5.7)
Hq+1(yq+l):Fq+l(Y)+@zzq+1(Y) ’ (58)
and 510, =1, §,0, =1 .

Lemmab.9. Z,,(X)®Z(Y)+ Z,(X)®Z,1(Y) 15 a direct summ-
and i Z,, ..,(K,L).
Since O, ..1(K, L) = 2 C.(X)®C,(Y), it is clear that

r+s=p+g+1
770, 8§20
Z,,(X)®Z,(Y) is a subgroup of Z, _,,,(K, L). Now we may express

C.(X) as Z,(X)+ D,(X), Cy(Y) as Zy(¥) + Dy(Y). Then
Co(X)®C0(Y)=2Z,(X)®Z(Y) + Di(X) ® Cy(Y) + Z,(X) @ D(Y) ,

by a standard theorem on tensor products. Writing D, (X, Y) for
D, (X)® Cy(Y) + Z,(X) ® D,(Y), we have
Op+q+1(K1 L) = 2 ZT(X)®ZS(Y) + 2 Drs(X’ Y): R (510)

r+8=p+q+1 r+8=p+q+1
720, 820 720, 820

and, restricting this to Z, .. ,(K, L), we have

Z:D+q+1(K>L): z Z?‘(X)®Zs(y)+Zp+q+1(K:L)n z D”(X, Y)
Tl T (6.11)

Relation (5.11) establishes the lemma. It should be noted that (5.11) is

quite independent of the special choice of X?—! and Y¢-!, indeed of

any special properties of X, Y at all.

We now define @ on Z, ,(X)®Z,(Y)+ Z,(X)®Z,,(Y). Let
xeZ, 1(X),eZ,(Y)and let g, be the natural isomorphism g, : I7 (Y 9)
~H (YY) =Z,/Y). Let f:Ir+, v+ — Xp+1 gz, represent O, x, let
g:19,I1 5 Yo, Yo represent g;'f. Then h: IP+q+1,f1’+q+1 - K, 1L,
given by

h(a, b) = (f(a),g (b)), ael?P+, bel?

represents an element of I7,, ., ,(K,, .., L) which we may designate
0, 0;'. We define

O*(x @) = Oy 0;'f . (5.12)
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The map f, regarded as a map of (I?+1, I ?+1) into (X?*1, X?) represents
j1616 = «. The map g, regarded as a map of (19, 19) into (Y9, Ye-1)
represents f €Z,(Y). Finally, the map A, regarded as a map of
(I7+a+r) IP+atl) into (K, .01 K,pq) Tepresents j(@,« - ;). Thus

j0*c@p)=xQp.
Similarly we define &* on Z,(X)®Z,,,(Y) by
O*(y® 0) =o'y - 050, (5.13)
yeZ,(X), 60eZy1(Y), and we have jO*(y® ) =y®J.
Now let @' be an arbitrary isomorphism of Z, .. ,(K, L) into
HT+¢I+1(KT+G+1’ L)

such that j@ = 1; such exists as shewn in obtaining (5.4). Now
Zﬁ+q+1(K’ L) = Zz)+1(X) ® Zq(Y) + Zp(X) ® Zq+1(Y) + R >
where R is some free abelian group. We define
O :Zy (K, L) > 11, 01 (Kpygp1, L) by
0| 2Z,y1(X) ® Z,(Y) + 2,(X) © Z,,,(Y) = 6%,0 | R = O|R.

Since j@* =1 and j@ = 1, it follows that 6 = 1. Then @ is
univalent and will be used in the sequel as a specific isomorphism of
Zpiqrr(K, L) into I, o0 (Kpiqyy, L) verifying (5.4).

Let f : IP+2, I‘P+2 —_ XP+2’ XP+1

be a characteristic map for a (p + 2) cell, e?*2, in X and let ¢: 19, Ia
Y4, y, be a characteristic map for a g-cell, e2 in Y. Let h: I?+a+2

Ir+ase > K049 Kpiqp1 be given by
h(a, b) = (f(a), g(b)), a e I*+2, bel?.

Then % is a characteristic map for e?*+2 X e?. Let f|f P+2 represent
o+ 60,8, ael,, (X), BeZ,,(X); let g represent teZ,(Y) and
¢ell (Y); let h represent y eIl . 0(K, 010 Kpiorr) 5 and let

d B
IT, o (K pgior Ky or) 7 Iy g (K pigirs L) > Iy 01 (Kpygr0, L)

be an extract of the exact sequence of the triple (K, .0 K, 001, L) .
Now it is clear that 7 is onto and, moreover, that I7,, .. (K, ;15 L)
is isomorphic with I7,, ., ,(K, L). Thus

II, 011 (K, L) m I 1 (K pgins L) — @00 (K gy gins Kpiga) -
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Theorem 5.14. dy =0 -1+ OB R ).

Put Xy = X?+t o 42 Vi =81=g(I9), M = X, X Yo, N=X,v Y,,
and let h represent y,ell,, . ,(M, M?+2+t). Then II, .. ,(M, N) is
obtained from IT,,,,,(M?+2+1, N) by adding the relation d,y, =0,
d, being the boundary homomorphism

do: Iy gpo (M, MP+0Y) — 11, (1o (MP+2F1, N)
Let g represent ¢ € Z,(Y,), to € I1,(Y,). We will prove that

doyo =01+ OB ® 1) . (5.15)

and the theorem will follow by embedding M, N in K, L. First let
« =10, f=0; then eP*? is attached inessentially to X?+!, and the
homomorphism d, induces the invariant homomorphism

/"‘:Hp+a+2(M: N) - p+a+1(M’ N) .

In fact, if 7, is the homology class of the cycle y,, then dyy, = uy,-.
Now yo is in AIT, .. .(M, N); this is easily seen if we replace X, by
X7+ o S?+2 as we may do since A is a homotopy invariant. Thus
doyo = uyo = 0 and (5.15) is established in this special case. We
assume henceforth that at least one of «, 8 is non-zero.

In general, I7,,,(X,) is obtained from I7,,,(X?+!) by adding the
relation « + @,8 = 0. Thus, in I7,,,(N), therelation [k(x+ ©,8), 1,]=0
holds, where k is the injection I7,,,(X?*') —1II,, ,(X,). Now the
boundary homomorphism d :17,, ., (M, N)—II, ,(N) is univalent
and d(kx-ty) = [ka, ty], d(kO,8 - 1) =[kO.B, ¢,] . Moreover, in Y,
05 tg =1y, since Yo=Y?. Thus, in I7,,,,,(M, N), we have the relation

kx-ty +kO,8-07 =0
The left-hand side is just the injection in 17, .. ,(M, N) of
atg+ 01805 g e I, oy (MP+2+1, N) |

and @,8-0;'t, = OB ®4), by (5.12). Moreover, « -4+ OB® 1) # 0
unless « == 0, B = 0. Thus there must exist an integer 7 such that
Tdyyo = & -ty + OB ® t,). Suppose first that f = 0; then &« #0, so
that « -1y % 0 and 7dyy, = « -t,. Since Z,, ., ,(M, N) is free abelian,
this shows that dyyy € Iy 01 (M, N), so that 7is odd and zdyy, = dy,
= & -1y. Now suppose that B 7= 0. We then show that 7 =1 by
studying the homology boundary.
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For consider the diagram

e

T, (oo (M, MP+9+Y) ~ H,, .. o(M, MP+a+l)
| do . | o
7
HP+G+1(Mp+q+1, N) - Zp+q+1(M, N)

Clearly jd, = dp. Now 7jdyve=17j(*te+OBRt) =f®¢t,. On
the other hand 0dgy, is the homology boundary of the cell e?+2 X e?,
which is just B®¢. Thus f®p=7(®¢4), and 7 =1 since
Rt #0 and Z,, ., ,(M,N) is free abelian. Thus (5.15) holds in all
cases and the theorem follows.

Since p: H,, 1 o(K, L)y > T, ...(K, L) is induced by d:

Hp+q+2(Kp+q+2a K, o) _>Hp+q+1(Kp+a+1: L),

theorem 5. 14 tells us how y operateson H,,,(X) ® H,(Y) and similarly,
how u operates2on H,(X)® H,,,(Y). Infact,if u,: H, ,(X)>I",,;(X)
is defined as in (4.9), we have the obvious

Corollary 5.16 Let x e H,,,(X), § e II (Y). Then pu(x ® 0,8) = puyx - & .
A similar formula holds, of course, for u| H,(X)® H,.,(Y).

Theorem 6.17 The homomorphism u ts zero on H, (X) ® H, (YY) .

Now any element of H, ,(X) may be represented by a map f:
Ir+1 [r+1 5 X z,; and any element of H, ,(Y) may be represented
by a map g: I9+1, Ies1 > Y, %o. Thus any element of H, ,(X)®H, ,(Y)
may be represented by a map f: IP+e+2 Ir+a+2 » K, L. This shows
that u| (H,1(X) ® Hg1(Y)) = 0.

We have now!? described x on H, ,(X)Q H (Y)+ H, (X)) ®
H, ,(Y)+ H,(X) ® H,.»,(Y). We do not describe p explicitly on
Tor (H,(X), H,1(Y)) + Tor(H,,,(X), H,(Y)) but calculate it in
a simple but typical case.

Theorem 5.18. Let X = SP v e?*+1 Y = S¢o S+l v e9+2 where e?*!
is attached to S* by a map of degree o, and e+ is attached to S v S+,
(S2 ~ S2+1 = y,), by a map which is essential over S and of degree v over

12) Starting from a p-cell of X and a (g + 2)-cell of Y, the formula corresponding to

(5.14) would be, with the obvious notation, dy = Tra+ (—1)PO (1 ® P). See theorem
5.18.

13) Note that I, 41 (K, L) — p(H, o (X)Q H, (¥) + Hyy (X)Q H o (Y) +
H(X)Q H (YD)~ (Tyiy (X)—paH (2 (X)) Q@ (L1 (Y) — p2H 1 (Y)).
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S+, Let ¢ = (o, 7), the h.c.f. of ¢ and 7, and let o = go’. Then, if g is
even,

uTor (H,(X),H, ,(Y)) =0,0"even, =1, (X xY, XvY),d odd. (5.19)
M 11,0 (X XY, XoY) ~ I, (X)Q1,,,(Y) | Za o even
oreover 1 XY, XvY)n ® =

Pt ? ot | 2z, o' odd . (5.20)

Consider the exact sequence

. # 2 :
Hyp oo X XY, XVY) > T (X XY, XVY) > prer1(X XY, X Y)
S H, o (XXY, X Y) 0.

In our special case'? this is
Zg —~>Zy—~>1, (X XY, XVY)—>2Z7 >0 (5.21)

Now Tor (H,(X), H,,,(Y)) is generated by t'(e?+! x Sa+1) 4 (— 1)?+1
o' (8% x e?t?), where v =g7. For the boundary of this chain is
7'0(8? X 82+) — ¢'7(8? x 8¢+1) = 0 and (v’ (et X S+1) 4 (—1)P+1
o' (87 X e2*?)) = 7(eP+1 x Sa+l) 4 (— 1)1 ¢(S? X e2*+?), which is the
boundary of (— 1)P+1(e?+1 x ¢2+2), We study the behaviour of
e?+l x S+l under d: IT,, .. ,(K?*+2+2 Kv+atl) 1 . (K?+e+l L),
where, as usual, K =X x Y, L= X+Y. It is clear, in fact, that
d coincides with the homology boundary on e?+1 x S%+1 in the sense that

d(e?*l x §4+1) = BOo(8” x §+1) .
On the other hand, if #,,, generates I7,,,(S¢) and t, generates IT,(S?)
it follows from (5.14) that
d(8% X eT2) = ¢, Ny + (— 1)?POT(S? x §+1) .
Recall that ¢,-.n,,, generates I, .. ,(K,L). Then
d (7' (eP+t x Sl 4 (— 1)P+1¢" (8% X e2+?)) = o' (1), *Ngy1) »

and this establishes (5.19).

Let o' be odd. Then 4 maps to zero and ¢:17,, ,,,(X XY, XvY)~Z5;.
Moreover, p maps ¢, -¢,,, onto the generator of H,, ,.,(X xY, X+ 7Y),
where ,,, generates II,,(S?t!). This establishes part of (5.20) if
¢’ is odd and shows, moreover, that I7,,,. (X x Y, X+ Y), is generated
by ¢, t41. Let ¢, ¢4, also stand for the injections of ¢, ¢, ; in
I1,(X), T, (Y) respectively. Then ¢, generates II,(X)=Z, and ¢,

14) If A, B are finitely generated Abelian groups and A’, B’ their finite parts, then Tor
(4, By~ A’ Q B'.
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generates'® I7,.,(Y) = Z,,. Thus, since (o, 27) = g, ¢’ being odd, we
have (5.20)and the isomorphism I7(X) ® [T, (Y) ~ 11, ., (X XY, X Y)
is established by the mapping

b & Lgpr = by " Loy - (6.21)

We now take the case of ¢’ even. Then ¢, - 7,,,70 and ¢, - (944, +7t0,1)
=0, since 7.y, -+ Tte ;=0 in I7, ,(Y). Thus ¢, - t,,, is not of order g.
Since, as before, ¢, - t,,, maps onto the generatorof H,,, (X xY,X+Y)
and since the kernel of 4 is Z,, it follows that ¢, - ¢,,, is of order 2p and
generates I1,, ., ,(X x Y, XvY). Since (g, 27) = 2, (5.20) is veri-
fied if ¢’ iseven and theisomorphism I7,(X) ® I1,,,(Y) ~ I1,, .., (X X Y,
X+ Y) is again achieved by (5.21).

6. The main theorem

Let «ell,(X),Bell,(Y), where X is any connected CW-complex
such that I7,(X) =0, r=1,2,...,p — 1, and Y is any connected
CW-complex such that IT,(Y)=0,s=1,2,...,9—1,p>3,¢q>3.
Let xel',,(X), E e I'y,1(Y) be the images of «, § under the isomorphisms
(4.11), (4.12) of IT,(X) ® Z, with I',,,(X), II,(Y) ® Z, with T',,,(Y).
Let 2,, A, mean the same as in (4.9), (4.10) and let G be the group
obtained from

IT,(X) ® My (Y) + 1T, (X) ® IT,(Y)

by identifying « ® 125 with 2, x ® B, all «, . Our main theorem is

Theorem 6.1. o~ '(H,(X) ® H, (YY) + H, .1 (X) ® H (Y)) ~ G .
Moreover, G is isomorphically embedded in II, ., ,(X X Y, X~Y) by
the embeddings

@y —>a-p, xell (X),yell, ,(Y),

S@®B—>0-B, 0ell,, (X),pell,(Y).

Before proving the theorem, we note the following consequence.
Identifying G with its image in I7,,,,,(X X Y, X+ Y), and letting w
stand for the projection H,, . ,(X X Y, X+ Y) — Tor(H,(X), H,(Y)),
we have

Theorem 6.2. I7,, .., (X X Y, X+Y) is an extension of G by Tor (H,(X),
H,(Y)). Precisely, wo is a homomorphism of II, .. (X X Y, X+ Y)
onto Tor(H,(X), H,(Y)) with kernel G. We now prove theorem 6.1.

15) This follows easily from the Whitehead suspension theorem. See [2], [5].
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Let @’ be the subgroup of I7,, ,.,(X X Y, X+ Y) generated by all
products o« -y, 6.8, x eIl (X), yell (YY), dell, ,(X), Bell,(Y).
Then (i) ¢ maps ¢’ onto H,(X)® H,,,(Y) + H, ,(X) ® H,(Y), which
we will write H(X, Y), (ii) G’ contains AI',, .., (X X Y, X+ Y), (iii)
x-AB=Ax-fB (see 4.6, 4.14). It follows from (i) and (i) that G
= o Y1 (H(X, Y)), and from (iii) that the mapping «:@ — G, given
by k(x®py)=a-y,k(6®p)=06-, is a homomorphism, «, of G
onto @'. It remains to prove that « is univalent. Let us suppose this
established for all finite complexes X, Y satisfying the conditions of
the theorem. Then we show that it is true for all complexes X, Y. It is
certainly sufficient to prove the result if X?-1 = z,, Y41 = y,, so we
assume this. Let & eG (X, Y) and let & be the class containing

Z_'ai®yi + Z 6i®ﬁj EHp(X)®Hq+l(Y)+Hp+l(X)®Hq(Y)’ ‘xi SH”(X),

v J

Vie s (Y), 85ell,p,, Bl (Y). Then «(§) = Zo, -y, + 26, f,.
1 7

If k(&) = 0, there exist finite sub-complexes X* < X, Y* C ¥ such
that
(1) fxz‘ = ¢‘x£k’ (x;k EHa)(X*)> ‘}lt = ¢V:‘) 7’:‘ €Hq+1(Y*)>
8, = D6, 6] eIl (X*), ;= DB}, B} Il (Y*),
where @ stands for the relevant injection, and
(i) Zof -yf +Z6F-pF =0.
) j
Let &* eG(X*, Y*) be the class containing X« ® " + 2 6] ® ]
i j

and let «* be the homomorphism G (X*, Y*) —G'(X*, Y*). Then
k* (£*) = 0 and, by the special choice of X, Y, X* Y* satisfy the
conditions of the theorem?$, so that, by our hypothesis, x* is univalent.
Thus &* = 0. On the other hand, the ‘injection’ homomorphism

11, (X*) @ I 44y (Y*) + 1T,y (X*) @ [T (Y*) > I1,,(X) @ IT,11(Y)
+ 11,1 (X) ® IT,(Y)
induces a homomorphism ¥:G(X*, Y*) -G (X, Y), and it is clear that
Y&+ = ¢, Thus & = 0 and « is univalent.

We may now assume that X and Y are finite complexes. Also, we
continue to assume that X?-! = xz,, Y41 = y,. It follows from (2.6)

1¢) If we take X, Y arbitrary, subject only to the hypotheses of the theorem, then we
need to show at this stage that X*, Y* may be embedded in finite subcomplexes of X, ¥
whose first p—1 (resp. g—1) homotopy groups vanish.
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and (4.3)that theinclusion X?+2 x Ya+2 Xr+2  Ye2 Cc X X Y, XY
induces a homomorphism of H ,, ., (X?P+2 X Y ¢+2, XP+2 Y 2+2) onto H,,, ..,
(X xY,X+vY) and isomorphisms of I, . ,(XP+? X Y2+2 XP+2 Y a+2)
H, . (X?P+2xY etz Xr+2 Y a+2) onto I, (X XY, XVY), H, (X XY
X +vY). It therefore follows from the ‘five lemma’ (lemma 4.3, p. 16,
of [4]) that the inclusion X?+2 x Ya+2 Xr+2 Y2 Cc X X ¥V, XY
induces an isomorphism of the sequence

Iy gra (X772 X Y02 X242 Y 042) > T, g (XP+2 X Y042, X742 Y 2+2)
—>Hp+a+1(er+2 X Ya+r2 Xp+2y Ya+2) -0,

onto the sequence
I o XxY,XvY)=>I,, (X XY,XVY)>H,, .. (XxXY,XvY)—>0.

Since, also, it induces an isomorphism of G(X?+2, Y2+2) onto
G(X, Y), it is sufficient to establish (6.1) if X = X?+2 ¥ = Yao+2,
We assume then that X = X?+2 Y = Y¢+2, Finally we choose X,, ¥,
of the same homotopy type as X, Y and in the Chang normal form
(see [2]). That is to say, X, is the union of a finite number of elementary
complexes with a single common vertex and Y, is similarly defined. We
refer to [2] or [6], p. 481, for a description of the elementary complexes.
We write X, =UX, Y,=UY, where the X, Y, are elementary
v J

complexes. Then

IT,(X,) = ‘.Z'Hp(Xi)’ II,.,(Xy) = Z.'Hp—{-l(Xi)’ I,(Y,) = ;]]q(yi) and

?

I, ,(Yy)=2I,.,(Y,); and similarly for homology groups. (6.3)

We omit the verification of (6.1) when X, Y are elementary complexes;
this follows readily from (3. 6), the only case of any difficulty having been
dealt with in (5.18). Theorem (6.1) will then have been proved when
we have shown that

G'(Xy, Yy) =20 (X,, Y, . (6.4)
(Y]

Now let ¥, :X, X Yy, Xov Y, > X, Xx Y, X;vY, be the pro-
jection and let @, : X, X Y, X;vY; > X, X Yy, Xgv Y, be the
inclusion map. Then it is clear that, under the induced homomorphism
(Piide My 041 (Ko X Yo, Xov Yo) > I 1 (X XY, X v Y)), G(X, Y)
is mapped into G'(X,, Y,;) and that, under the induced homomorphism
(Pij)y T g1 (X XY, Xyv Y)) > 1T, (X X Y, XovY,), (X, Y))
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is mapped into G'(X,, Y,). Now ¥,;®,, = 1, and, writing (u,), for
(@i)s (¥i))s Wwe have

(Mi)se (rg ) = (i) 2=k, =1,
= 0, otherwise.

It is now a standard algebraic result that, under these circumstances,
the (@,;), are univalent and, identifying elements of G'(X,, Y;) with
their images under (9,;),, we have

G/(Xo, Yo) = 2 G,(Xi; Yj) + R,
1,9

where R is the intersection of G'(X,, Y¥,) and the kernels of the (u;,).

Formula (6.4) follows if we show that any element of G'(X,, Y,) is

expressible as X y,;, y; @ (X;, Y;). Let k; be the isomorphism
i

(X, Y,)>Q (X, Y;). Thenif ye@ (X,, Y,),y =«p,yeG(X,, Y,),

y= 2 9 7;¢3(X;, Y;), and py =y = X k;; 9, This proves (6.4)
1Y) Y

and hence completes the proof of the theorem.

Geometrically, the subgroup, G’ of I, .. ,(X X ¥, X+ Y) consists
of those elements expressible as ‘Whitehead’ products. More precisely,
cif diIl, (X X Y, XVY)>1I,,  (X+Y) is the (univalent) bound-
ary, then dG’ is generated by those elements expressible as Whitehead
products [w, f], « e Il (X), B eIl ,(Y), where r=p, s=¢qg-+1 or
r = p + 1, s = ¢q. We have shewn the algebraic structure of this group
and of the difference group I7,,,,,(X X Y, X+ Y) —G'. In the next
section we will discuss the nature of the group extension. Meanwhile we
note, summing up,

Theorem 6.5. 17,  (X~Y)=1u, I, (X)+ .11, (Y)+dIl, .. (X XY,

XVY); if X, Y are connected CW-complexes such that IT.(X) = 0, r=1,
o p—1LIO(Y)=0,8s=1,...,9—1,p>=3,q>3, then
Al 1(X XY, XV7Y)

contains a subgroup dG' generated by all Whitehead products [x, y],
xell (X), y el (YY), and [6,),0€ll, (X), Bell (Y); and G' is
tsomorphic to the group obtained from IT,(X)Q I, ,(Y) + II,,,(X)
® II (YY) by identifying & ® A,f with A, & ® B, where A,B is the image
of B in the homomorphism II,(Y)—II, (Y) induced by composition
With 94y, # 0, €I, (89 and A, & is similarly defined. Calling this
group G, the isomorphism « : @ ~ Q' is induced by

Kx®y)=0u-y,c0Qp)=0d-f.
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The factor group of dIl, .. (X X Y, X+Y) by dG' is isomorphic to
Tor(H,(X), H,(Y)) .

7. Calculation of o—*(Tor (H ,(X), H,(Y))

We discuss in this section the nature of the group extension of G' by
Tor(H,(X), H,(Y)), and we give another interpretation of those
elements of II,, ..,(X x Y, X+Y) which are mapped by p onto
Tor (H,(X), H,(Y)). However, we limit the discussion to the simple
yet typical case in which

X=87P0vertl ¥ =820 g2t

e’ being attached by a map of degree g, and e?+! being attached by
a map of degree 7. Let k = (o, 7), the h.cf. of o, z. Then, if k-is odd,
Ipor1(X XY, XvY)=0 and Tor(H,(X), H,/(Y)) =Z, so that
I, . 1(X XY, XvY)=2Z,. Let us suppose £ even. Then

Pzr+q+1(X XY, XVY)=12,

and I7,,,.,(X x Y, X+vY) is an extension of Z, by Z,.
M. G. Barratt has shewn!? that, if k is even,

I, (X XY, XVY)=2,, ifco=4m+42, v=4n-+2 (7.1)
= Z, + Z,, otherwise. (7.2).

We will give here a proof of (7.2) which is independent of Barratt’s
work but which does not give the result (7.1). Let us assume without
loss of generality that ¢ is divisible by 4. Let 0 = 20’ and let ¥’ = (¢’, 7).
Let X' = S? v P+, where e?*! is attached by a map of degree ¢'.
A map 87 - 87 of degree 2 may be extended to a map of X’ into X
and thence to a map f: X' x ¥, X'~vY - X X Y, X+vY. Consider
the diagram

A’ 'y
Zy=T) (X' XY, XNY )T, (X' XY, XNVY)>H (X' XY, X'VY)=2Z,,
Ve . v Vo
e .
Zy="p (X XY, X~Y)>IT, o (X XY, XVY)>H, (X XY, XVY)=2Z,
where ¢, 7, 6 are induced by f. Then 0o’ = on and 5i' = A(; 2
and A’ are univalent. Moreover (I, .. ,(X' XY, X'vY)=0. For

Iy (X' XY, X'VY) is generated by 7,,,. ¢, in the usual notation,
and C(Mpr1ty) =20pp1-tg=0. ¢,=0.

17) This result is to appear in a forthcoming paper.
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We now distinguish two cases

Case 1: k=Fk'. Put ¢ =04k, v=10k. Then H,, .. ,(X' XY, X'VY)
is generated by 7’ = 7,(e?*! X e9) 4 (— 1)**lgy(e? X e2+l) and

0(zo(eP*t X e9) 4 (=1)"*1 oy(e” X e?H1)) = 7o(e”+! X e9)

+ (1P 200 (e X €M), =y,
which is a generator of H,, .. ,(X XY, XvY). Let g’ generate
Ippor1r (X' XY, X'VY),

let o' €p'~1y' and let «ep~ly. Then we have shewn that 6y’ =79.
Thus ona' = 0p'x’ = 60y’ =y so that &« — nx' e 1(0) =Z, and
ko =k - no', since k is even. Now ka' =k'a’ =0 or A'f'. Since
nA'f = A = 0, we have nkx’ = 0, and kx = 0. This shows that
Hw+q+1(X XY, XNY)=2y+ Z, .

Case 2: k=2k'. Put ¢ =ook’, v=27k'. ThenH, ., (X' XY, X'VY)
is generated by ' = 27,(e?*! X e%) + (— 1)P*1gy(e? X e?tl) and

0 (270 (e?*! X €2) 4 (= 1)+ go(e” X e?*1)) = 27,(e"*! X e9)

+ (= 1P+ 20, (e? X e9*1) = 2y ,

where y is a generator of H,, , (X xY,XvY). Define f,«',a as
before. Then 6y = 2y so that pna’ = p'a’ = 6y’ = 2y = 20 and
2x — na' € p~1(0) = Z, . Multiplying by k', which is even, we have
kx = nk'a’ and, as before k'a’ =0 or A’ so that zk'a’ = 0. We
have kx =0, so that, again, I, . (X XY, XVY)=2,+2Z,.

We now give a different interpretation of anelement y e I7,, .., (X X ¥,
X+ Y) which is mapped by o onto a generator of H,,,.,(X XY, X.Y).
Here we make no assumptions on the parities of o, 7, but we assume,
without real loss of generality, that p <<gq. We write k = (o, 7).
Consider the exact homotopy sequence

i j d
oo I, (X 8Y ST, (X V)1, o X Y, X SO>I, (X v S9) .

Let g, :IT,(I9+, [e+1) — IT,(X~ ¥, X~8% be the homomorphism
induced by the characteristic map for e?+* € Y. Then IT,, (X+Y, X+ 89)
contains a subgroup (actually a direct summand) generated by the
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generalized Whitehead product®* [g,, ,x,¢,], where o« generates
I, , I+, Ie+1) and t, generates II,(X). Moreover d[g,,,«,¢,)
= =4 17[4,, t,], Where ¢, generates I1,(S9). It may be shown that [g,,,x,¢,]
o
k
is of order k£ and is mapped by d to zero. Then if d’ is the univalent
homomorphism d':I7,, ., ,(X XY, XvY) -1II, (X~Y), we may sup-
pose that, for some % ell, (X),Bell, (Y),yell, (X XY, XVY),

J(unteuf+dy) = oge1x4,) =w, say.
Clearly j¢,IT,, ,(X) = 0, sothat j(i,8+d'y) = w. Consider the diagram

is of order ¢, whereas d[g,,,x,¢,] is of order o, = —. Thus oy[g,. 1%, ¢,]

(X~ Y)>IT

r+a

1,,, (X+vY,X+v89

palle w1y
j
Ha»+q(Y) »Hz&q(y’ Sq),

where 7, ', 15, ty are injections and u,, u; are homomorphisms induced
by the projection X+Y¥ — Y. Then ufw = 0, so that
7 e (B + d'y) = p3 (B + d'y) = 0;
but u,d’ = 0, pyt, = 1, sothat j8 = 0. Thus ji,f = j'8 = 0, and
jd'y = w.
Now w is of order k; thus md'y ¢ ill, (XS89 if 0<m<k; it
follows immediately, using (4.8), that my ¢ AI',, ., (X x Y, X+ Y) if

0 <m < k, so that, as required, y is mapped by ¢ onto a generator of
Ha)+a+1(X X Y’XVY)-

8. A generalization

We consider in this section a CW-complex L which is the union of

a finite number of CW-complexes X,, ¢ = 1, .. ., k, with a single common
point, and we assume for simplicity that!®
nI(X)=0,r=0,1,...,p—1, (8.1)

18) It may be shown that Hp+a (X, Y, XVS’I)NHMQ (Z9+1,19+1) +11, (XS89,
where the first factor is embedded by g, , , and the second by f — [g,.41%, 1, Bell (X 89).

We give here an alternative formulation, due to M. G. Barratt, of the generalized
Whitehead product (originally due to W. S. Massey). Let @ eI, p+q (EPTE 89,87 89)
be the element whose boundary is [¢,, ¢,]. Elements & eI,y (Z, Z,), n €Il (Z,) de-
termine a class of maps f: EP+1, 8% SP\, 89— Z, Zy. Then [§, 7] E”p+q (Z, Z,) is
the image of ¢ under the homomorphism induced by f.

1%) We adopt the convention that ‘II,(X) = 0° means ‘X is arcwise-connected’.
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for all ¢=1,...,k. We write K for X, xX,x ... x X;, K,; for
X, x X;, L for X;v X,. Weidentify L with X;vX,v...vX, in the
natural way and embed K;;, L, in K, L as subcomplexes. Thus, for
example, if @, : K, L, — K, L is the embedding map, then

Di(xy, ;) = (%, - . ., Ty, Tyy Loy« o, Xy, Tjy Loy « 15 Ty), € K

where x,e X, x;eX; and z, is the common point of X,, X, ... X,.
Suppose p > 1 and consider the exact sequences

Hij Aij
A ff : H3m—1(Ki5> LH) g Fsp—z (Kij: Lz‘j) g Hap—z (Ku‘a Lij)

Qif
—> Hyy o (K Lyy) = ... = Hypy(Kyy, Lyy) - 0, (8.2)

7 A e
/\ ? :H3p—-1(K, L)—_>F31)—2(K: L)—>H3g—2 (Ka L)-_>H8p—2(K’ L) ...
—H,,(K,L) -0 . (8.3)

Then @,; induces a homomorphism of Af; into A? in the sense of
[4, Ch. 1]. We call the homomorphism (®,;), and allow the same symbol
to stand for the induced homomorphisms of the constituent groups of
A% into those of A?. We prove

Theorem 8.4. A? = X (D), A%, and each (D), 1is univalent.
We prove first i<i

Lemma 8.5. H,(K, L) = X (D), H,(K,;, L;;) and each (D), ts uni-
valent, if r < 3p. i<

We make the following inductive hypothesis. We assume that, for a
particular value of k, and for r < 3p,

H(K)~ 2 (2 H(X)®H,(X;)+ Z Tor(H(X,)H,(X,))+H,L),

1<j<k l+m=r l+m=r—1

120, m:20
= Hr(K, L) + Hr(L) ’

where H, (L) is embedded isomorphically in H,(K) by injection, and
H.(K;,L;),= X H/(X)®H,(X;)+ 2 Tor(H,(X)),H,(X,) ,
l+m= i

=r +m=r—1
170, mZ0
is imbedded isomorphically in H,(K, L) by injection. This assumption

is trivial if £ = 1, and follows from (2.5) and (2.6) if k¥ = 2. For con-
venience let us actually identify H,(K;;, L;;) with (D;,), H,(K;, L;;). Let
II(X,,,)=0,r=0,1,...,p—1,andlet K'=Kx X, ,,L'=LvX,,,. Then

H(K')= £ H,(K)® H(Xy,) + Z Tor(H,(K), H(X,.y)). (8.6)

8+t=r 8+t=r—1
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We may identify H, (L), (r > 0), and its injection in H,(K), with
k ~ k+1
2 H.(X,;) and H(L') with X H,(X,). Also, since each X,,7 =1, ...,

i=1 i=1
k -+ 1, is connected,

Hy(K) = Hy(L) = Ho(X,) = Hy(Ly) = Ho(Ku) =2

We apply the inductive hypothesis to (8.6). Then, if r < 3p,
H(K')= 2 ( 2 H(X,)®H,(X;)®H,(X;)+ £ Tor(H,(X,),

1<j<k ll-i-z'rg+nz=or l+m+n=r—1
H,(X;) ® H,(X.1) + 2 Tor(H,(X,) ® H,(X;), H,(X:1)
e e k
-+ 2z Tor (Tor[Hz(Xi)’ Hm(Xj)]aHn(Xk+1))) + 2 (2 H/(X)
l4m4+n=r—2 =1 Hl-;T)r
® H,,(Xy41) +z 2 Tor(H,(X,), H,,(X311)) + H (Xyyq) - (8.7)
+m=r—1

This formula reduces to the trivial equality Hy(K') = H,(X,,,) if
r = 0. Assume 7> 0.

We now apply the hypothesis (8.1) to the right hand side of (8.7).
Since IT,(X,;,) = 0,r<p,2=1,...,k+ 1, it follows that H,(X,) = 0,
0<r<p. Thus we get non-zero terms from the first direct summand
on the right of (8.7) only when n = 0. A similar remark applies to the
second direct summand. The third and fourth summands provide no
non-zero terms. Since r > 0, the fifth summand may be written

k
2 ( 2 HX)Q®H, (X + H (X)) .

=1 l4+m=r

This combines with the sixth summand and H,(X;,,) to give

k
2(1 z Hz(Xi)®Hm(Xk+1))+l z TOI‘(H,(X,-),H,,,(XHI))—}—HT(L’).
i=1 l+m=r +m=r—

1Z0,mZ0

All these remarks lead to the conclusion that

H(K)= 2 (2 HEX)®H,X,)+ X Tor(H,(X,)H,(X,))

t<i<k+l l4+m=r l+m=r—1
1Z0,mZ0
+H,(L),= Z H,(K; Ly + H. (L),

i<i<k+1

and H,(L') is embedded in H,(K’) by (univalent) injection. Since the
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injection is univalent, the natural homomorphism H,(K') - H.(K', L)
is onto H,(K',L') and its kernel is H,.(L'). Thus
H.(K',L')~ X H,(K; L) ,
i<j<k+l
and it is clear that H,(K,;, L;;) is embedded in H,(K’, L') by injection.
The full inductive hypothesis is thus verified, and the lemma is proved.

Lemma 8.8. II,(K, L) = X2 (D), II,(K,;, L;;) and each (D), is uni-
valent, if r<3p — 1. i<y
Tet ¥,:K, L~ K, L,;; be the obvious projection. Since we are
taking K;;, L;; to be embedded in K, L (by @,;), we may talk of the
iterated projection ¥, , ¥, ;. Then ¥, ¥, ;K c L if (k1) # (i, 7).
It is a consequence of a standard theorem on abelian groups?® that
II(K, L) = X (®;), II,(Ky;, L;) + R,
i<i
and each (@), is univalent. The group R is the intersection of the
kernels of the (¥;), and we will show that R =0, if r <3p — 1. In
fact we will show that every o« eIl,(K, L) is expressible as
‘2.0‘“, Kij € (¢ij)* 11, (Ki;f’ Lz‘j) .
<7
To prove this it is convenient to assume, as we may, that X?~! = g,
i=1,...,k Then L =K¥»'v L L;=K%'vL,. Use (D), for
the homomorphism

(D) IT,(KYy v Ly, Ly) - I,(K* v L, L)

induced by the embedding, K}; v L, L; -~ K"v L, L.
We will show that (®,,), is univalent and

O (E"v LL)= Z (D), H,(K}v Ly , (8.9)

i<j

if r<3p —1and 2p <<n. The lemma will then be proved by taking
n=3p — 1. Now (8.9) holds if » = 2p. For let @ be the union of
a set of 2p-elements in (1 — 1) correspondence with the 2p-cells of K
mod L, and having a single point on the boundary of each element in
common. Let P be the boundary of @, let @,; be the subset of ¢ corre-
sponding to the 2p-cells of K,; mod L,; and let P,; be the boundary of
Q,;- Since 2p < 3p,Q = UQ,;, P = UP,,. Let us use ®,; for the embed-
ding @,;, P;; > @, P, and consider the diagram

) Note that IT, (K, L), IT, (Kij, Lij) are abelian because II,(L) = IT, (Lsj) = O.
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Hr(Qij’ Pij) - 11,(Q, P)

giv (P« V9
H,(K?} b Lii’Lii) - II,(K* v L, L) ,

where g,;, g are induced by the characteristic maps for the 2p-cells in
K,;, K. Then g,;, g are isomorphisms®, (D,,)y ¢;; = 9(P;;)« , and certainly
I1,@Q, P) = X II,(Q, P;),sincer < 4p — 2.
i<j
(8.9), with » = 2p, is now an immediate consequence. Notice that
(D;;)« is univalent. Suppose (8.9) true for » =m < 3p — 1 and con-
sider the diagram

Z, (K"OL KmoL) > 5, (KmoL,L)-> E (Km0 L, L) > X (Km+1u L, KmoL)
beo o, Vo, ) @,
I, (Km+1O L KMo L)~>IT,(Kmo L, L)~>IT,(K™+o L, L)y>IT,(K™+o L, K™ L)

L r_(Emo L, L)

, v &
—~1II,_ (K™ v L.L) .

Here X, (K®v L, Kntv L) = XII (K} v Ly;, Kij' v Lyy),
i<y
Z(K*v L, L) = XII,(K}; v Ly, Ly;) ;
i<j
@, is defined by ,|I1,,, (Kﬁ'ﬂ v Ly, K3 v Ly) = (Py)s, Dy, Py, D, Dy
are similarly defined, the lower horizontal line is the exact sequence
of the triple (Km+1v L, K™v L,L) and the upper horizontal line is
the direct sum of the exact sequences of the triples (K7t v L,;, K% v Ly,
L;;) . The upper horizontal line is exact, commutativity holds round
each square, @, and @; are isomorphisms (onto) by our inductive hypo-
thesis and @, and @, are isomorphisms (onto) by an argument similar
to that used to prove (8.9) in the case n = 2p. Thus, by the ‘lemma of
five homomorphisms’22, @, is an isomorphism onto, and this proves
(8.9) in the case n = m -+ 1. Thus (8.9) is proved for » < 3p — 1, and
hence, since r < 3p — 1, for all n > 2p.
To complete the proof of 8.4, we require

%1) The Whitehead suspension theorem may be used because L = K -1 v L, L;j =
K??-l v Lyj.
%) Lemma 4.3, p. 16 of [4].
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Lemma 8.10. I',(K, L) = X (D) I',(K,;, L;;) and (D), ts univalent
if 2p <r<3p— 1. i<i

This is trivial if r=2p, since both sides are then zero; so we assume
r > 2p. We again assume that X? ' =2, ¢=1,... k; the lemma is
then an easy consequence of the properties of the diagram above with
m=r—1, since I'.(K,L)=1II,(K'-*v L, L), X (D) I',(K,;, L;;)

i<y
=@y X (K-t L, L) and (D), = P, | Il (Kj' v Ly, Lyy) .

Thus theorem 8.4 is completely proved. It enables problems about
the homotopy groups of unions of spaces to be referred back, under
stated conditions, to problems about the homotopy groups of the union
of two spaces. In particular, lemma 8.8 may be applied to extending
theorem 6.5 in the case p = ¢ > 3, to the union of more than two spaces.
Theorem 8.4 is best possible in the sense that, in general, I7,, (K, L)
=X, (K, L;) + R, where R is non-zero. For example, if p = 2,

<
K= S x8; x85, L==8;vS;vS;, then R=2Z_+Z,, corresponding
to the triple Whitehead products ([¢q, t,], t3), ([ta, ¢5], ¢t1) In IT,(L). Also,
of course, Hq (K, L) is, in this case, cyclic infinite whereas Hg (K ;, L;;)=0.
The univalence of the (®,;), does not, of course, depend on dimensions
nor on special properties of the X,.

Suppose that II,(X,)=0, r=1,...,p,— 1,2 =1,... k, where
Py <Py < ... <P, Then it is clear that, by formal changes in the
arguments of this section we may show that the sequence beginning
Hypip,—1 (K, L) ... is the direct sum of the sequences beginning
Hypp,—1(Ky, L) . .. However, it is also clear, modifying slightly the
argument of 8.5, that

H,.(K,L)= ZH,(K,, L) ,

i<j
if r<p,+4+ ps+ p;. We are thus led to attempt to extend theorem
8.4 back to H, ,,, ., —1(K, L). We will not prove the full result here
but will content ourselves with the following preliminary result.2?

Theorem 8.11. I7,(S? x S x 87, 8?v 82+ 8" = IT,(S? x 8¢, 87~ §9)
+ IT,(8* x 8, 8°~8) + II, (8?2 x 8", 8ev8"), if n<p+q+r—1.

The asserted equality is, of course, to be understood in the sense of uni-
valent injection.

Now I7,(8*~8«.8") = II,(S?)+I1,, (89)+I1,,(S7)+dlIT, ., (8* x 82 x 8",
8?7+ 82+ 87), where d is univalent. It will thus be sufficient to show
that, if n<p+q+r—2,

23) I have not found theorem 8.11 in the literature, but I believe it to be well-known.
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IT, (8~ 89w 87) = II,,(8%) + II,,(89) + I1,,(87) + dII,,,(8” x 82,87+ 89)
+dll,, ,(8” x 8, 8*~8) + dll, (87 x 8", 82 x8) , (8.12)
where, for example, d :II, ,(8? x 89, 8°~89) — II, (8°~S%.87) is the
univalent homomorphism consisting of the homotopy boundary followed
by the injection I7,(8?v 8?) — IT,(S?+ 82+ S") . Note that (8.12) is true
for all n if, to the right hand side, we add the term dR. where
IT, (87X 81x 87, 88w 8)=II, (8% X 89, 8°~89)+1I, ,(8” X 87, 87\ 8")
+II,,,(82x8, 88+ R . (8.13)

Let us assume, without loss of generality, that p <{gq <<r. Then
T, (8>~ 8o 8") =11, (8~ 89) 411, (8") + dIT,, ., ((8°~89) x87,87v 8% 87) .
It is therefore sufficient to show that
dil, ., ((8*~89) x 87, 8*v8ev8) = dIl, (8" x 87, 8~ 87)

+dll, (82 x8, 82+ 8") . (8.14)
Now I, ,,((8°~89) x 87,87 848" )=II, ,,(8"~8 ¢ Sroer+roe+r, 8Py S 48)".
Put L = 87+ 82+ 8" and consider the sequence

i j
H'n+1 (L b ep+r’ L)_*Hn+1 (L v ertry eq+r’ L) Al (L v et eq’"a Lv e0+r) .

It follows from Theorem 1 of [1], since IT (L, S?~8") = 0, s < g, that the
injection
I, ., (8 x 87, 8~ 8 —1II,,,(L v e, L)

is onto, if n<p + g+ r — 2. From the same theorem, or by the
Whitehead suspension theorem, it follows that the injection

I, (87 X 87,894 8) —IT, (L v €7+ v ¢4 L o evir)

isonto, if n<p+4+gq+r—2.

We note from the remark leading to (8.13) that we may easily prove
that the right hand side of (8.14) appears as a direct factor in the left
hand side. It is thus sufficient to show that, if x e dIT, (L ve?* ve+ L),
then there exist yedll,  (S? x 8", 8?v87), zedll, (87 x 8", 82 8),
such that '

r=9y-+z

We will be more explicit about the relevant injections; let ¢, , be the
injection ¢, ,:IT,(S?~8") — II,(L) and let ¢,, be the injection
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tg,r: 11, (89w 8") —II,(L) . Then we must show that y, z exist such that

T =t,,Y + ty,%. (8.15)
Consider the diagram

I1,,,(87 X 87, 8*Sr)> 1T, (L e, L)y IT, (Lo e?r wet+r, Ly 1T, . (Loeb+roeasr, [oev+r)

a
d
d d
11, (87~ 8) %5 [T, (L)~ T, (L v ¢*+)
ftar d
I, (82~ 8" I, (87 x 8, 82+ 8

The homomorphisms marked ‘d’ are homotopy boundaries, the rest
injections, and all commutativity relations hold. Recall that, since
n<p-+q-+r—221and u are onto. Let x=da', 2’ eIl (L et
vet L). Then kx = kdx' = djz’ = duz', say, =k, ,dz' =k, 2,
zedll, (81 x8,82v8"). Thus x—¢,,2ek=(0)=dll,, ,(Lv e+, L)
=dAll, (87 x 8,87~ 8) =, ,dIl, (8 X8, 87+~ 8) ,s0 that & — ¢, , 2
=1, ,Y, yedll, (8" x87,8”+v8"), and the theorem is proved.

Pembroke College, Cambridge
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