


Representation
Theory and Higher
Algebraic K-Theory

C603x_C000.indd   1 08/28/2006   1:01:06 PM



M. S. Baouendi
University of California,

San Diego

Jane Cronin
Rutgers University

Jack K. Hale
Georgia Institute of Technology

S. Kobayashi
University of California,

Berkeley

Marvin Marcus
University of California,

Santa Barbara

W. S. Massey
Yale University

Anil Nerode
Cornell University

Freddy van Oystaeyen
University of Antwerp,
Belgium

Donald Passman
University of Wisconsin,
Madison

Fred S. Roberts
Rutgers University

David L. Russell
Virginia Polytechnic Institute
and State University

Walter Schempp
Universität Siegen

Mark Teply
University of Wisconsin,
Milwaukee

PURE AND APPLIED MATHEMATICS

A Program of Monographs, Textbooks, and Lecture Notes

EDITORIAL BOARD

EXECUTIVE EDITORS

Earl J. Taft
Rutgers University

Piscataway, New Jersey

Zuhair Nashed
University of Central Florida

Orlando, Florida

MONOGRAPHS AND TEXTBOOKS IN
PURE AND APPLIED MATHEMATICS

Recent Titles
E. Hansen and G. W. Walster, Global Optimization Using Interval Analysis, Second
Edition, Revised and Expanded (2004)
M. M. Rao, Measure Theory and Integration, Second Edition, Revised and Expanded
(2004)
W. J. Wickless, A First Graduate Course in Abstract Algebra (2004)
R. P. Agarwal, M. Bohner, and W-T Li, Nonoscillation and Oscillation Theory for
Functional Differential Equations (2004)
J. Galambos and I. Simonelli, Products of Random Variables: Applications to
Problems of Physics and to Arithmetical Functions (2004)
Walter Ferrer and Alvaro Rittatore, Actions and Invariants of Algebraic Groups (2005)
Christof Eck, Jiri Jarusek, and Miroslav Krbec, Unilateral Contact Problems: Variational
Methods and Existence Theorems (2005)
M. M. Rao, Conditional Measures and Applications, Second Edition (2005)
A. B. Kharazishvili, Strange Functions in Real Analysis, Second Edition (2006)
Vincenzo Ancona and Bernard Gaveau, Differential Forms on Singular Varieties:
De Rham and Hodge Theory Simplified (2005)
Santiago Alves Tavares, Generation of Multivariate Hermite Interpolating Polynomials
(2005)
Sergio Macías, Topics on Continua (2005)
Mircea Sofonea, Weimin Han, and Meir Shillor, Analysis and Approximation of
Contact Problems with Adhesion or Damage (2006)
Marwan Moubachir and Jean-Paul Zolésio, Moving Shape Analysis and Control:
Applications to Fluid Structure Interactions (2006)
Alfred Geroldinger and Franz Halter-Koch, Non-Unique Factorizations: Algebraic,
Combinatorial and Analytic Theory (2006)
Kevin J. Hastings, Introduction to the Mathematics of Operations Research
with Mathematica®, Second Edition (2006)
Robert Carlson, A Concrete Introduction to Real Analysis (2006)
John Dauns and Yiqiang Zhou, Classes of Modules (2006)
N. K. Govil, H. N. Mhaskar, Ram N. Mohapatra, Zuhair Nashed, and J. Szabados,
Frontiers in Interpolation and Approximation (2006)
Luca Lorenzi and Marcello Bertoldi, Analytical Methods for Markov Semigroups
(2006)
M. A. Al-Gwaiz and S. A. Elsanousi, Elements of Real Analysis (2006)
R. Sivaramakrishnan, Certain Number-Theoretic Episodes in Algebra (2006)
Aderemi Kuku, Representation Theory and Higher Algebraic K-Theory (2006)

C603x_C000.indd   2 08/28/2006   1:01:06 PM



M. S. Baouendi
University of California,

San Diego

Jane Cronin
Rutgers University

Jack K. Hale
Georgia Institute of Technology

S. Kobayashi
University of California,

Berkeley

Marvin Marcus
University of California,

Santa Barbara

W. S. Massey
Yale University

Anil Nerode
Cornell University

Freddy van Oystaeyen
University of Antwerp,
Belgium

Donald Passman
University of Wisconsin,
Madison

Fred S. Roberts
Rutgers University

David L. Russell
Virginia Polytechnic Institute
and State University

Walter Schempp
Universität Siegen

Mark Teply
University of Wisconsin,
Milwaukee

PURE AND APPLIED MATHEMATICS

A Program of Monographs, Textbooks, and Lecture Notes

EDITORIAL BOARD

EXECUTIVE EDITORS

Earl J. Taft
Rutgers University

Piscataway, New Jersey

Zuhair Nashed
University of Central Florida

Orlando, Florida

MONOGRAPHS AND TEXTBOOKS IN
PURE AND APPLIED MATHEMATICS

Recent Titles
E. Hansen and G. W. Walster, Global Optimization Using Interval Analysis, Second
Edition, Revised and Expanded (2004)
M. M. Rao, Measure Theory and Integration, Second Edition, Revised and Expanded
(2004)
W. J. Wickless, A First Graduate Course in Abstract Algebra (2004)
R. P. Agarwal, M. Bohner, and W-T Li, Nonoscillation and Oscillation Theory for
Functional Differential Equations (2004)
J. Galambos and I. Simonelli, Products of Random Variables: Applications to
Problems of Physics and to Arithmetical Functions (2004)
Walter Ferrer and Alvaro Rittatore, Actions and Invariants of Algebraic Groups (2005)
Christof Eck, Jiri Jarusek, and Miroslav Krbec, Unilateral Contact Problems: Variational
Methods and Existence Theorems (2005)
M. M. Rao, Conditional Measures and Applications, Second Edition (2005)
A. B. Kharazishvili, Strange Functions in Real Analysis, Second Edition (2006)
Vincenzo Ancona and Bernard Gaveau, Differential Forms on Singular Varieties:
De Rham and Hodge Theory Simplified (2005)
Santiago Alves Tavares, Generation of Multivariate Hermite Interpolating Polynomials
(2005)
Sergio Macías, Topics on Continua (2005)
Mircea Sofonea, Weimin Han, and Meir Shillor, Analysis and Approximation of
Contact Problems with Adhesion or Damage (2006)
Marwan Moubachir and Jean-Paul Zolésio, Moving Shape Analysis and Control:
Applications to Fluid Structure Interactions (2006)
Alfred Geroldinger and Franz Halter-Koch, Non-Unique Factorizations: Algebraic,
Combinatorial and Analytic Theory (2006)
Kevin J. Hastings, Introduction to the Mathematics of Operations Research
with Mathematica®, Second Edition (2006)
Robert Carlson, A Concrete Introduction to Real Analysis (2006)
John Dauns and Yiqiang Zhou, Classes of Modules (2006)
N. K. Govil, H. N. Mhaskar, Ram N. Mohapatra, Zuhair Nashed, and J. Szabados,
Frontiers in Interpolation and Approximation (2006)
Luca Lorenzi and Marcello Bertoldi, Analytical Methods for Markov Semigroups
(2006)
M. A. Al-Gwaiz and S. A. Elsanousi, Elements of Real Analysis (2006)
R. Sivaramakrishnan, Certain Number-Theoretic Episodes in Algebra (2006)
Aderemi Kuku, Representation Theory and Higher Algebraic K-Theory (2006)

C603x_C000.indd   3 08/28/2006   1:01:06 PM



Boca Raton   London   New York

Chapman & Hall/CRC is an imprint of the
Taylor & Francis Group, an informa business

Aderemi Kuku
International Centre for Theoretical Physics
Trieste, Italy

Representation
Theory and Higher
Algebraic K-Theory

C603x_C000.indd   4 08/28/2006   1:01:07 PM



Boca Raton   London   New York

Chapman & Hall/CRC is an imprint of the
Taylor & Francis Group, an informa business

Aderemi Kuku
International Centre for Theoretical Physics
Trieste, Italy

Representation
Theory and Higher
Algebraic K-Theory

C603x_C000.indd   5 08/28/2006   1:01:07 PM



Chapman & Hall/CRC
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487‑2742

© 2007 by Taylor & Francis Group, LLC 
Chapman & Hall/CRC is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed in the United States of America on acid‑free paper
10 9 8 7 6 5 4 3 2 1

International Standard Book Number‑10: 1‑58488‑603‑X (Hardcover)
International Standard Book Number‑13: 978‑1‑58488‑603‑7 (Hardcover)

This book contains information obtained from authentic and highly regarded sources. Reprinted 
material is quoted with permission, and sources are indicated. A wide variety of references are 
listed. Reasonable efforts have been made to publish reliable data and information, but the author 
and the publisher cannot assume responsibility for the validity of all materials or for the conse‑
quences of their use. 

No part of this book may be reprinted, reproduced, transmitted, or utilized in any form by any 
electronic, mechanical, or other means, now known or hereafter invented, including photocopying, 
microfilming, and recording, or in any information storage or retrieval system, without written 
permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.
copyright.com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC) 
222 Rosewood Drive, Danvers, MA 01923, 978‑750‑8400. CCC is a not‑for‑profit organization that 
provides licenses and registration for a variety of users. For organizations that have been granted a 
photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and 
are used only for identification and explanation without intent to infringe.

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com

C603x_C000.indd   6 08/28/2006   1:01:07 PM



Dedicated to Funke





Contents

Introduction xv

Notes on Notations xxv

I Review of Classical Algebraic K-Theory and Rep-
resentation Theory 1

1 Category of representations and constructions of Grothendieck
groups and rings 3
1.1 Category of representations and G-equivariant

categories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Grothendieck group associated with a semi-group . . . . . . 8
1.3 K0 of symmetric monoidal categories . . . . . . . . . . . . . 11
1.4 K0 of exact categories – definitions and examples . . . . . . 16
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

2 Some fundamental results on K0 of exact and Abelian cate-
gories – with applications to orders and grouprings 23
2.1 Some fundamental results on K0 of exact and Abelian cate-

gories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
(2.1)A Devissage theorem and example . . . . . . . . . . . . . . . 23
(2.1)B Resolution theorem and examples . . . . . . . . . . . . . . 24
(2.1)C K0 and localization in Abelian categories plus examples . . 25
2.2 Some finiteness results on K0 and G0 of orders and grouprings 28
2.3 Class groups of Dedekind domains, orders, and

grouprings plus some applications . . . . . . . . . . . . . . . 29
(2.3)A Class groups of Dedekind domains . . . . . . . . . . . . . . 30
(2.3)B Class groups of orders and grouprings . . . . . . . . . . . . 31
(2.3)C Applications – Wall finiteness obstruction . . . . . . . . . . 33
2.4 Decomposition of G0(RG) (G Abelian group) and extensions

to some non-Abelian groups . . . . . . . . . . . . . . . . . . 34
(2.4)A Decomposition of G0(RG), G Abelian . . . . . . . . . . . . 34
(2.4)B Connections to the group “SSF” . . . . . . . . . . . . . . . 36
(2.4)C Extensions to some Non-Abelian groups (Dihedral and

Quaternion groups) . . . . . . . . . . . . . . . . . . . . . . . 37
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40



3 K1, K2 of orders and grouprings 43
3.1 Definitions and basic properties . . . . . . . . . . . . . . . . 43
(3.1)A K1 of a ring . . . . . . . . . . . . . . . . . . . . . . . . . . 43
(3.1)B K1 of local rings and skew fields . . . . . . . . . . . . . . . 45
(3.1)C Mennicke symbols . . . . . . . . . . . . . . . . . . . . . . . 46
(3.1)D Stability for K1 . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 K1, SK1 of orders and grouprings; Whitehead torsion . . . . 47
(3.2)A K1, SK1 of orders and grouprings . . . . . . . . . . . . . . 47
(3.2)B Applications – Whitehead torsion and s-cobordism theorem 49
3.3 The functor K2 . . . . . . . . . . . . . . . . . . . . . . . . . 50
(3.3)A K2 of rings and fields . . . . . . . . . . . . . . . . . . . . . 50
(3.3)B K2 of division algebras and maximal orders . . . . . . . . . 55
(3.3)C K2 and pseudo-isotropy . . . . . . . . . . . . . . . . . . . . 57
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4 Some exact sequences; negative K-theory 61
4.1 Mayer - Vietoris sequences . . . . . . . . . . . . . . . . . . . 61
4.2 Localization sequences . . . . . . . . . . . . . . . . . . . . . . 63
4.3 Exact sequence associated to an ideal of a ring . . . . . . . . 65
4.4 Negative K-theory K−n, n positive integer . . . . . . . . . . 66
(4.4)A LF,NF functors and the functors K−n . . . . . . . . . . . 66
(4.4)B Mayer - Vietoris sequence . . . . . . . . . . . . . . . . . . . 67
(4.4)C Exact sequence associated to an ideal . . . . . . . . . . . . 69
(4.4)D Localization sequence . . . . . . . . . . . . . . . . . . . . . 69
(4.4)E K−n(A) := K0(SnA) . . . . . . . . . . . . . . . . . . . . . 72
(4.4)F K−n(A), A an additive category . . . . . . . . . . . . . . . 72
4.5 Lower K-theory of grouprings of virtually infinite cyclic groups 74
(4.5)A Farrell - Jones isomorphism conjecture . . . . . . . . . . . 74
(4.5)B A preliminary result . . . . . . . . . . . . . . . . . . . . . . 77
(4.5)C Lower K-theory for V = G�α T . . . . . . . . . . . . . . . 77
(4.5)D Lower K-theory for V = G0 ∗

H
G1 . . . . . . . . . . . . . . 78

(4.5)E Some Applications . . . . . . . . . . . . . . . . . . . . . . . 81
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

II Higher Algebraic K-Theory and Integral Repre-
sentations 85

5 Higher Algebraic K-theory – definitions, constructions, and
relevant examples 87
5.1 The plus construction and higher K-theory of rings . . . . . 87
(5.1)A The plus construction . . . . . . . . . . . . . . . . . . . . . 87
5.2 Classifying spaces and higher K-theory of exact categories –

Constructions and examples . . . . . . . . . . . . . . . . . . 91
(5.2.)A Simplicial objects and classifying spaces . . . . . . . . . . 91



(5.2)B Higher K-theory of exact categories – definitions and exam-
ples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

(5.2)C K-groups as homotopy groups of spectra . . . . . . . . . . 96
5.3 HigherK-theory of symmetric monoidal categories – definitions

and examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
5.4 Higher K-theory of Waldhausen categories – definitions and

examples . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

6 Some fundamental results and exact sequences in higher K-
theory 107
6.1 Some fundamental theorems . . . . . . . . . . . . . . . . . . 107
(6.1)A Resolution Theorem . . . . . . . . . . . . . . . . . . . . . . 107
(6.1)B Additivity theorem (for exact and Waldhausen categories) 108
(6.1)C Devissage . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109
6.2 Localization . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
(6.2)A Localization sequence plus examples . . . . . . . . . . . . . 110
(6.2)B Fundamental theorem for higher K-theory . . . . . . . . . 114
6.3 Some exact sequences in the K-theory of Waldhausen cate-

gories . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
6.4 Exact sequence associated to an ideal; excision; and Mayer -

Vietoris sequences . . . . . . . . . . . . . . . . . . . . . . . . 116
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

7 Some results on higher K-theory of orders, grouprings, and
modules over ‘EI’ categories 121
7.1 Some finiteness results on Kn, Gn, SKn, SGn of orders and

groupings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
(7.1)A Higher K-theory of maximal orders . . . . . . . . . . . . . 122
(7.1)B Kn, Gn, SKn, SGn of arbitrary orders . . . . . . . . . . . . 133
7.2 Ranks of Kn(Λ), Gn(Λ) of orders and grouprings plus some

consequences . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
(7.2)A Ranks of Kn and Gn of orders Λ . . . . . . . . . . . . . . . 147
(7.2)B K2n(Λ), G2n(Λ) are finite for all n ≥ 1 and for all R-orders Λ 151
7.3 Decomposition of Gn(RG) n ≥ 0, G finite Abelian group;

Extensions to some non-Abelian groups, e.g., quaternion and
dihedral groups . . . . . . . . . . . . . . . . . . . . . . . . . 153

(7.3)A Lenstra functor and the decomposition . . . . . . . . . . . 153
(7.3)B Gn(RH), H dihedral group or non-Abelian group of order pq 160
(7.3)C Gn(RH), H the generalized quaternion group of order 4.2 . 163
(7.3)D Gn(RH), (H a nilpotent group) plus a conjecture of Ham-

bleton, Taylor, and Williams . . . . . . . . . . . . . . . . . . 168
7.4 Higher dimensional class groups of orders and

grouprings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172
(7.4)A Generalities on higher class groups . . . . . . . . . . . . . . 172



(7.4)B Torsion in Odd Dimensional Higher Class Groups . . . . . 176
(7.4)C Torsion in even-dimensional higher class groups C�2r(Λ) of

Orders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
7.5 Higher K-theory of grouprings of virtually infinite cyclic groups 188
(7.5)A Some preliminary results . . . . . . . . . . . . . . . . . . . 189
(7.5)B K-theory for the first type of virtually infinite cyclic groups 192
(7.5)C Nil-groups for the second type of virtually infinite cyclic

groups . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
7.6 Higher K-theory of modules over ‘EI’ categories . . . . . . . 202
(7.6)A Generalities on modules over ‘EI’ categories C . . . . . . . 203
(7.6)B Kn(RC), SKn(RC) . . . . . . . . . . . . . . . . . . . . . . . 205
(7.6)C Gn(RC), SGn(RC) . . . . . . . . . . . . . . . . . . . . . . . 207
(7.6)D Cartan map Kn(RC) → Gn(RC) . . . . . . . . . . . . . . . 208
(7.6)E Pairings and module structures . . . . . . . . . . . . . . . . 209
7.7 Higher K-theory of P(A)G; A maximal orders in

division algebras; G finite group . . . . . . . . . . . . . . . . 210
(7.7)A A transfer map in higher K-theory non-commutative analogue

of a result of R.G. Swan . . . . . . . . . . . . . . . . . . . . . 211
(7.7)B Higher K-theory of P(A)G, A a maximal order in a p-adic

division algebra . . . . . . . . . . . . . . . . . . . . . . . . . 215
(7.7)C Higher K-theory of P(A)G, A a maximal order in division

algebras over number fields . . . . . . . . . . . . . . . . . . . 219
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 221

8 Mod-m and profinite higher K-theory of exact categories,
orders, and groupings 225
8.1 Mod-m K-theory of exact categories, rings, and orders . . . . 225
8.2 Profinite K-theory of exact categories, rings and

orders . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 231
8.3 Profinite K-theory of p-adic orders and semi-simple algebras 238
8.4 Continuous K-theory of p-adic orders . . . . . . . . . . . . . 244
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 249

III Mackey Functors, Equivariant Higher Algebraic
K-Theory, and Equivariant Homology Theories 251

9 Mackey, Green, and Burnside functors 253
9.1 Mackey functors . . . . . . . . . . . . . . . . . . . . . . . . . 253
9.2 Cohomology of Mackey functors . . . . . . . . . . . . . . . . 265
9.3 Green functors, modules, algebras, and induction theorems . 272
9.4 Based category and the Burnside functor . . . . . . . . . . . 278
(9.4)A Burnside ring of a based category . . . . . . . . . . . . . . 278
(9.4)B Universality of the Burnside functor . . . . . . . . . . . . . 281
(9.4)C Arithmetic structure of Ω(B), B a based category . . . . . 285
(9.4)D Arithmetic structure of Ω(G), G a finite group . . . . . . . 289



9.5 Induction Theorems for Mackey and Green functors . . . . . 297
9.6 Defect Basis of Mackey and Green functors . . . . . . . . . . 302
9.7 Defect basis for KG

0 -functors . . . . . . . . . . . . . . . . . . 313
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

10 Equivariant higher algebraic K-theory together with relative
generalizations – for finite group actions 325
10.1 Equivariant higher algebraic K-theory . . . . . . . . . . . . 325
10.2 Relative equivariant higher algebraic K-theory . . . . . . . 328
10.3 Interpretation in terms of group-rings . . . . . . . . . . . . . 330
10.4 Some applications . . . . . . . . . . . . . . . . . . . . . . . . 332
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 335

11 Equivariant higher K-theory for profinite group actions 337
11.1 Equivariant higher K-theory – (Absolute and relative) . . . 337
11.2 Cohomology of Mackey functors (for profinite groups) . . . . 341
Exercises . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 344

12 Equivariant higher K-theory for compact Lie group actions 347
12.1 Mackey and Green functors on the category A(G) of homoge-

neous spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 347
(12.1)A The Abelian group U(G,X), G a compact Lie group, X a

G-space; The category A(G) . . . . . . . . . . . . . . . . . . 347
(12.1)B Mackey and Green functors on A(G) . . . . . . . . . . . . 349
12.2 An equivariant higher K-theory for G-actions . . . . . . . . 351
12.3 Induction theory for equivariant higher K-functors . . . . . . 353
(12.3)A Remarks on possible generalizations . . . . . . . . . . . . 356
Exercise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 357

13 Equivariant higher K-theory for Waldhausen categories 359
13.1 Equivariant Waldhausen categories . . . . . . . . . . . . . . 360
13.2 Equivariant higher K-theory constructions for

Waldhausen categories . . . . . . . . . . . . . . . . . . . . . 361
(13.2)A Absolute and relative equivariant theory . . . . . . . . . . 361
(13.2)B Equivariant additivity theorem . . . . . . . . . . . . . . . 365
(13.2)C Equivariant Waldhausen fibration sequence . . . . . . . . 366
13.3 Applications to complicial bi-Waldhausen categories . . . . . 368
13.4 Applications to higher K-theory of grouprings . . . . . . . . 369
Exercise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 371

14 Equivariant homology theories and higher K-theory of
grouprings 373
14.1 Classifying space for families and equivariant

homology theory . . . . . . . . . . . . . . . . . . . . . . . . . 374
(14.1)A Classifying spaces for families and G-homology theory . . 374



14.2 Assembly maps and isomorphism conjectures . . . . . . . . . 380
14.3 Farrell - Jones conjecture for algebraic K-theory . . . . . . . 384
14.4 Baum - Connes conjecture . . . . . . . . . . . . . . . . . . . 388
(14.4)A Generalities on Baum - Connes conjecture . . . . . . . . . 389
14.5 Davis - Lück assembly map for BC conjecture and its identifi-

cation with analytic assembly map . . . . . . . . . . . . . . . 396
Exercise . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 402

Appendices 403
A Some computations . . . . . . . . . . . . . . . . . . . . . . . 403
B Some open problems . . . . . . . . . . . . . . . . . . . . . . . 419

References 423

Index 437



Introduction

A representation of a discrete group G in the category P(F ) of finite di-
mensional vector spaces over a field F could be defined as a pair (V, ρ : G→
Aut(V )) where V ∈ P(F ) and ρ is a group homomorphism from G to the
group Aut(V ) of bijective linear operators on V . This definition makes sense
if we replace P(F ) by more general linear structures like P(R), the category
of finitely generated projective modules over any ring R with identity.

More generally, one could define a representation of G in an arbitrary cat-
egory C as a pair (X, ρ : G → Aut(X)) where X ∈ ob(C) and ρ is a group
homomorphism from G to the group of C-automorphisms of X . The repre-
sentations of G in C also form a category CG which can be identified with the
category [G/G, C] of covariant functors from the translation category G/G of
the G-set G/G (where G/G is the final object in the category of G-sets (see
1.1). The foregoing considerations also apply if G is a topological group and
C is a topological category, i.e. a category whose objects X and HomC(X,Y )
are endowed with a topology such that the morphisms are continuous. Here,
we have an additional requirement that ρ : G → Aut(X) be continuous. For
example, G could be a Lie group and C the category of Hilbert spaces over C,
in which case we have unitary representations of G.

It is the aim of this book to explore connections between CG and higher al-
gebraic K-theory of C for suitable categories (e.g. exact, symmetric monoidal
and Waldhausen categories) when G could be a finite, discrete, profinite or
compact Lie group.

When C = P(C), (C the field of complex numbers) and G is a finite or
compact Lie group, the Grothendieck group K0(CG) can be identified with
the group of generalized characters of G and thus provides the initial contact
between representation theory and K-theory. If F is an arbitrary field, G a
finite group, P(F )G can be identified with the category M(FG) of finitely
generated FG-modules and so, K0(P(F )G) ∼= K0(M(FG)) ∼= G0(FG) yields
K-theory of the group algebra FG, thus providing initial contact between
K-theory of P(F )G and K-theory of group algebras (see 1.2). This situation
extends to higher dimensional K-theoretic groups i.e. for all n ≥ 0 we have
Kn(P(F )G) ∼= Kn(M(FG)) ∼= Gn(FG) (see 5.2).

More generally, if R is any commutative ring with identity and G is a finite
group, then the category P(R)G can be identified with the category PR(RG)
of RG-lattices (i.e. RG-modules that are finitely generated and projective
over R) and so, for all n ≥ 0, Kn(P(R)G) can be identified with Kn(PR(RG))
which, when R is regular, coincides with Kn(M(RG)) usually denoted by
Gn(RG) (see (5.2)B).

When R is the ring of integers in a number field or p-adic field F or more
generally R a Dedekind domain with quotient field F or more generally still
R a regular ring, the notion of a groupring RG(G finite) generalizes to the
notion of R-orders Λ in a semi-simple F -algebra Σ when char(F ) does not
divide the order of G and so, studying K-theory of the category PR(Λ) of Λ-
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lattices automatically yields results on the computations of K-theory of the
category PR(RG) of RG-lattices and so, K-theory of orders is appropriately
classified as belonging to Integral representation theory.

Now the classical K-theory (K0,K1,K2,K−n) of orders and grouprings
(especially K0 and K1) have been well studied via classical methods and doc-
umented in several books [20, 39, 159, 168, 211, 213] and so, we only carefully
review the classical situation in Part I of this book (chapters 1-4), with clear
definitions, examples, statements of important results (mostly without proof-
s) and refer the reader to one of the books or other literature for proofs. We
include, in particular, classical results which have higher dimensional versions
for which we supply proofs once and for all in the context of higher K-theory.
Needless to say that some results proved for higher K-theory with no classi-
cal analogues invariably apply to the classical cases also. For example, there
was no classical result that K2(Λ), G2(Λ), are finite for arbitrary orders Λ
in semi-simple algebras over number fields, but we prove in this book that
K2n(Λ), G2n(Λ), are finite for all n ≥ 1, thus making this result also available
for K2(Λ).

Some of the impetus for the growth of Algebraic K-theory from the begin-
ning had to do with the fact that the classical K-group of grouprings housed
interesting topological/geometric invariants, e.g.

(1) Class groups of orders and grouprings (which also constitute natural
generalizations to number theoretic class groups of integers in number
fields) also house Swan-Wall invariants (see (2.3)C and [214, 216]) etc.

(2) Computations of the groups G0(RG), R Noetherian, G Abelian is con-
nected with the calculations of the group ‘SSF’ (see (2.4)B or [19]) which
houses obstructions constructed by Shub and Francs in their study of
Morse-Smale diffeomorphisms (see [19]).

(3) Whitehead groups of integral grouprings house Whitehead torsion which
is also useful in the classification of manifolds (see [153, 195]).

(4) IfG is a finite group andOrb(G) the orbit category ofG (an ‘EI’ category
(see 7.6)). X a G-CW-complex with round structure (see [137]), then
the equivariant Riedemester torsion takes values inWh(Q orb(G)) where
Wh(Q orb(G)) is the quotient of K1(QOrb(G)) by subgroups of “trivial
units” see [137].

(5) K2 of integral grouprings helps in the understanding of the pseudo-
isotopy of manifolds (see [80]).

(6) The negative K-theory of grouprings can also be interpreted in terms of
bounded h-corbordisms (see (4.5)E or [138]).

It is also noteworthy that several far-reaching generalizations of classical
concepts have been done via higher K-theory. For example, the K-theoretic



definition of higher dimensional class groups C�n(Λ)(n ≥ 0) of orders Λ gen-
eralize to higher dimensions the notion of class group C�(Λ) of orders and
grouprings which in turn generalizes the number-theoretic notion of class
groups of Dedekind domains and integers R in number fields (see 7.4). Note
that C�1(Λ) for Λ = RG is intimately connected with Whitehead torsion (see
7.4 or [159]) and as already observed C�(Λ) = C�0(Λ) houses some topologi-
cal/geometric invariants (see (2.3)C).

Moreover, the profinite higher K-theory for exact categories discussed in
chapter 8 is a cohomology theory which generalizes classical profinite topolog-
ical K-theory (see [199]) as well as K-theory analogues of classical continuous
cohomology of schemes rooted in Arithmetic algebraic geometry.

Part II (chapters 5 to 8) is devoted to a systematic exposition of higher
algebraic K-theory of orders and grouprings. Again, because the basic higher
K-theoretic constructions have already appeared with proofs in several books
(e.g. [25, 88, 198]), the presentation in chapters 5 and 6 is restricted to a
review of important results (with examples) relevant to our context. Topics
reviewed in chapter 5 include the ‘plus’ construction as well as higherK-theory
of exact, symmetric monoidal and Waldhausen categories. We try as much
as possible to emphasize the utility value of the usually abstract topological
constructions.

In chapter 7, we prove quite a number of results on higher K-theory of
orders and grouprings. In (7.1)A we set the stage for arbitrary orders by
first proving several finiteness results for higher K-theory of maximal orders
in semi-simple algebras over p-adic fields and number fields as well as higher
K-theory of associated division and semi-simple algebras.

In (7.1)B, we prove among other results that if R is the ring of in-
tegers in a number field F , Λ as R-order in a semi-simple F -algebra Σ,
then for all n ≥ 0, Kn(Λ), Gn(Λ) are finitely generated Abelian groups,
SKn(Λ), SGn(Λ), SKn(Λ̂p) and SGn(Λ̂p) are finite groups (see [108, 110, 112,
113]) and SGn(RG) are trivial (see [131]) where G is a finite group. In 7.2
we prove that rank Kn(Λ) = rank Gn(Λ) = rank Kn(Γ) if Γ is a maximal
R-order containing Λ, see [115]. We consequently prove that for all n ≥ 1,
K2n(Λ), G2n(Λ) are actually finite groups. Hence for any finite group G,
K2n(RG), G2n(RG) are finite (see (7.2)B or [121]).

Next, we obtain in 7.3 a decomposition (for G Abelian)
Gn(RG) ∼= ⊕Gn(R < C >) for all n ≥ 0 where R is a Noetherian ring, and
C ranges over all cyclic quotients of G and R < C >= Rζ|C|( 1

|C| ), ζ|C| being
a primitive |C|th root of unity (see [232]). (This decomposition is a higher
dimensional version of that of G0(RG) (see (2.4)A.) The decomposition of
Gn(RG) is extended to some non-Abelian groups e.g. dihedral, quaternion
and nilpotent groups (see [231, 233]). We conclude 7.3 with a discussion of a
conjecture due to Hambleton, Taylor and Williams on the decomposition for
Gn(RG), G any finite groups (see [76]), and the counter-example provided for
this conjecture by D. Webb and D. Yao (see [235].



Next, in 7.4 we define and study higher-dimensional class groups C�n(Λ)
of R-orders Λ which generalize the classical notion of class groups C�(Λ)(=
C�0(Λ)) of orders. We prove that ∀ n ≥ 0, C�n(Λ) is a finite group and
identify p-torsion in C�2n−1(Λ) for arbitrary orders Λ (see [102]) while we
identify p-torsion for all C�2n(Λ) when Λ is an Eichler or hereditary order
(see [74, 75]).

In 7.5, we study higher K-theory of grouprings of virtually infinite cyclic
groups V in the two cases when V = G �α T , the semi-direct product of a
finite group G (of order r, say) and an infinite cyclic group T =< t > with
respect to the automorphism α : G → G g → tgt−1 and when V = G0∗HG1

where the groups Gi = 0, 1 and H are finite and [Gi : H ] = 2. These groups
V are conjectured by Farrell and Jones (see [54]) to constitute building blocks
for the understanding of K-theory of grouprings of an arbitrary discrete group
G - hence their importance. We prove that when V = G �α T , then for all
n ≥ 0, Gn(RV ) is a finitely generated Abelian group and that NKn(RV ) is
r-torsion. For V = G0∗HG1 we prove that the nil groups of V are |H |-torsion
(see [123]).

The next section of chapter 7 is devoted to the study of higher K and
G-theory of modules over ‘EI’-categories. Modules over ‘EI’-categories con-
stitute natural generalizations for the notion of modules over grouprings and
K-theory of such modules are known to house topological and geometric in-
variants and are also replete with applications in the theory of transformation
groups (see [137]). Here, we obtain several finiteness and other results which
are extension of results earlier obtained for higher K-theory of grouprings of
finite groups.

In 7.7 we obtain several finiteness results on the higher K-theory of the
category of representations of a finite group G in the category of P(Γ) where
Γ is a maximal order in central division algebra over number fields and p-
adic fields. These results translate into computations of Gn(ΓG) as well as
lead to showing via topological and representation theoretic techniques that
a non-commutative analogue of a fundamental result of R.G. Swan at the
zero-dimensional level does not hold (see [110]).

In chapter 8, we define and study profinite higher K and G-theory of exact
categories, orders and grouprings. This theory is an extraordinary cohomolo-
gy theory inspired by continuous cohomology theory in algebraic topology and
arithmetic algebraic geometry. The theory yields several �-completeness the-
orems for profinite K and G-theory of orders and grouprings as well as yields
some interesting computations of higher K-theory of p-adic orders otherwise
inaccessible. For example we use this theory to show that if Λ is a p-adic order
in a p-adic semi-simple algebra Σ, then for all n ≥ 1, Kn(Λ)�, Gn(Λ)�,Kn(Σ)�
are finite groups provided � is a prime 	= p. We also define and study con-
tinuous K-theory of p-adic orders and obtain a relationship between profinite
and continuous K-theory of such orders (see [117]).

Now if S is the translation category of anyG-set S, and C is a small category,
then the category [S, C] of covariant functors from S to C is also called the



category of G-equivariant C-bundles on S because if C = P(C), then [S,P(C)]
is just the category of G-equivariant C-bundles on the discrete G-space S so
that K0[S,P(C)] = KG

0 (S,P(C)) is the zero-dimensional G-equivariant K-
theory of S. Note that if S is a G-space, then the translation category S of S
as well as the category [S, C] are defined similarly. Indeed, if S is a compact
G-space then KG

0 (S,P(C)) is exactly the Atyah-Segal equivariant K-theory
of S (see [184]).

One of the goals of this book is to exploit representation theoretic techniques
(especially induction theory) to define and study equivariant higher algebraic
K-theory and their relative generalizations for finite, profinite and compact
Lie group actions, as well as equivariant homology theories for discrete group
actions in the context of category theory and homological algebra with the
aim of providing new insights into classical results as well as open avenues for
further applications. We devote Part III (chapters 9 - 14) of this book to this
endeavour.

Induction theory has always aimed at computing various invariants of a
given group G in terms of corresponding invariants of certain classes of sub-
groups of G. For example if G is a finite group, it is well know by Artin
induction theorem that two G-representations in P(C) are equivalent if their
restrictions to cyclic subgroups of G are isomorphic. In other words, given
the exact category P(C), and a finite group G, we have found a collection
D(P(C), G) of subgroups (in this case cyclic subgroups) of G such that two
G-representations in P(C) are equivalent iff their restrictions to subgroups in
D(P(C), G) are equivalent. One could then ask the following general question:
Given a category A and a group G, does there exist a collection D(A, G) of
proper subgroups of G such that two G-representations in A are equivalent if
their restrictions to subgroups in D(A, G) are equivalent?

As we shall see in this book, Algebraic K-theory is used copiously to answer
these questions. For example, if G is a finite group, T any G-set, C an exact
category, we construct in 10.2 for all n ≥ 0, equivariant higher K-functors.

KG
n (−, C, T ), KG

n (−, C, T ),KG
n (−, C)

as Mackey functors from the category GSet of G-sets to the category Z-
Mod of Abelian groups (i.e. functors satisfying certain functorial proper-
ties, in particular, categorical version of Mackey subgroup theorem in rep-
resentation theory) in such a way that for any subgroup H of G we iden-
tify KG

n (G/H,M(R)) with Kn(M(RH)) := Gn(RH),KG
n (G/H,P(R)) with

Kn(PR(RH)) := Gn(R,H) and PGn (G/H,P(R), G/e) with Kn(RH) for all
n ≥ 0 (see [52, 53]). Analogous constructions are done for profinite group
actions (chapter 11) and compact Lie group actions (chapter 12), finite group
actions in the context of Waldhausen categories, chapter 13, as well as e-
quivariant homology theories for the actions of discrete groups (see chapter
14).

For such Mackey functors M , one can always find a canonical smallest class
UM of subgroups of G such that the values ofM on anyG-set can be computed



from their restrictions to the full subcategory of G-sets of the form G/H with
H ∈ UM . The computability of the values ofM from its restriction toG-sets of
the form G/H,H ∈ UM for finite and profinite groups is expressed in terms of
vanishing theorems for a certain cohomology theory associated with M (UM )
- a cohomology theory which generalizes group cohomology. In 9.2, we discuss
the cohomology theory (Amitsur cohomology) of Mackey functors, defined on
an arbitrary category with finite coproducts, finite pullbacks and final objects
in 9.1 and then specialize as the needs arise for the cases of interest-category
of G-sets for G finite (in chapter 9 and chapter 10), G profinite (chapter 11) -
yielding vanishing theorems for the cohomology of the K-functors as well as
cohomology of profinite groups (11.2) (see [109]).

The equivariant K-theory discussed in this book yields various computa-
tions of higher K-theory of grouprings. For example apart from the result
that higher K-theory of RG (G finite or compact Lie group) can be comput-
ed by restricting to hyper elementary subgroups of G (see 10.4 and 12.3.3)
(see [108, 116]), we also show that if R is a field k of characteristic p and G a
finite or profinite group, then the Cartan map Kn(kG) → Gn(kG) induces an
isomorphism Z( 1

p )⊗Kn(kG) ∼= Z( 1
p )⊗Gn(kG) leading to the result that for

all n ≥ 1, K2n(kG) is a p-group for finite groups G. We also have an interest-
ing result that if R is the ring of integers in a number field, G a finite group
then the Waldhausen K-groups of the category (Chb(M(RG), ω) of bounded
complexes of finitely generated RG-modules with stable quasi-isomorphisms
as weak equivalences are finite Abelian groups.

The last chapter (chapter 14) which is devoted to Equivariant homology the-
ories, also aims at computations of higher algebraic K-groups for grouprings
of discrete groups via induction techniques also using Mackey functors. In
fact, an important criteria for a G-homology theory HG

n : GSet → Z-Mod is
that it is isomorphic to some Mackey functor: GSet→ Z-Mod. The chapter
is focussed on a unified treatment of Farrell and Baum-Connes isomorphism
conjectures through Davis-Lück assembly maps (see 14.2 or [40]) as well as
some specific induction results due to W. Lück, A. Bartels and H. Reich (see
14.3 or [14]). One other justification for including Baum-Connes conjecture in
this unified treatment is that it is well known by now that Algebraic K-theory
and Topological K-theory of stable C∗-algebras do coincide (see [205]). We
review the state of knowledge of both conjectures (see 14.3, 14.4) and in the
case of Baum-Connes conjecture also discuss its various formulations including
the most recent in terms of quantum group actions.

Time, space and the heavy stable homotopy theoretic machinery involved
(see [147]) (for which we could not prepare the reader) has prevented us from
including a G-spectrum formulation of the equivariant K-theory developed in
chapters 10, 11, 12, 13. In [192, 193, 194], K. Shimakawa provided, (for G a
finite group) a G-spectrum formulation of part of the (absolute) equivariant
theory discussed in 10.1. It will be nice to have a G-spectrum formulation
of the relative theory discussed in 10.2 as well as a G-spectrum formulation



for the equivariant theory discussed in 11.1 and 12.2 for G profinite and G
compact Lie group. However, P. May informs me that equivariant infinite loop
space theory itself is only well understood for finite groups. He thinks that
profinite groups may be within reach but compact Lie groups are a complete
mystery since no progress has been made towards a recognition principle in
that case. Hence, there is currently no idea about how to go from the type
of equivariant Algebraic K-theory categories defined in this book to a G-
spectrum when G is a compact Lie group.

Appendix A contains some known computations while Appendix B consists
of some open problems.

The need for this book

1) So far, there is no book on higher Algebraic K-theory of orders and
grouprings. The results presented in the book are only available in
scattered form in journals and other scientific literature, and there is a
need for a coordinated presentation of these ideas in book form.

2) Computations of higher K-theory even of commutative rings (e.g. Z)
have been notoriously difficult and up till now the higher K-theory of
Z is yet to be fully understood. Orders and grouprings are usually non-
commutative rings that also involve non-commutative arithmetic and
computations of higher K-theory of such rings are even more difficult,
since methods of etále cohomology etc. do not work. So it is desirable
to collect together in book form methods that have been known to work
for computations of higher K-theory of such non-commutative rings as
orders and grouprings.

3) This is the first book to expose the characterization of all higher algebra-
ic K-theory as Mackey functors leading to equivariant higher algebraic
K-theory and their relative generalization, also making computations
of higher K-theory of grouprings more accessible. The translation of
the abstract topological constructions into representation theoretic lan-
guage of Mackey functors has simplified the theory some what and it is
desirable to have these techniques in book form.

4) Interestingly, obtaining results on higher K-theory of orders Λ (and
hence grouprings) for all n ≥ 0 have made these results available for
the first time for some classical K-groups. For instance, it was not
known classically that if R is the ring of integers in a number field
F , and Λ any R-order in a semi-simple F -algebra, then K2(Λ), G2(Λ)
(or even SKs(Λ), SG2(Λ)) are finite groups. Having these results for
K2n(Λ), G2n(Λ) and hence SK2n(Λ), SG2n(Λ) for all n ≥ 1 makes these
results available now for n = 1.



5) Also computations of higher K-theory of orders which automatically
yield results on higher K-theory of RG(G finite) also extends to results
on higher K-theory of some infinite groups e.g. computations of higher
K-groups of virtually infinite cyclic groups that are fundamental to the
subject.

Who can use this book?
It is expected that readers would already have some working knowledge of
algebra in a broad sense including category theory and homological algebra,
as well as working knowledge of basic algebraic topology, representation theo-
ry, algebraic number theory, some algebraic geometry and operator algebras.
Nevertheless, we have tried to make the book as self-contained as possible by
defining the most essential ideas.

As such, the book will be useful for graduate students who have complet-
ed at least one year of graduate study, professional mathematicians and re-
searchers of diverse backgrounds who want to learn about this subject as well
as specialists in other aspects of K-theory who want to learn about this ap-
proach to the subject. Topologists will find the book very useful in updating
their knowledge of K-theory of orders and grouprings for possible applica-
tions and representation theorists will find this innovative approach to and
applications of their subject very enlightening and refreshing while number
theorists and arithmetic algebraic geometers who want to know more about
non-commutative arithmetics will find the book very useful.
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Notes on Notations

Notes on Notation

• morC(A,B), HomC(A,B) := set of C-morphisms from A to B (C a cat-
egory

• Ā = K(A) = Gröthendieck group associated to a semi-group A

• V BF (X) = category of finite dimensional vector bundles on X (F = R
or C)

• X(G) = set of cyclic quotients of a finite group G

• A[z] = polynomial extension of an additive category A

• A[z, z−1], Laurent polynomal extension of A

• OrF (G) = {G/H |H ∈ F}, F a family of subgroups of G

• AR,F = assembly map

• HG(S,B) := {G-maps f : S → B}, S a G-set, B a ZG-module

• B(S) = set of all set-theoretic maps S → B. Note that

• HG(S,B) is the subgroup of G-invariant elements in B(S)

• A(G) = category of homogeneous G-spaces (G a compact Lie group)

• Ω(B) := Burnside ring of a based category B

• Ω(G) := Burnside ring of a group G

• ‖B‖ := Artin index of a based category B
:= exponent of Ω̄(B)/Ω(B)

• Mn
m := n-dimensional mod-m Moore space

• Hn(X,E) = En(X) := homology of a space X with coefficient in a
spectrum E

• Hn(X,E) = En(X) := cohomology of a space X with coefficients in a
spectrum E

• P(A) := category of finitely generated projective A-modules (A a ring
with identity)

xxv



• M(A) := category of finitely generated A-modules

• M′(A) := category of finitely presented A-modules

• A−Mod := category of left A-modules

• P(X) := category of locally free sheaves of OX -modules (X a scheme)

• M(X) := category of coherent sheaves of OX -modules (X a Noetherian
scheme)

• PR(A) := category of A-modules finitely generated and projective as
R-modules (A an R-algebra)

• S := translation category of a G-set S (see 1.1.3) (G a group)
GSet := category of G-sets
[S, C] := category of covariant functors S → C (C any category)

• For any Abelian group G, and a rational prime �
G� or G(�) := �-primary subgroup of G
G[�s] = {g ∈ G|�sg = 0}
Note. G(�) = UG[�s] = lim−→ G[�s]

• If G : GSet → Z-Mod is a Green functor and A a commutative ring
with identity then GA := A ⊗Z G : GSet → A-Mod is a Green functor
given by (A ⊗Z G)(S) = A ⊗ G(S) If DG is a defect basis for G (see
9.6.1) write DAG for the defect basis of GA If P is a set of primes and
A = ZP = Z[1q |q /∈ P) write DPG for DAG

• Chb(C) = category of bounded chain complexes in an exact category C

• Let C be a cyclic group of order t
Z(C) = Z[ζ] where ζ is a primitive tth root of 1
Z < C >= Z(C)(1

t ) = Z[ζt, 1
t ]

For any ring R, R(C) = R⊗ Z(C), R < C >= R⊗ Z < C >

• For any finite group G, p a rational prime
G(p) or Sp(G) := Sylow p-subgroup of G
For G Abelian, G(p′) =

⊕
q prime

q �=p

G(q). So G = G(p)×G(p′)

If P is a set of primes, G(P) =
⊕
p∈P

G(p) i.e. P-torsion part of G.

• If R is the ring of integers in a number field F , Λ an R-order in a semi-
simple F -algebra, then
P(Λ) := finite set of prime ideals p of R for which Λ̂p is not maximal
P̌(Λ) := set of rational primes lying below the prime ideals in P(Λ)

• For a category C, P(C) := idempotent completion of C



• For a discrete group G
All := all subgroups of G
Fin := all finite subgroups of G
V Cy := all virtually cyclic subgroups of G
Triv := trivial family consisting of only one element i.e. the identity
element of G
FCy := all finite cyclic subgroups of G

• ModRF(G) := category of contravariant functors

OrF (G) −→ R−Mod

G−ModRF := category of covariant functors

OrF (G) −→ R−Mod

• EF (G) := classifying space for a family F of subgroups of a discrete
group G

:= universal G-space with stabilizers in F
EG = EFin(G) = universal space for proper actions of G
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Chapter 1

Category of representations and
constructions of Grothendieck
groups and rings

1.1 Category of representations and G-equivariant
categories

1.1.1 Let G be a discrete group, V a vector space over a field F . A represen-
tation of G on V is a group homomorphism ρ : G→ Aut(V) where Aut(V) is
the group of invertible linear operators on V . Call V a representation space
of ρ.

An action of G on V is a map ρ : G × V → V ρ(g � v) := gv such that
ev = v, (gh)v = g(h(v)). Note that an action ρ : G × V → V gives rise
to a representation ρV : G → Aut(V) where ρV (g) := ρg : v → ρ(g, v), and
conversely, any representation ρV : G→ Aut(V) defines an action ρ : G×V →
V : (g, v) → ρg(v).

Two representations ρ, ρ′ with representation spaces V, V ′ are said to be
equivalent if there exists an F -isomorphism β of V onto V ′ such that

ρ′(g) = βρ(g).

The dimension of V over F is called the degree of ρ.

Remarks 1.1.1 (i) For the applications, one restricts V to finite-
dimensional vector spaces. We shall be interested in representations
on V ranging from such classical spaces as vector spaces over complex
numbers to more general linear structures like finitely generated projec-
tive modules over such rings as Dedekind domains, integers in number
fields, and p-adic fields, etc.

(ii) When G, V have topologies, we have an additional requirement that ρ
be continuous.

(iii) More generally, G could act on a finite set S, i.e., we have a permutation
s → gs of S satisfying the identities 1s = s, g(hs) = (gh)s for g, h ∈
G, s ∈ S. Let V be the vector space having a basis (es)s∈S indexed by

3
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s ∈ S. So, for g ∈ G, let ρg be the linear map V → V sending ex to
egx. Then ρ : G→ Aut(V) becomes a linear representation of G called
permutation representation associated to S.

(iv) Let A be a finite-dimensional algebra over a field F , and V a finite-
dimensional vector space over F . A representation of A on V is an
algebra homomorphism ρ : A → HomF(V, V ) = EndF(V ), i.e., a map-
ping ρ, which satisfies:

ρ(a+ b) = ρ(a) + ρ(b) , ρ(ab) = ρ(a)ρ(b)
ρ(αa) = αρ(a) , ρ(e) = 1 , a, b ∈ A,α ∈ F ,

where e is the identity element of A.

Now, if ρ : G → Aut(V) is a representation of G with representation
space V , then there is a unique way to extend ρ to a representation ρ
of FG with representation space V , i.e., ρ (Σagρ(g)) = Σagρ(g). Con-
versely, every representation of FG, when restricted to G, yields a rep-
resentation of G. Hence there is a one-one correspondence between
F -representations of G with representation space V and FG-modules.

Definition 1.1.1 means that we have a representation of G in the category
P(F ) of finite-dimensional vector spaces over F . This definition could be
generalized to any category as follows.

1.1.2 Let C be a category and G a group. A G-object in C (or a repre-
sentation of G in C) is a pair (X, ρ), X ∈ ob C, ρ : G → Aut(X) a group
homomorphism. We shall write ρg for ρ(g).

The G-objects in C form a category CG where for (X, ρ), (X ′, ρ′) ∈ ob CG,
morCG((X, ρ), (X ′, ρ′)) is the set of all C-morphisms ϕ : X → X ′ such that
for each g ∈ G, the diagram X

ϕ commutes
��

ρg

�� X

ϕ

��
X ′

ρ′g
�� X ′

Examples 1.1.1 (i) When C = FSet, the category of finite sets, CG =
GSet, the category of finite G-sets.

(ii) When F is a field, and C = P(F ), then P(F )G is the category M(FG)
or finitely generated FG-modules.

(iii) WhenR is a commutative ring with identity and C = M(R) the category
of finitely generated R-modules, then CG = M(RG), the category of
finitely generated RG-modules.
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(iv) If R is a commutative ring with identity, and C = P(R), then P(R)G =
PR(RG), the category of RG-lattices, i.e., RG-modules that are finitely
generated and projective over R.
Note that for a field F , every M ∈ M(FG) is an FG-lattice and so
M(FG) = PF (FG).

1.1.3 Let S be aGSet (G a discrete group). We can associate to S a category
S as follows:

ob S = elements of S ; morS(s, t) = {(g, s)|g ∈ G, gs = t} .

Composition of morphisms is defined by (h, t) ◦ (g, s) = (hg, s), and the
identity morphism s→ s is (e, s) where e is the identity of G. S is called the
translation category of S.

• For any category C, let [S, C] be a category of (covariant) functors ζ :
S → C, which associates to an element s ∈ S a C-object ζs and to
a morphism (g, s) a C-map ζ(g,s) : ζs → ζgs, s ∈ S ζ(e,s) = idζs and
ζ(g,hs) ◦ ζ(h,s) = ζ(gh,s) for all g, h ∈ G, s ∈ S. Call such a functor a
G-equivariant C-bundle on S.

The motivation for this terminology is that if C is the category of finite-
dimensional vector spaces over the field C of complex numbers, then ζ
is indeed easily identified with a G-equivariant C-vector bundle over the
finite discrete G-sets S.

1.1.4 Note that the category S defined above is a groupoid, i.e., a category
in which every morphism is an isomorphism. More generally, for any small
groupoid G, and any small category C, we shall write [G, C] for the category
of covariant functors G → C and [G, C]′ for the category of contravariant
functors G → C. We shall extend the ideas of this section from [S, C] to [G, C]
for suitable C in chapter 14 when we study equivariant homology theories
vis-a-vis induction techniques.

1.1.5 Examples and some properties of [S, C]

(i) For any category C, there exists an equivalence of categories [G/G, C] →
CG given by ζ → (ζ∗, ρ : G→ Aut(ζ∗); g → ζ(g,∗)) where ζg,∗ ∈ Aut(ζ∗),
since ζ−1

(g,∗) = ζ(g−1,∗).
Hence if G is a finite group, we have

• [G/G,M(R)] � M(R)G � M(RG), if R is a commutative ring
with identity

• [G/G,P(R)] � PR(RG).
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(ii) (a) Let C be a category and X a fixed C-object. Define a new category
C/X (resp. X/C) called the category of C-objects over X (resp.
under X) as follows:
The objects of C/X (resp. X/C) are pairs (A,ϕ : A → X) (resp.
(B, δ : X → B)) where A (resp. B) runs through the objects of C
and ϕ through morC(A,X) (resp. δ through C(X,B)). If (A,ϕ),
(A′, ϕ′) ∈ C/X (resp. (B, δ), (B′, δ′) ∈ X/C), then C/X((A,ϕ),
(A′, ϕ′)) = {ψ ∈ C(A,A′)|ϕ = ϕ′ψ}

(
resp. X/C((B, δ), (B′, δ′)) =

{ρ ∈ C(B,B′)|δ′ = ργ}
)
, i.e., a morphism from (A,ϕ) to (A′, ϕ′)

(resp. (B, δ) to (B′, δ′)) is a commutative triangle

A

ϕ
���

��
��

��
ψ �� A′

ϕ′
����

��
��

��

X

(resp.

X
δ

����
��

��
�� δ′

���
��

��
��

�

B ρ
�� B′

of C-morphisms)

(b) If in (a) C = GSet, S ∈ GSet, we have GSet/S (resp. S/GSet).
Note that if S ∈ GSet, the category S can be realized as a full
subcategory of GSet/S whose objects are all maps G/e→ S where
s ∈ S is identified with fs : G/e→ S g → gs) and (g, s) is identified
with

(ρ(g)) , G/e

fs ���
��

��
��

�
�� G/e :

fgs����
��

��
��

S

x → xg−1, x ∈ G/e

(c) If C = FSet in (i), then we have an equivalence of categories
[S, FSet] � GSet/S defined as follows.
For ζ ∈ [S, FSet], the set |ζ| = {(s, x)|s ∈ S, x ∈ ζs} is a G-set
w.r.t. G × |ζ| → |ζ| : (g, (s, x)) → (gs, ζ(g,s)x) and |ζ| → S :
(s, x) → s is a G-map (note |ζ| could be described as the disjoint
union of fibres of ζ.
Conversely, if ϕ : S′ → S is a G-map over S, then ϕ : S′ → S
gives rise to a C-bundle ζ over S with fibres ζs = ϕ−1(s) and maps
ζ(g,s) : ζs → ζgs : x → gx. It is easily checked that a C-bundle
morphism μ : ζ → ζ′ between two C-bundles corresponds to a G-
map between the corresponding G-sets over S and vice versa and
that this way we get, indeed, an equivalence of categories.
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(iii) (a) Let G/H (resp. H/H) be the category associated with the G-set
G/H (resp. H-set H/H). Then the functor H/H → G/H given by
∗H → H ∈ G/H and (u, ∗H) → (u,H) for u ∈ H is an equivalence
of categories.

Proof. The proof follows from the fact that if C1 is a full sub-
category of a category C2 and if for any C2-object X there exists
X ′ ∈ C1 such that X ′ ∼= X , then C1 → C2 is an equivalence of cat-
egories (see [141]). Now, since H/H is full in G/H and any object
in G/H is isomorphic to ∗H = H ∈ G/H , we may apply this fact
to C1 = H/H and C2 = G/H.

(b) The equivalence H/H → G/H of categories in (a) defines an equiv-
alence of categories [G/H, C] → [H/H, C] for any category C. Hence
CH , which has been shown to be isomorphic to [H/H, C] already, is
equivalent to [G/H, C].
Remark. Note that it follows from (ii) and (iii)(b) that we
now have an equivalence of categories between GSet/(G/H) and
HSet � HSet/(H/H) defined by associating to any G-set S over
G/H the pre-image of ∗H in G/H considered as an H-set.

(c) Let G be a finite group, H ≤ G, T a H-set, and G ×
H
T the induced

G-set defined as a set of H-orbits (g, t) ⊆ G × T with respect to
the H-action h(g, t) = (gh−1, ht), h ∈ H, g ∈ G, t ∈ T . Then the
functor T → G ×

H
T given by t → (e, t), (g, t) → (g, (e, t)) is an

equivalence of categories, and so, for any category C, [G ×
H
T, C] →

[T , C] is an equivalence of categories. Note that h ∈ G acts on
(g, t) ∈ G ×

H
T by h(g, t) = (hg, t).

Proof. Again, with C1 = T , C2 = G ×
H
T , the embedding C1 → C2

defined above makes C1 a full subcategory of C2 such that any object
in C2 is isomorphic to some object in (the image of) C1. (Details
are left to the reader as an exercise.)

(iv) If ϕ : H → G is a group homomorphism, then we have a functor GSet→
HSet given by S → S|H . Now, we can associate to any ζ ∈ [S, C] the H-
equivariant C-bundle ζ|H over S|H , which has the same fibres as ζ with
the H-action defined by restricting the G-action to H via ϕ. We thus get
a functor [S, C] → [S|H , C]. Note that this functor can also be derived
from the canonical functor S|H → S given by s → s, (g, s) → (ϕ(g), s).

(v) If C is any category and S1, S2 are two G-sets, then[
S1∪̇S2, C

]
�
[
S1, C

]
×
[
S2, C

]
.
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(vi) If ϕ : S → T is a G-map, then we have a functor ϕ : S → T given
by s → ϕ(s), (g, s) → (g, ϕ(s)) and hence a functor ϕ∗ : [T , C] → [S, C]
given by ζ → ζϕ = ϕ∗(ζ), the bundle ζ restricted to S via ϕ.

Now, if C has finite sums, then ϕ also induces a functor ϕ∗ : [S, C] →
[T, C] defined as follows: if ζ ∈ [S, C], define ϕ∗(ζ) = ζ∗ where ζ∗t =∐
s∈ϕ−1(t)

ζs and

ζ∗(g,t) =
∐

s∈ϕ−1(t)

ζ(g,s) : ζ∗t =
∐

s∈ϕ−1(t)

ζs →
∐

s∈ϕ−1(t)

ζgs = (ζ∗)gt

and for a morphism μ : ζ → η in [S, C] define ϕ∗(μ) = μ∗ : ζ∗ → η∗ in
[T , C] by μ∗(t) =

∐
s∈ϕ−1(t)

μ(s) : ζ∗t → η∗t.

Similarly, if C has finite products, then ϕ induces a functor ϕ̌∗ : [S, C] →
[T, C] where the fibres of ϕ̌∗(ζ) are defined by ϕ̌∗(ζ)t =

∏
s∈ϕ−1(t)

ζs(t ∈ T )

and the G-action is defined accordingly.

(vii) In (vi) above, we saw that if C is a category with finite sums (resp.
products), G a finite group, and ϕ : S → T a G-map, then we have
functors ϕ∗ : CT =: [T , C] → CS =: [S, C] and ϕ∗ (resp. ϕ̌∗):[S, C] →
[T , C].
We now realize that ϕ∗ ( ϕ̌∗) is the left (right) adjoint of ϕ∗, i.e., that
CS(ζ, ϕ∗(η)) ∼= CT (ϕ∗(ζ), η) (resp. CS(ϕ∗(η), ζ) ∼= CT (η, ϕ̌∗(ζ)).
This isomorphism is given by associating to each μ : ζ → ϕ∗η (resp.
μ : ϕ∗(η) → ζ) (i.e., to any family of maps μ(s) : ζs → ηϕ(s) (resp.
μ(s) : ηϕ(s) → ζs) compatible with the G-action) the morphism

μ′ : ϕ∗(ζ) → η (μ′ : η → ϕ̌∗(ζ))

given by

μ′(t) =
∐

s∈ϕ−1(t)

μ(s) :
∐

s∈ϕ−1(t)

ζs → ηt /

(
resp.μ′(t) =

∏
s∈ϕ−1(t)

μ(s) : ηt →
∏

s∈ϕ−1(t)

ζs

)
.

1.2 Grothendieck group associated with a semi-group

1.2.1 Let (A,+) be an Abelian semi-group. Define a relation ‘∼’on A × A
by (a, b) ∼ (c, d) if there exists u ∈ A such that a + d + u = b + c + u. One
can easily check that ‘∼’ is an equivalence relation. Let A denote the set of
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equivalence classes of ‘∼’, and write [a, b] for the class of (a, b) under ‘∼’. We
define addition (+̇) on A by [a, b]+̇[c, d] = [a + c, b + d]. Then (A, +̇) is an
Abelian group in which the identity element is [a, a] and the inverse of [a, b]
is [b, a].

Moreover, there is a well-defined additive map f : A → A : a → [a+ a, a]
which is, in general, neither injective nor surjective. However, f is injective
iff A is a cancellation semi-group, i.e., iff a+ c = b + c implies that a = b for
all a, b ∈ A (see [95]).

1.2.2 It can be easily checked that A possesses the following universal prop-
erty with respect to the map f : A→ A. Given any additive map h : A→ B
from A to an Abelian group B, then there exists a unique map g : A → B
such that h = gf .

Definition 1.2.1 A is usually called the Grothendieck group of A or the group
completion of A and denoted by K(A).

Remarks 1.2.1 (i) The construction of K(A) = A above can be shown to
be equivalent to the following:
Let (F (A), +̇) be the free Abelian group freely generated by the element
of A, and R(A) the subgroup of F (A) generated by all elements of the
form a+̇b− (a+ b), a, b ∈ A. Then K(A) � F (A)/R(A).

(ii) If A,B,C are Abelian semi-groups together with bi-additive map f :
A × B → C, then f extends to a unique bi-additive map f : A ×
B → C of the associated Grothendieck groups. If A is a semi-ring, i.e.,
an additive Abelian group together with a bi-additive multiplication
A × A → A (a, b) → ab , then the multiplication extends uniquely to a
multiplication A ×A → A, which makes A into a ring (commutative if
A is commutative) with identity 1 = [1 + 1, 1] in A if 1 ∈ A.

(iii) If B is a semi-module over a semi-ring A, i.e., if B is an Abelian semi-
group together with a bi-additive map A × B → B : (a, b) → a · b
satisfying a′(ab) = (a′a)b for a, a′ ∈ A, b ∈ B, then the associated
Grothendieck group B is an A-module.

(iv) If A = {1, 2, 3, . . .}, A = K(A) = Z. Hence the construction in 1.2.1 is
just a generalization of the standard procedure of constructing integers
from the natural numbers.

(v) A sub-semi-group A of an Abelian semi-group B is said to be cofinal in
B if for any b ∈ B, there exists b′ ∈ B such that b + b′ ∈ A. It can be
easily checked that K(A) is a subgroup of K(B) if A is cofinal in B.

1.2.3 K0 of a ring. For any ring A with identity, let P(Λ) be the category of
finitely generated projective Λ-modules. Then the isomorphism classes IP(Λ)
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of objects of P(Λ) form an Abelian semi-group under direct sum ‘⊕’. We write
K0(Λ) for K(IP(Λ)) and call K0(Λ) the Grothendieck group of Λ. For any
P ∈ P(Λ), we write (P ) for the isomorphism class of P (i.e., an element of
IP(Λ)) and [P ] for the class of (P ) in K0(Λ).

If Λ is commutative, then IP(Λ) is a semi-ring with tensor product ⊗Λ as
multiplication, which distributes over ‘⊕’. Hence K0(Λ) is a ring by remarks
1.2.1(ii).

Remarks 1.2.2 (i) K0 : Rings → A : Λ → K0(Λ) is a functor — since
any ring homomorphism f : Λ → Λ′ induces a semi-group homomor-
phism IP(Λ) → IP(Λ′) : P → P⊗Λ′ and hence a group homomorphism
K0(Λ) → K0(Λ′).

(ii) K0 is also a functor: CRings→ CRings.

(iii) [P ] = [Q] in K0(Λ) iff P is stably isomorphic to Q in P(Λ), i.e., iff
P ⊕ Λn � Q⊕ Λn for some integer n. In particular [P ] = Λn] for some
n iff P is stably free (see [17, 20]).

Examples 1.2.1 (i) If Λ is a field or a division ring or a local ring or a
principal ideal domain, then K0(Λ) � Z.

Note. The proof in each case is based on the fact that any finitely
generated Λ-module is free and Λ satisfies the invariant basis property
(i.e., Λr � Λs ⇒ r = s). So, IP(Λ) � {1, 2, 3, . . .}, and so, K0(Λ) � Z
by remarks 1.2.1(iv) (see [17] or [181]).

(ii) Any element ofK0(Λ) can be written as [P ]−r[Λ] for some integer r > 0,
P ∈ P(Λ), or as s[Λ] − [Q] for some s > 0, Q ∈ P(Λ) (see [20, 211]).
If we write K̃0(Λ) for the quotient of K0(Λ) by the subgroup generated
by [Λ], then every element of K̃0(Λ) can be written as [P ] for some
P ∈ P [Λ] (see [20] or [224]).

(iii) If Λ � Λ1 × Λ2 is a direct product of two rings Λ1,Λ2, then K0(Λ) �
K0(Λ1)×K0(Λ2) (see [17] for a proof).

(iv) Let G be a semi-simple connected affine algebraic group over an al-
gebraically closed field. Let A be the coordinate ring of G. Then
K0(A) � Z.

Remarks. See [188] for a proof of this result, which says that all al-
gebraic vector bundles on G are stably trivial. The result is due to
A. Grothendieck.

(v) K0(k[x0, x1, . . . , xn]) � Z. This result is due to J.P. Serre (see [188]).
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Remarks 1.2.3 Before providing more examples of Grothendieck group con-
structions, we present in the next section 1.3 a generalization of 1.2.1 in the
context of K0 of symmetric monoidal categories.

1.3 K0 of symmetric monoidal categories

Definition 1.3.1 A symmetric monoidal category is a category C equipped
with a functor ⊥: C × C → C and a distinguished object “ 0” such that ⊥ is
“coherently associative and commutative” in the sense of Maclane (see [139]),
that is,

(i) A ⊥ 0 � A � 0 ⊥ A .

(ii) A ⊥ (B ⊥ C) � (A ⊥ B) ⊥ C .

(iii) A ⊥ B � B ⊥ A for all A,B,C ∈ C .

Moreover, the following diagrams commute.

(i) (A ⊥ (0 ⊥ B))

�
��

∼ �� (A ⊥ 0) ⊥ B

�
��

A ⊥ B
∼ �� B ⊥ A

(ii) A ⊥ 0
∼

���
��

��
��

��
∼ �� 0 ⊥ A

∼

				
		

		
		

	

A

(iii) A ⊥ (B ⊥ (C ⊥ D))

�
��

∼ �� (A ⊥ B) ⊥ (C ⊥ D)

�
��

A ⊥ ((B ⊥ (C ⊥ D)

�
��

((A ⊥ B) ⊥ C) ⊥ D

∼



















(A ⊥ (B ⊥ C)) ⊥ D

Let IC be the set of isomorphism classes of objects of C. Clearly, if C is
small, then (IC,⊥) is an Abelian semi-group (in fact a monoid), and we write
K⊥0 (C) for K(IC,⊥) or simply K0(C) when the context is clear.

In other words, K⊥0 (C) = F (C)/R(C) where F (C) is the free Abelian group
on the isomorphism classes (C) of C-objects, and R(C) the subgroup of F (C)
generated by (C′ ⊥ C′′)− (C′)− (C′′) for all C′, C′′ in ob(C).
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Remarks 1.3.1 (i) K⊥0 (C) satisfies a universal property as in 1.2.2.

(ii) If C has another composition ‘o’ that is associative and distributive with
respect to ⊥, then K⊥0 (C) can be given a ring structure through ‘o’ as
multiplication and we shall sometimes denote this ring by K⊥0 (C,⊥, o)
or K0(C,⊥, o) or just K0(C) if the context is clear.

Examples 1.3.1 (i) If Λ is any ring with identity, then (P(Λ),⊕) is a
symmetric monoidal category (s.m.c.) and K⊕0 (Λ) = K0(Λ) as in 1.2.5.
If Λ is commutative, then K⊕0 (Λ) is a ring where (P(Λ),⊕) has the
further composition ‘⊗’.

(ii) Let FSet be the category of finite sets, ∪̇ the disjoint union. Then
(FSet, ∪̇) is a symmetric monoidal category and K∪̇0 (FSet) � Z.

(iii) Let G be a finite group, C any small category. Let CG be the category of
G-objects in C, or equivalently, the category of G-representations in C,
i.e., objects of CG are pairs (X,U : G→ Aut(X)) where X ∈ ob(C) and
U is a group homomorphism from G to the group of C-automorphism of
X . If (C,⊥) is a symmetric monoidal category, so is (CG, ⊥̇) where for

(X,U : G→ Aut(X)) , (X ′, U ′ : G→ Aut(X ′))

in CG, we define

(X,U)⊥̇(X ′, U ′) := (X ⊥ X ′, U ⊥ U ′ : G→ Aut(X ⊥ X ′)) ,

where U ⊥ U ′ is defined by the composition

G U⊥U ′
−→ Aut(X)×Aut(X ′) → Aut(X ⊥ X ′) .

So we obtain the Grothendieck group K⊥̇0 (CG).

If C possesses a further associative composition ‘o’ such that C is dis-
tributive with respect to ⊥ and ‘o’, then so is CG, and hence K⊥̇0 (CG) is
a ring.

Examples 1.3.2 (a) If C = P(R), ⊥= ⊕, ‘o’= ⊗R where R is a com-
mutative ring with identity, then P(R)G is the category of RG-
lattices (see [39]), and K0(P(R)G) is a ring usually denoted by
G0(R,G). Observe that when R = C, G0(C, G) is the usual repre-
sentation ring of G denoted in the literature by R(G).

(b) If C = FSets, ‘⊥’= disjoint union, ‘o’= Cartesian product. Then
K0(CG) is the Burnside ring of G usually denoted by Ω(G). See 9.3
and 9.4 for a detailed discussion of Burnside rings.



K0 of Symmetric Monoidal Categories 13

(iv) Let G be a finite group, S a G-set. As discussed in 1.1.3, we can asso-
ciate with S a category S as follows: ob(S) = {s|s ∈ S}. For s, t ∈ S,
HomS(s, t) = {(g, s)|s ∈ G, gs = t} where the composition is defined for
t = gs by (h, t) · (g, s) = (hg, s), and the identity morphism s → s is
given by (e, s) where e is the identity element of G. Now let (C,⊥) be a
symmetric monoidal category and let [S, C] be the category of covariant
functors ζ : S → C. The ([S, C], ⊥̇) is also a symmetric monoidal cate-
gory where (ζ⊥̇η)(g,s) : ζs ⊥ ηs → ζgs ⊥ ηgs. We write KG

0 (S, C) for the
Grothendieck group of [S, C].

If (C,⊥) possesses an additional composition ‘o’ that is associative and
distributive with respect to ‘⊥’, then K0(S, C) can be given a ring struc-
ture (see [111]). As we shall see in chapter 9, for any symmetric monoidal
category (C,⊥), KG

0 (−, C) : GSet → Ab is a ‘Mackey functor’ (see ex-
ample 9.1.1(iv)), and when C possesses an additional composition ‘o’
discussed before, then KG

0 (−, C) : GSet → Ab is a ’Green functor’ (see
example 9.1.1(iv)).

(v) Suppose that G,H are finite groups, and θ : H → G a group homo-
morphism. By restricting the action of G on a G-set S to H via θ,
one defines a functor θ̂ : GSet → HSet, which can easily be checked
to commute with finite sums, products, and pullbacks (and more gen-
erally, with limit and colimits). Moreover, by restricting the action of
G on G-equivariant C-bundle ζ over S to H through θ, we have a nat-
ural transformation of functors from KG

0 (−, C) : GSet → Z-Mod and
KH

0 ◦θ : GSet→ HSet→ Z-Mod. In particular, if H ≤ G, T an H-set,
we have a homomorphism KG

0 (G×T
H

, C) → KH
0 (T, C) where the second

map is induced by T → G×T
H

: t→ (e, t). We now observe that

KG
0

(
G×T

H
, C
)
→ KH

0 (T, C) (I)

is an isomorphism since by 1.1.5 iii(c) [G×T
H

, C] → [T , C] is an equivalence
of categories.
Note that if T = H/K for some subgroupK ≤ H , we have G×T

H
= G/K,

and the above isomorphism (I) is the map KG
0 (G/K, C) → K0(H/K, C)

defined by restricting a C-bundle over G/K to H/K and the action of
G to H at the same time, i.e., the map KG

0 (G/K, C) → K0(H/K, C) is
defined by the functor H/K → G/K.

(vi) Let X be a compact topological space and for = R or C, let VBF (X) be
the (symmetric monoidal) category of (finite-dimensional) vector bun-
dles on X . Then IVBF (X) is an Abelian monoid under Whitney
sum ‘⊕’. It is usual to write KO(X) for K⊕0 (VBR(X)) and KU(X)
for K⊕0 (VBC(X)). Note that if X,Y are homotopy equivalent, then
KO(X) = KO(Y ) and KU(X) = KU(Y ). Moreover, if X is con-
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tractible, we have KO(X) = KU(X) = Z (see [10] or [95]).

Let X be a compact space, C(X) the ring of C-valued functions on X .
By a theorem of R.G. Swan [208, 214], there exists an equivalence of
categories Γ : V BC(X) → P(C(X)) taking a vector bundle E

p→ X to
Γ(E), where Γ(E) = {sections s : X → E|ps = 1}. This equivalence
induces a group isomorphism KU(X) � K0(C(X)) (I).

The isomorphism (I) provides the basic initial connection between alge-
braic K-theory (right-hand side of (I)) and topological K-theory (left-
hand side of (I)) since the K-theory of P(Λ) for an arbitrary ring Λ
could be studied instead of the K-theory of P(C(X)).

Now, C(X) is a commutative C∗-algebra, and the Gelfand–Naimark
theorem [35] says that any commutative C∗ algebra Λ has the form
Λ = C(X) for some locally compact space X . Indeed, for any commuta-
tive C∗-algebra Λ, we could take X as the spectrum of Λ, i.e., the set of
all nonzero homomorphisms from Λ to C with the topology of pointwise
convergence. Noncommutative geometry is concerned with the study
of noncommutative C∗-algebras associated with “noncommutative” s-
paces and K-theory (algebraic and topological) of such C∗-algebras has
been extensively studied and connected to some (co)homology theories
(see, e.g., Hochschild and cyclic (co)homology theories) of such algebras
through Chern characters (see, e.g., [35, 43, 44, 136]).

(vii) Let G be a group acting continuously on a topological space X . The
category V BG(X) of complex G-vector bundles on X is symmet-
ric monoidal under Whitney sum ‘⊕’, and we write K0

G(X) for the
Grothendieck group K0(V BG(X)). If X is a point, V BG(X) is the
category of representations of G in P(C) and K0

G(X) = R(G), the rep-
resentation ring of G.

If G acts trivially onX , then K0
G(X) � KU(X)⊗ZR(G) (see [184, 186]).

(viii) Let R be a commutative ring with identity. Then Pic(R), the category
of finitely generated projective R-modules of rank one (or equivalently
the category of algebraic line bundles L over R) is a symmetric monoidal
category, and K⊗0 (Pic(R)) = Pic(R), the Picard group of R.

(ix) The category Pic(X) of line bundles on a locally ringed space is a sym-
metric monoidal category under ‘⊗’, and K⊗0 (Pic(X)) := Pic(X) is
called the Picard group of X . Observe that when X = Spec(R), we
recover Pic(R) in (viii). It is well known that Pic(X) � H1(X,O∗X)
(see [79] or [198]).

The significance of discussing ringed spaces and schemes in this book
lies in the fact that results on affine schemes are results on commutative
rings and hence apply to commutative orders and grouprings.
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(x) Let R be a commutative ring with identity. An R-algebra Λ is called
an Azumaya algebra if there exists another R-algebra Λ′ such that
Λ⊗RΛ′ �Mn(R) for some positive integer n. Let Az(R) be the category
of Azumaya algebras. Then (Az(R),⊗R) is a symmetric monoidal cate-
gory. Moreover, the category FP(R) of faithfully projective R-modules
is symmetric monoidal with respect to ⊥= ⊗R if the morphisms in
FP(R) are restricted to isomorphisms. There is a monoidal functor
FP(R) → Az(R) : P → End(P ) inducing a group homomorphism
K0(FP(R))

ϕ→ K0(Az(R)). The cokernel of ϕ is called the Brauer group
of R and is denoted by Br(R). Hence Br(R) is the Abelian group gener-
ated by isomorphism classes of central simple F -algebras with relations
[Λ⊗ Λ′] = [Λ] + [Λ′] and [Mn(F )] = 0 (see [181]).

(xi) Let A be an involutive Banach algebra and Witt(A) the group generated
by isomorphism classes [Q] of invertible Hermitian formsQ on P ∈ P(A)
with relations [Q1⊕Q2] = [Q1]+ [Q2] and [Q]+ [−Q] = 0. Define a map
ϕ : K0(A) → Witt(A) by [P ] → class of (P,Q) with Q positive. If A is
a C∗-algebra with 1, then there exists on any P ∈ P(A) an invertible
form Q satisfying Q(x, x) ≥ 0 for all x ∈ P and in this case ϕ : K0(A) →
Witt(A) is an isomorphism. However, ϕ is not an isomorphism in general
for arbitrary involutive Banach algebras (see [35]).

(xii) Let F be a field and SymB(F ) the category of symmetric inner product
spaces (V, β) – V a finite-dimensional vector space over F and β : V ⊗
V → F a symmetric bilinear form. Then (SymB(F ),⊥) is a symmetric
monoidal category where (V, β) ⊥ (V ′, β′) is the orthogonal sum of
(V, β) and (V ′, β′) is defined as the vector space V ⊕V ′ together with a
bilinear form β∗ : (V ⊕ V ′, V ⊕ V ′) → F given by β∗(v ⊕ v′, v1 ⊕ v′1) =
β(v, v1) + β′(v′, v′1).
If we define composition (V, β) � (V ′, β′) as the tensor product V ⊗ V ′

together with a bilinear form β∗(v⊗v′, v1⊗v′1) = β(v, v1)β′(v′, v′1), then
K0(SymB(F ),⊥,�) is a commutative ring with identity.
The Witt ring W (F ) is defined as the quotient of K0(SymB(F )) by the
subgroup {n,H} generated by the hyperbolic plane H =

(
F 2, ( 0 1

1 0 )
)
.

For more details about W (F ) see [182].

(xiii) Let A be a ring not necessarily unital (i.e., not necessarily with iden-
tity). The ring A+ obtained by adjoining a unit to A is defined as
follows. As an Abelian group, A+ = A ⊕ Z with multiplication defined
by (a, r)(b, s) = (ab+ rb+ sa, rs) where a, b ∈ A , r, s ∈ Z. Here the unit
of A+ is (0, 1).
IfA already has unit e, say, there is a unital isomorphism ϕ : A+ → A×Z
given by ϕ(a, r) = (a+ re, r).
If A is not-unital, there is a split exact sequence 0 → A→ A+ → Z → 0.
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Define. K0(A) := Ker(K0(A+) → K0(Z) � Z.

(xiv) For any Λ with identity, let Mn(Λ) be the set of n× n matrices over Λ,
and writeM(Λ) =

⋃∞
n=1Mn(Λ). Also GLn(Λ) be the group of invertible

n×n matrices over Λ and write GL(Λ) =
⋃∞
n=1GLn(Λ). For P ∈ P(Λ)

there exists Q ∈ P(Λ) such that P ⊕ Q � Λn for some n. So, we can
identify with each P ∈ P(Λ) an idempotent matrix p ∈ Mn(Λ) (i.e.,
p : Λn → Λn), which is the identity on P and ‘0’ on Q.

Note that if p, q are idempotent matrices in M(Λ), say p ∈ Mr(Λ),
q ∈Ms(Λ), corresponding to P,Q ∈ P(Λ), then P � Q iff it is possible
to enlarge the sizes of p, q (by possibly adding zeros in the lower right-
hand corners) such that p, q have the same size (t × t, say) and are
conjugate under the action of GLt(Λ) (see [181]).

Let Idem(Λ) be the set of idempotent matrices in M(Λ). It follows
from the last paragraph that GL(Λ) acts by conjugation on Idem(Λ),
and so, we can identify the semi-group IP(Λ) with the semi-group of
conjugation orbits (Idem(Λ))̂ of the action of GL(Λ) on Idem(Λ) where
the semi-group operation is induced by (p, q) →

( p 0
0 q

)
. K0(Λ) is the

Grothendieck group of this semi-group (Idem(Λ))̂.

1.4 K0 of exact categories – definitions and examples

Definition 1.4.1 An exact category is an additive category C embeddable as
a full subcategory of an Abelian category A such that C is equipped with a class
E of short exact sequences 0 →M ′ →M →M ′′ → 0 (I) satisfying

(i) E is a class of sequences (I) in C that are exact in A.

(ii) C is closed under extensions in A, i.e., if (I) is an exact sequence in A
and M ′,M ′′ ∈ C, then M ∈ C.

Definition 1.4.2 For a small exact category C, define the Grothendieck group
K0(C) of C as the Abelian group generated by isomorphism classes (C) of C-
objects subject to the relation (C′) + (C′′) = (C) whenever 0 → C′ → C →
C′′ → 0 is an exact sequence in C.

Remarks 1.4.1 (i) K0(C) � F/R where F is the free Abelian group on
the isomorphism classes (C) of C-objects and R the subgroup of F
generated by all (C) − (C′) − (C′′) for each exact sequence 0 → C′ →
C → C′′ → 0 in C. Denote by [C] the class of (C) in K0(C) = F/R.

(ii) The construction satisfies the following property: If χ : C → A is a map
from C to an Abelian group A given that χ(C) depends only on the
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isomorphism class of C and χ(C) = χ(C′)+χ(C′′) for any exact sequence
0 → C′ → C → C′′ → 0, then there exists a unique χ′ : K0(C) → A
such that χ(C) = χ′([C]) for any C-object C.

(iii) Let F : C → D be an exact functor between two exact categories C,D
(i.e., F is additive and takes short exact sequences in C to such sequences
in D). Then F induces a group homomorphism K0(C) → K0(D).

(iv) Note that an Abelian category A is also an exact category and the
definition of K0(A) is the same as in definition 1.4.2.

Examples 1.4.1 (i) Any additive category is an exact category as well as
a symmetric monoidal category under ‘⊕’, and K0(C) is a quotient of
the group K⊕0 (C) defined in 1.3.1.

If every short exact sequence in C splits, then K0(C) = K⊕0 (C). For
example, K0(Λ) = K0(P(Λ)) = K⊕0 (P(Λ)) for any ring Λ with identity.

(ii) Let Λ be a (left) Noetherian ring. Then the category M(Λ) of
finitely generated (left)-Λ-modules is an exact category and we de-
note K0(M(Λ)) by G0(Λ). The inclusion functor P(Λ) → M(Λ) in-
duces a map K0(Λ) → G0(Λ) called the Cartan map. For example,
Λ = RG (R a Dedekind domain, G a finite group) yields a Cartan map
K0(RG) → G0(RG).

If Λ is left Artinian, then G0(Λ) is free Abelian on [S1], . . . , [Sr] where
the [Si] are distinct classes of simple Λ-modules, while K0(Λ) is free A-
belian on [I1], . . . , [Il] and the [Ii] are distinct classes of indecomposable
projective Λ-modules (see [39]). So, the map K0(Λ) → G0(Λ) gives a
matrix aij where aij = the number of times Sj occurs in a composition
series for Ii. This matrix is known as the Cartan matrix.

If Λ is left regular (i.e., every finitely generated left Λ-module has finite
resolution by finitely generated projective left Λ-modules), then it is well
known that the Cartan map is an isomorphism (see [215]).

(iii) Let R be a Dedekind domain with quotient field F . An important
example of (ii) above is when Λ is an R-order in a semi-simple F -algebra
Σ. Recall (see [39, 174]) that Λ is a subring of Σ such that R is contained
in the centre of Λ, Λ is a finitely generated R-module, and F ⊗RΛ = Σ.
For example, if G is any finite group, then the group-ring RG is an
R-order in the group algebra FG.

Recall also that a maximal R-order Γ in Σ is an order that is not con-
tained in any other R-order. Note that Γ is regular (see [38, 39]). So,
as in (ii) above, we have Cartan maps K0(Λ) → G0(Λ) and when Λ, is
a maximal order, we have K0(Λ) � G0(Λ).
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(iv) Let R be a commutative ring with identity, Λ an R-algebra. Let PR(Λ)
be the category of left Λ-lattices, i.e., Λ-modules that are finitely gen-
erated and projective as R-modules. Then PR(Λ) is an exact category
and we write G0(R,Λ) for K0(PR(Λ)). If Λ = RG, G, a finite group,
we write PR(G) forPR(RG) and also write G0(R,G) for G0(R,RG). If
M,N ∈ PR(Λ), then, so is (M ⊗RN), and hence the multiplication giv-
en in G0(R,G) by [M ][N ] = (M ⊗RN) makes G0(R,G) a commutative
ring with identity.

(v) If R is a commutative regular ring and Λ is an R-algebra that is finitely
generated and projective as an R-module (e.g., Λ = RG, G a finite
group or R is a Dedekind domain with quotient field F , and Λ is an
R-order in a semi-simple F -algebra), then G0(R,Λ) � G0(Λ).

Sketch of proof. Define a map ϕ : G0(R,Λ) → G0(Λ) by ϕ[M ] =
[M ]. Then ϕ is a well-defined homomorphism. Now for M ∈ M(Λ),
there exists an exact sequence 0 → L → Pn−1

ϕn−1−→ Pn−2 → · · · P0 →
M → 0 where Pi ∈ P(Λ), L ∈ M(Λ). Now, since Λ ∈ P(R), each
Pi ∈ P(R) and hence L ∈ P(R). So L ∈ PR(Λ). Now define δ[M ] =
[P0] − [P1] + · · · + (−1)n−1[Pn−1] + (−1)n[L] ∈ G0(R,Λ). One easily
checks that δf = 1 = fδ.

(vi) Let G be a finite group, S a G-set, S the category associated to S
(see 1.1.3), C an exact category, and [S, C] the category of covariant
functors ζ : S → C. We write ζs for ζ(s), s ∈ S. Then, [S, C] is an exact
category where the sequence 0 → ζ′ → ζ → ζ′′ → 0 in [S, C] is defined
to be exact if 0 → ζ′s → ζs → ζ′′s → 0 is exact in C for all s ∈ S. Denote
by KG

0 (S, C) the K0 of [S, C]. Then KG
0 (−, C) : GSet→ Ab is a functor

that can be seen to be a ‘Mackey’ functor. We shall prove this fact for
KG
n (−, C), n ≥ 0 in chapter 10 (see theorem 10.1.2).

As seen earlier in 1.1.5, if S = G/G, the [G/G, C] � CG in the nota-
tion of 1.1.2. Also, constructions analogous to the one above will be
done for G, a profinite group, in chapter 11, and compact Lie groups in
chapter 12.

Now if R is a commutative Noetherian ring with identity, we have
[G/G,P(R)] � P(R)G � PR(RG), and so, KG

0 ((G/G,P(R)) �
G0(R,G) � G0(RG). This provides an initial connection between K-
theory of representations of G in P(R) and K-theory of the group ring
RG. As observed in (iv) above G0(R,G) is also a ring.

In particular, when R = C, P(C) = M(C), and K0(P(C)G �
G0(C, G) = G0(CG) = the Abelian group of characters, χ : G → C
(see [39]), as already observed in this chapter.

If the exact category C has a pairing C × C → C, which is naturally
associative and commutative, and there exists E ∈ C such that 〈E,M〉 =
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〈M,E〉 = M for all M ∈ C, then KG
0 (−, C) is a Green functor (see [52]),

and we shall see also in 10.1.6 that for all n ≥ 0, KG
n (−, C) is a module

over KG
0 (−, C).

(vii) Let k be a field of characteristic p, G a finite group. We write a(G) for
K0(M(kG)). Let H be a subgroup of G.

A sequence 0 → M ′ → M → M ′′ → 0 (I) of modules in M(kG) is
said to be H-split if upon restriction to H , (I) is a split exact sequence.
Write a(G,H) for K0 of the exact category M(kG) with respect to the
collection of H-split exact sequences. For X,Y ∈ M(kG), X ⊗R Y ∈
M(kG), with g(x⊗ y) = gx⊗ gy, g ∈ G. If 0 →M ′ →M →M ′′ → 0 is
an H-split exact sequence in M(kG), so is 0 → M ′ ⊗X → M ⊗X →
M ′′ ⊗ X → 0. If we put [M ][X ] = [M ⊗R X ], then a(G,H) is a
commutative ring with identity element [1G]. Call a(G,H) the relative
Grothendieck ring with respect to H . This ring has been well studied
(see [128, 129, 130]).
For example, if H = 1, then a(G, 1) is Z-free on [F1], . . . , [Fs] where
{[Fi]} is a finite set of non-isomorphic irreducible G-modules. Also

a(G, 1) �
s∑
i=1

Zϕi where {ϕi} are the irreducible Brauer characters of

G relative to k. Also a(G, 1) contains no non-zero nilpotent element.
If H = G, a(G,G) is a free Z-module spanned by the indecomposable
modules, and a(G,G) is called the representation ring of kG.

(viii) Let H ≤ G. A module N ∈ M(kG) is (G,H)-projective if every exact
sequence 0 →M ′ →M → N → 0 of kG-modules that is H-split is also
G-split. Note that N is (G,H)-projective iff N is a direct summand of
some induced module V G := kG⊗kH V where V ∈M(kH).

• Let PH := category of all (G,H)-projective modules P ∈M(kG),
EH := collection of H-split (and hence G-split) sequences in PH .
Let p(G,H) be the K0 of the exact category PH with respect to
EH .
Then, p(G,G) = a(G), p(G,H) is an ideal of a(G), and p(G,H) is
Z-free on the indecomposable projective kG-modules. If i(G,H) is
the additive subgroup of a(G) generated by all [M ]− [M ′]− [M ′′]
where 0 → M ′ → M → M ′′ → 0 ranges over all H-split exact
sequences of kG-modules, then i(G,H) is an ideal of a(G) and
a(G,H) � a(G)/i(G,H).

Also we have the Cartan map p(G,H) → a(G,H) defined by p(G,H) ↪→
a(G) → a(G)/i(G,H) = a(G,H).

(ix) We have the following generalization of (vii) and (viii) above (see [49]).
Let G be a finite group, S a G-set, k a field of characteristic p. Then
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we have an exact functor: FS : M(kG) → M(kG) defined by M →

M [S] :=
{∑
s∈S

mss|ms ∈M
}

, the generalized permutation module.

• Note that M [S] is a kG-module and M [S] �M ⊗k k[S].

• An exact sequence of modules in M(kG) is said to be S-split if
0 →M ′[S] →M [S] →M ′′[S] → 0 is split exact.

• A kG-module P is S-projective if any S-split sequence 0 →M ′ →
M → P → 0 of kG-modules splits.

• Note that M is S-projective, iff M is a direct summand of M [S]
(see [49] and that if P ∈M(kG) is S-projective, and M ∈M(kG),
then M ⊗k P is S-projective.

• E.g., If H ≤ G, S = G/H , then a sequence 0 → M ′ → M →
M ′′ → 0 in M(kG) is S-split iff it is H-split, and M ∈ M(kG) is
(G,H)projective iff it is (G/H)-projective.

• Let p
S
(G) be the additive subgroup of a(G) generated by isomor-

phism classes of S-projective modules, and iS(G) the additive sub-
group of a(G) generated by Euler characteristics [M ′]− [M ]+[M ′′]
of S-split exact sequences 0 →M ′ →M →M ′′ → 0. Then pS(G),
iS(G) are ideals of a(G), and p

S
(G) · iS(G) = 0 (see [49]).

• If SG 	= ∅, then p
S
(G) = a(G), iS(G) = 0.

• Define relative Grothendieck ring of kG-modules with respect to S
by aS(G) := a(G)/iS(G).

• We also have Cartan map p
S
(G) ↪→ a(G) � aS(G).

1.4.1

(i) We noted in 1.1.4 that we shall need to discuss in chapter 14 K-theory
of the functor category [G, C] where G is a groupoid. We also note that,
if C is an exact category, then [G, C], [G, C]′ are also exact categories. We
shall write Sw(G) for the ‘Swan group’ K0([G,M(Z)]′) and Swf (G) :=
K0([G,F(Z)]′) where F(Z) is the category of finitely generated free Z-
module. Note that the forgetful functor yields a bijection Swf (G) �
Sw(G) (see [14, 209]).

For M,N ∈ [G,M(Z)]′, M ⊗Z N ∈ G,M(Z)]′ and ⊗Z induce a parcing
Swf (G) ⊗ Swf (G) → Swf (G).

Hence Swf (G) is a commutative ring with the class of constant con-
travariant functor M : G →M(Z) with constant value Z as a unit.

(ii) Let G,G′ be groupoids and F : G → G′ a functor. Restriction with
F yields an exact functor [G′,F(Z)]′ → [G,F(Z)]′ and [G′,M(Z)]′ →
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[G,M(Z)]′ and hence a ring homomorphism F ∗ : Swf (G′) → Swf (G′)
and F ∗ : Sw(G′) → Sw(G).

Similarly, induction with F yields [G,F(Z)]′ → [G′,F(Z)]′ and
[G,M(Z)]′ → [G,M(Z)]′, also ring homomorphisms F∗ : Swf (G) →
Swf (G′) and F∗ : Sw(G) → Sw(G′).

(iii) In the notation of (ii), F is said to be admissible if for every object
c ∈ G, the group homomorphism in autG(c) → autG(F (c)) induced
by F is injective and its image has finite index, and also if the map
π0(F ) : π0(G) → π0(G′) has the property that the pre-image of any
element in π0(G′) is finite.

E.g., If G is a discrete group and f : S → T a map of finite G-sets, then
f : S → T is admissible.

(iv) If E,F : G → G′ are functors that are naturally equivalent, then

E∗ = F ∗ : Swf (G′) → Swf (G)
E∗ = F ∗ : Sw(G′) → Sw(G)

Note that E is admissible iff F is admissible, in which case, E∗ = F∗ :
Swf (G) → Swf (G′) and E∗ = F∗ : Sw(G) → Sw(G′).

Exercises

1.1 Let H be a subgroup of a finite group G, SH = {s ∈ S|gs = s for all g ∈
H}

(i) Show that the map HomGSet(G/H,S) → S : φ → φ(eH) induces a
bijection HomGSet(G/H,S) � SH .

(ii) If S, T are G-sets, show that (S × T )H = SH × TH and (S∪̇T )H �
SH∪̇TH .

1.2 If H,H ′ are subgroups of G, show that G/H ≤ G/H ′ iff there exists
g ∈ G, such that g−1Hg ≤ H ′.

1.3 Let S1, S2 be G-sets. Show that [S1 ∪ S2, C] � [S1, C] × [S2, C] for any
category C.

1.4 Let S, T be G-sets, and X a simple G-set (i.e., any G-subset of S is either
empty or X). Show that there exists a bijective map

HomGSet(X,S)∪̇HomGSet(X,T ) � HomGSet(X,S∪̇T ).
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1.5 Let S, T, Y be G-sets. Show that there exists a natural isomorphism

HomGSet(T × S, Y � HomGSet(S, Y T )

where Y T is the set of all set-theoretic maps T → Y made into a G-set by
defining

gf : T → Y : t→ gf(g−1t) for all g ∈ G, f ∈ Y T , t ∈ T.

1.6 Let Λ be a ring with identity and P,Q ∈ P(Λ). Show that

(a) [P ] = [Q] in K0(A) iff P is stably isomorphic to Q in (P(Λ)), i.e., if
P ⊕ Λn � Q⊕ Λn for some integer n.

(b) Any element of K0(Λ) can be written as [P ]− r[Λ] for some integer r.

1.7 Let R be a commutative ring with identity (P(R),⊕,⊗), a symmetric
monoidal category (see 1.3 in the text). In the notation of 1.1 in the text,
verify that K0(P(R)G) is a ring with identity.

1.8 Let R1, R2 be two rings with identity. Show that K0(R1×R2) � K0(R)×
K0(R2).

1.9 Let A be a ring and M,N ∈ M(A). Show that [M ] = [N ] in G0(A) iff
there exists a pair of short exact sequences in M(A) of the form

0 → L1 → L2 ⊕M → L3 → 0; 0 → L1 → L2 ⊕N → L3 → 0.

1.10 Let Λ be a (left) Artinian ring. Show that

(a) G0(Λ) is a free Abelian group on [S1], · · · , [Sr], say where the [Si] are
distinct classes of simple Λ-modules.

(b) K0(Λ) is a free Abelian group on [I1], [I2], · · · , [It], say, where the [Ij ]
are distinct classes of indecomposable projective Λ-modules.

1.11 Let A be a finite-dimensional algebra over a field F , and L a field ex-
tension of F . Show that the maps K0(A) → K0(A ⊗F L) and G0(A) →
G0(A⊗F L) induced by A→ A⊗F L are monomorphisms.



Chapter 2

Some fundamental results on K0 of
exact and Abelian categories – with
applications to orders and
grouprings

In the following section we discuss some of the results whose higher-
dimensional analogues will be given when higher K-groups are treated in
chapter 6.

2.1 Some fundamental results on K0 of exact and Abelian
categories

(2.1)A Devissage theorem and example

Definition 2.1.1 Let C0 ⊂ C be exact categories. The inclusion functor C0 →
C is exact and hence induces a homomorphism K0(C0) → K0(C). A C0-
filtration of an object A in C is a finite sequence of the form: 0 = A0 ⊂ A1 ⊂
· · · ⊂ An = A where each Ai/Ai−1 ∈ C0.

Lemma 2.1.1 If 0 	= A0 ⊂ A1 ⊂ · · · ⊂ An = A is a C0-filtration, then
[A] = Σ[Ai/Ai−1], 1 ≤ i ≤ n , in K0(C).

Theorem 2.1.1 (Devissage theorem) Let C0 ⊂ C be exact categories such
that C0 is Abelian. If every A ∈ C has C0-filtration, then K0(C0) → K0(C) is
an isomorphism.

PROOF Since C0 is Abelian, any refinement of a C0-filtration is also
C0-filtration. So, by the Zassenhaus lemma, any two finite filtrations have
equivalent refinements, that is, refinements such that the successive factors of
the first refinement are, up to a permutation of the order of their occurrences,
isomorphic to those of the second.

23
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So, if 0 ⊂ A0 ⊂ A1 ⊂ · · · ⊂ An = A is any C0-filtration of A in C, then

J(A) = Σ[Ai/Ai−1] (1 ≤ i ≤ n)

is well defined since J(A) is unaltered by replacing the given filtration with a
refinement.

Now let 0 → A′ α→ A
β→ A′′ → 0 be an exact sequence in C. Obtain a

filtration for A by 0 = A0 ⊂ A1 ⊂ · · · ⊂ An = A′ for A′ and β−1(A0) ⊂
β−1(A1) ⊂ · · · ⊂ β−1(A′′) if A0 ⊂ A1 ⊂ · · · ⊂ A′′ is a C0-filtration of A′′.
Then 0 = A0 ⊂ A1 ⊂ · · · ⊂ Ak ⊂ β−1(A0) ⊂ β−1(A1) ⊂ · · · ⊂ β−1(An) is a
filtration of A.

So J(A) = J(A′) + J(A′′). Hence J induces a homomorphism K0(C) →
K0(C0). We also have a homomorphism i : K0(C0) → K0(C) induced by the
inclusion functor i : C0 → C. Moreover, i ◦ J = 1K0(C) and J ◦ i = 1K0(C).
Hence K0(C) � K0(C).

Corollary 2.1.1 Let a be a nilpotent two-sided ideal of a Noetherian ring
R. Then G0(R/a) � G0(R).

PROOF If M ∈ M(R), then M ⊃ aM ⊃ · · · ⊃ akM = 0 is an M(R/a)
filtration of M. Result follows from 2.1.1.

Example 2.1.1 (i) Let R be an Artinian ring with maximal ideal m such
that mr = 0 for some r. Let k = R/m (e.g., R = Z/pr, k = Fp).

In 2.1.1, put C0 = category of finite-dimensional k-vector spaces, and C
the category of finitely generated R-modules. Then, we have a filtration

0 = mrM ⊂ mr−1M ⊂ · · · ⊂ mM ⊂M of M ,

where M ∈ obC. Hence by 2.1.1, K0(C0) � K0(C).

(2.1)B Resolution theorem and examples

2.1.1 Resolution theorem [20, 165]

LetA0 ⊂ A be an inclusion of exact categories. Suppose that every object of
A has a finite resolution by objects ofA0 and that if 0 →M ′ →M →M ′′ → 0
is an exact sequence in A, then M ∈ A0 implies that M ′,M ′′ ∈ A0. Then
K0(A0) � K0(A).

Examples 2.1.1 (i) Let R be a regular ring. Then, for any M ∈ obM(R),
there exists Pi ∈ P(R), i = 0, 1, . . . , n, such that the sequence 0 → Pn →
Pn−1 → · · · → M → 0 is exact. Put A0 = P(R), A = M(R) in 2.1.6.
Then we have K0(R) � G0(R).
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(ii) Let H(R) be the category of all R-modules having finite homological
dimension, i.e., having a finite resolution by finitely generated projective
R-modules and Hn(R) the subcategory of modules having resolutions
of length ≤ n. Then by the resolution theorem 2.1.1 applied to P(R) ⊆
H(R), we have K0(R) � K0H(R) � K0Hn(R) for all n ≥ 1 (see [20]
or [213]).

(iii) Let C be an exact category and Nil(C) the category whose objects are
pairs (M, ν) where M ∈ C and ν is a nilpotent endomorphism of M , i.e.,
ν ∈ EndC(M). Let C0 ⊂ C be an exact subcategory C such that every
object of C has a finite C0-resolution. Then every object of Nil(C) has a
finite Nil(C0)-resolution and so, by 2.1.1, K0(Nil(C0)) � K0(Nil(C)).

(iv) In the notation of (iii), we have two functors Z : C → Nil(C) : Z(M) =
(M, 0) (where ‘0’ denotes zero endomorphism) and F : Nil(C) → C :
F (M, ν) = M satisfying FZ = 1C and hence a split exact sequence
0 → K0(C) Z→ K0(Nil(C)) → Nil0(C) → 0, which defines Nil0(C) as
cokernel of Z.
If Λ is a ring, and H(Λ) is the category defined in (ii) above, then
we denote Nil0(P(Λ)) by Nil0(Λ). If S is a central multiplicative
system in Λ, HS(Λ) the category of S-torsion objects of H(Λ), and
MS(Λ) the category of finitely generated S-torsion Λ-modules, one
can show that if S = T+ = {ti}, a free Abelian monoid on the gen-
erator t, then there exists isomorphisms of categories MT+(Λ[t]) �
Nil(M(Λ)) and HT+(Λ[t]) � Nil(H(Λ)) and an isomorphism of group-
s: K0(HT+(Λ[t])) � K0(Λ) ⊕ Nil0(Λ). Hence K0Nil(H(Λ)) � K0(Λ) ⊕
Nil0(Λ). See [20, 215] for further information.

(v) The fundamental theorem for K0 says that

K0

(
Λ
[
t, t−1

])
� K0(Λ)⊕K−1(Λ)⊕NK0(Λ)⊕NK0(Λ)

where NK0(Λ) := Ker(K0(Λ[t])
τ+→ K0(Λ) where τ+ is induced by aug-

mentation t = 1, and K−1 is the negative K-functor K−1 : Rings →
Abelian groups defined by H. Bass in [20]. See 4.4 for more details.
For generalization of this fundamental theorem to higher K-theory, see
chapter 6.

(2.1)C K0 and localization in Abelian categories plus examples

We close this section with a discussion leading to a localization short exact
sequence and then give copious examples to illustrate the use of the sequence.

2.1.1 A full subcategory B of an Abelian category A is called a Serre
subcategory if whenever 0 → M ′ → M → M ′′ → 0 is an exact se-
quence in A, then M ∈ B if and only if M ′,M ′′ ∈ B. We now construc-
t a quotient Abelian category A/B whose objects are just objects of A.
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HomA/B(M,N) is defined as follows: If M ′ ⊂ M,N ′ ⊂ N are subobjects
such that M/M ′ ∈ ob(B), N ′ ∈ ob(B), then there exists a natural homomor-
phism HomA(M,N) → HomA(M ′, N/N ′). As M ′, N ′ range over such pairs of
objects, the groups HomA(M ′, N/N ′) form a direct system of Abelian groups
and we define

A/B(M,N) = lim−→(M ′,N ′)A((M ′, N/N ′) .

The quotient functor T : A → A/B defined by M → T (M) is such that

(i) T : A → A/B is an additive functor.

(ii) If ν ∈ HomA(M,N), then T (ν) is null if and only if Im(ν)) ∈ ob(B).
Also T (ν) is an epimorphism if and only if coker μ ∈ ob(B) and it is
a monomorphism iff Ker(μ) ∈ ob(B). Hence T (ν) is an isomorphism if
and only if μ is a B-isomorphism.

Remarks 2.1.1 Note that A/B satisfies the following universal property: If
T ′ : A → D is an exact functor such that T ′(M) � 0 for all M ∈ B, then
there exists a unique exact functor U : A/B → D such that T ′ = U ◦ T .

Theorem 2.1.2 [20, 81, 215] Let B be a Serre subcategory of an Abelian
category A. Then there exists an exact sequence

K0(B) → K0(A) → K0(A/B) → 0 .

Examples 2.1.2 (i) Let Λ be a Noetherian ring, S ⊂ Λ a central multi-
plicative subset of Λ,MS(Λ) the category of finitely generated S-torsion
Λ-modules. Then M(Λ)/MS(Λ) � M(ΛS) (see [81, 215]), and so, the
exact sequence in 2.1.2 becomes

K0(MS(Λ)) → G0(Λ) → G0(ΛS) → 0 .

(ii) If Λ in (i) is a Dedekind domain R with quotient field F , and S =
R − 0, then K0(MS(R)) � ⊕mG0(R/m) = ⊕mK0(R/m) where m
runs through the maximal ideals of R. Now, since K0(R/m) � Z and
K0(R) � Z⊕ Cl(R), the sequence (I) yields the exactness of⊕

Z → Z⊕ Cl(R) → Z → 0 .

(iii) Let Λ be a Noetherian ring, S = {si} for some s ∈ S. Then
K0(MS(R)) � G0(R/sR) (by Devissage), yielding the exact sequence

G0(Λ/sΛ) → G0(Λ) → G0

(
Λ
(

1
s

))
→ 0 .
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(iv) Let R be the ring of integers in a p-adic field F , Γ a maximal R-order
in a semi-simple F -algebra Σ, and S = R − 0, then K0(MS(Γ)) �
G0(Γ/πΓ) � K0(Γ/radΓ) where πR is the unique maximal ideal of R.

(v) If R is the ring of integers in a p-adic field F , Λ an R-order in a simple-
field F -algebra Σ, let S = R − 0. Then K0(MS(Λ)) � ⊕G0(Λ/pΛ)
where p runs through all the prime ideals of R.

(vi) Let Λ be a (left) Noetherian ring, Λ[t] the polynomial ring in the variable
t, Λ

[
t, t−1

]
the Laurent polynomial ring. Then Λ

[
t, t−1

]
= Λ[t]S where

S = [ti]. Now, the map ε : Λ[t] → Λ, t → 0 induces an inclusion
M(Λ) ⊂ M(Λ[t]) and the canonical map i : Λ[t] → Λ[t]S = Λ

[
t, t−1

]
,

t → t/1, yields an exact functor M(Λ[t]) → M(Λ
[
t, t−1

]
. So, from

theorem 2.1.2, we have the localization sequence

G0(Λ) ε∗→ G0

(
Λ[t]) → G0(Λ

[
t, t−1

])
→ 0 . (II)

Now ε∗ = 0 since for any Λ the exact sequence of Λ[t]-modules 0 →
N [t] t→ N [t] → N → 0 yields

ε∗[N ] = [N [t]]− [N [t]] = 0 .

So, G0(Λ[t]) � G0

(
Λ
[
t, t−1

])
from (II) above. This proves the first part

of fundamental theorem for G0 of rings 2.1.3.

Theorem 2.1.3 (Fundamental theorem for G0 of rings) If Λ is a left

Noetherian ring, then the inclusion Λ
i
↪→ Λ[t]

j
↪→ Λ

[
t, t−1

]
induces isomor-

phisms
G0(Λ) ∼= G0(Λ[t]) ∼= G0

(
Λ
[
t, t−1

])
.

PROOF See [20, 215] for the proof of the second part.

Remarks 2.1.2 (i) There is a generalization of theorem 2.1.3 due to
Grothendieck as follows: let R be a commutative Noetherian ring, Λ
a finite R-algebra, T a free Abelian group or monoid with finite basis.
Then G0(Λ) → G0(Λ[T ]) is an isomorphism (see [20]).

(ii) If Λ is a (left) Noetherian regular ring, so are Λ[t] and Λ
[
t, t−1

]
. Since

K0(R) ∼= G0(R) for any Noetherian regular ring R, we have from theo-
rem 2.1.3 that K0(Λ) � K0(Λ[t]) � K0Λ

[
t, t−1

]
. Furthermore, if T is a

free Abelian group or monoid with a finite basis, thenK0(A) → K0(Λ[t])
is an isomorphism (see [20]).
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2.2 Some finiteness results on K0 and G0 of orders and
grouprings

In this section we call attention to some finiteness results on K0 and G0 of
orders that will have higher-dimensional analogues in 7.1. The results here
are due to H. Bass (see [20]).

Definition 2.2.1 An integral domain R with quotient field F is called a D-
edekind domain if it satisfies any of the following equivalent conditions:

(i) Every ideal in R is projective (i.e., R is hereditary).

(ii) Every nonzero ideal a of R is invertible (that is aa−1 = R where a−1 =
{x ∈ F |xa ⊂ R}.

(iii) R is Noetherian, integrally closed, and every nonzero prime ideal is max-
imal.

(iv) R is Noetherian and Rm is a discrete valuation ring for all maximal
ideals m of R.

(v) Every nonzero ideal is uniquely a product of prime ideals.

Example 2.2.1 Z, F [x], are Dedekind domains. So is the ring of integers in
a number field.

Definition 2.2.2 Let R be a Dedekind domain with quotient field F . An
R-order Λ in a finite-dimensional semi-simple F -algebra Σ is a subring of Σ
such that

(i) R is contained in the centre of Λ.

(ii) Λ is finitely generated R-module.

(iii) F ⊗R Λ = Σ.

Example For a finite group G, the groupring RG is an R-order in FG when
char(F ) does not divide |G|.

Definition 2.2.3 Let R,F,Σ be as in definition 2.2.2. A maximal R-order
Γ in Σ is an order that is not properly contained in any other R-order in Σ.

Example

(i) R is maximal R-order in F .

(ii) Mn(R) is a maximal R-order in Mn(F ).
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Remarks 2.2.1 Let R,F,Σ be as in definition 2.2.2. Then

(i) Any R-order Λ is contained in at least one maximal R-order in Σ (see [38,
171]).

(ii) Every semi-simple F -algebra Σ contains at least one maximal order.
However, if Σ is commutative, then Σ contains a unique maximal order,
namely, the integral closure of R in Σ (see [171]).

(iii) If Λ is an R-order in Σ, then Λp is an Rp-order in Σ for any prime =
maximal ideal p of R. Moreover, Λ =

⋂
p Λp (intersection within Σ)

(see [180]).

(iv) For n > 0, there exists only a finite number of isomorphism classes of
M ∈M(Λ) that are torsion free of rank ≤ n as R-modules. See [174].

Theorem 2.2.1 [20] Let R be the ring of integers in a number field F , Λ an
R-order in a semi-simple algebra Σ. Then K0(Λ), G0(Λ) are finitely generated
Abelian groups.

Definition 2.2.4 Let R,F,Λ,Σ be as in theorem 2.2.1. Λ is said to satisfy
Cartan condition if for each prime ideal p in R the Cartan homomorphism
K0(Λ/pΛ) → G0(Λ/pΛ) is a monomorphism, i.e., the Cartan matrix of Λ/pΛ
has a non-zero determinant (see 1.4.1 (ii)).

2.2.1 Let R,F,Λ,Σ be as in theorem 2.2.1. We shall write SK0(Λ) := kernel
of the canonical map K0(Λ) → K0(Σ) and SG0(Λ) := Ker(G0(Λ) → G0(Σ).

Theorem 2.2.2 [20] Let R,F,Λ,Σ be as in 2.2.1. Suppose that Λ satisfies
the Cartan condition. Then SK0(Λ) and SG0(Λ) are finite. So also is the
kernel of the Cartan map K0(Λ) → G0(Λ). Moreover, rank (G0(Λ)) = number
of simple factors of Λ.

2.3 Class groups of Dedekind domains, orders, and
grouprings plus some applications

For a Dedekind domain R with quotient field F , the notion of class groups
of R-orders Λ is a natural generalization of the notion of class groups of rings
of integers in number fields as well as class groups of grouprings RG where
G is a finite group. The class groups of grouprings, apart from their inti-
mate connections with representation theory and number theory, also house
some topological invariants where G is usually the fundamental group of some
spaces.
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(2.3)A Class groups of Dedekind domains

Definition 2.3.1 A fractional ideal of Dedekind domain R (with quotient
field F ) is an R-submodule a of F such that sa ⊂ R for some s 	= 0 in F .
Then a−1 = {x ∈ F |xa ⊂ R} is also a fractional ideal. Say that a is invertible
if aa−1 = R. The invertible fractional ideals form a group, which we denote
by IR. Also each element u ∈ F ∗ determines a principal fractional ideal Ru.
Let PR be the subgroup of IR consisting of all principal fractional ideals. The
(ideal) class group of R is defined as IR/PR and denoted by Cl(R).

It is well known that if R is the ring of integers in a number field, then
Cl(R) is finite (see [39]).

Definition 2.3.2 Let R be a Dedekind domain with quotient field F . An R-
lattice is a finitely generated torsion free R-module. Note that any R-lattice M
is embeddable in a finite-dimensional F -vector space V such that F⊗RM = V .
Moreover, every R-lattice M is R-projective (since R is hereditary and M can
be written as a direct sum of ideals) (see 2.3.1 below — Steinitz’s theorem).
For P ∈ P(R) define the R-rank of P as the dimension of the vector space
F ⊗R P and denote this number by rk(P ).

Theorem 2.3.1 [39], Steinitz theorem Let R be a Dedekind domain.
Then

(i) If M ∈ P(R), then M = a1 ⊕ a2 ⊕ · · · ⊕ an where n is the R-rank of M
and each ai is an ideal of R.

(ii) Two direct sums a1 ⊕ a2 ⊕ · · · ⊕ an and b1 ⊕ b2 ⊕ · · · ⊕ bm of nonzero
ideals of R are R-isomorphic if and only if n = m and the ideal class of
a1a2 · · ·an = ideal class of b1b2 · · ·bn.

Definition 2.3.3 The ideal class associated to M as in theorem 2.3.1 is called
the Steinitz class and is denoted by st(M).

Theorem 2.3.2 Let R be a Dedekind domain. Then

K0(R) � Z⊕ C�R .

Sketch of proof. Define a map

Q = (rk, st) : K0(R) → Z× C�R

by
(rk, st)[P ] = (rkP, st(P )) ,

where rkP is the R-rank of P definition 2.3.2 and st(P ) is the Steinitz class
of P . We have rk(P ⊕P 1) = rk(P )+rk(P 1) and st(P ⊕P 1) = st(P )⊕ st(P 1).
So, ϕ is a homomorphism that can easily be checked to be an isomorphism,
the inverse being given by η : Z× C�R→ K0(R), (n, a) → n[R] + [a].
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Remarks 2.3.1 (i) It follows easily from Steinitz’s theorem that Pic(R) �
C�(R) for any Dedekind domain R.

(ii) Let R be a commutative ring with identity, Spec(R) the set of prime
ideals of R. For P ∈ P(R) define rP : Spec(R) → Z by rP (p) = rank
of Pp over Rp = dimension of Pp/ppPp. Then rP is continuous
where Z is given the discrete topology (see [20, 215]). Let H0 :=
group of continuous functions Spec(R) → Z. Then we have a homo-
morphism r : K0(R) → H0(R) : r([P ]) = rP (see [20]). One can
show that if R is a one-dimensional commutative Noetherian ring, then
(rk, det) : K0(R) → H0(R) ⊕ Pic(R) is an isomorphism – a general-
ization of theorem 2.3.2 that we recover by seeing that for Dedekind
domains R, H0(R) � Z. Note that det : K0(R) → Pic(R) is defined by
det(P ) = ΛnP if the R-rank of P is n. (See [20]).

(iii) Since a Dedekind domain is a regular ring, K0(R) � G0(R).

(2.3)B Class groups of orders and grouprings

Definition 2.3.4 Let R,F,Σ,Λ be as in definition 2.2.2. A left Λ-lattice is
a left Λ-module that is also an R-lattice (i.e., finitely generated and projective
as an R-module).

A Λ-ideal in Σ is a left Λ-lattice M ⊂ Σ such that FM ⊂ Σ.

Two left Λ-lattices M,N are said to be in the same genus if Mp � Np for
each prime ideal p of R. A left Λ-ideal is said to be locally free if Mp � Λp

for all p ∈ Spec(R). We write M ∨N if M and N are in the same genus.

Definition 2.3.5 Let R,F,Σ be as in 2.2.2, Λ an R-order in Σ. Let

S(Λ) =
{
p ∈ Spec(R)| Λ̂pis not a maximal R̂p-order in Σ̂

}
.

Then S(Λ) is a finite set and S(Λ) = ∅ iff Λ is a maximal R-order. Note
that the genus of a Λ-lattice M is determined by the isomorphism classes of
modules {Mp|p ∈ S(Λ)} (see [39, 213]).

Theorem 2.3.3 [39] Let L,M,N be lattices in the same genus. Then M ⊕
N � L⊕L′ for some lattice L′ in the same genus. Hence, if M,M ′ are locally
free Λ-ideals in Σ, then M ⊕M ′ = Λ⊕M ′′ for some locally free ideal M ′′.

Definition 2.3.6 Let R,F,Σ be as in definition 2.2.2. The idèle group
of Σ, denoted J(Σ), is defined by J(Σ) := {(αp ∈

∏
(Σ̂p)∗|αp ∈

Λ̂∗p almost everywhere}. For α = (αp ∈ J(Σ), define

Λα := Σ ∩
{
∩
p

Λ̂pαp

}
= ∩

p

{
Σ ∩ Λ̂pαp

}
.
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The group of principal idèles, denoted u(Σ) is defined by

u(Σ) = {α = (αp)|αp = x ∈ Σ∗ for all p ∈ Spec(R)} .

The group of unit idèles is defined by

U(Λ) =
∏
p

(Λp)∗ ⊆ J(Σ) .

Remarks

(i) J(Σ) is independent of the choice of the R-order Λ in Σ since if Λ′ is
another R-order, then Λp = Λ

′
p almost everywhere.

(ii) Λα is isomorphic to a left ideal of Λ, and Λα is in the same genus as Λ.
Call Λα a locally free (rank 1) Λ-lattice or a locally free fractional Λ-
ideal in Σ. Note that any M ∈ g(Λ) can be written in the form M = Λα
for some α ∈ J(Σ) (see [39]).

(iii) If Σ = F and Λ = R, we also have J(F ), u(F ) and U(R) as defined
above.

(iv) For α, β ∈ J(Σ), Λα⊕ Λβ ∼= Λ ⊕ Λαβ (see [39]).

Definition 2.3.7 Let F,Σ, R,Λ be as in definition 2.2.2. Two left Λ-modules
M,N are said to be stably isomorphic if M⊕Λ(k) � N⊕Λ(k) for some integer
k. If F is a number field, then M ⊕Λ(k) � N ⊕Λ(k) iff M ⊕Λ � N ⊕Λ. We
write [M ] for the stable isomorphism class of M .

Theorem 2.3.4 [39, 213] The stable isomorphism classes of locally free ide-
als form an Abelian group C�(Λ) called the locally free class group of Λ where
addition is given by [M ] + [M ′] = [M ′′] whenever M ⊕M ′ � Λ ⊕M ′′. The
zero element is (Λ) and the inverses exist since (Λα) ⊕ (Λα−1) � Λ ⊕ Λ for
any α ∈ J(Σ).

Theorem 2.3.5 [39, 213] Let R,F,Λ,Σ be as in definition 2.2.2. If F is an
algebraic number field, then C�(Λ) is a finite group.

Sketch of proof. If L is a left Λ-lattice, then there exists only a finite
number of isomorphism classes of the left Λ-lattices M such that FM � FL
as Σ-modules. In particular, there exists only a finite number of isomorphism
classes of left Λ ideals in Σ (see [39, 173]).

Remarks 2.3.2 Let R,F,Λ,Σ be as in 2.2.2.

(i) If Λ = R, then C�(Λ) is the ideal class group of R.
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(ii) If Γ is a maximal R-order in Σ, then every left Γ-ideal in Σ is locally
free. So, C�(Γ) is the group of stable isomorphism classes of all left
Γ-ideals in Σ.

(iii) Define a map J(Σ) → C�(Λ) α → [Λα]. Then one can show that this
map is surjective and that the kernel is J0(Σ)Σ∗U(Λ) where J0(Σ) is the
kernel of the reduced norm acting on J(Σ). So J(Σ)/(J0(Σ)Σ∗U(Λ)) �
C�(Λ) (see [39, 213]).

(iv) If G is a finite group such that no proper divisor of |G| is a unit in R,
then C�(RG) � SK0(RG). Hence C�(ZG) � SK0(ZG) for every finite
group G (see [39, 211]).

For computations of C�(RG) for various R and G see [39, 170, 173, 175].

Remarks 2.3.3 In 7.4, we shall define and obtain results on higher dimen-
sional class groups C�(Λ) of orders Λ for all n ≥ 0 in such a way that
C�0(Λ) = C�(Λ). Indeed one can show that

C�(Λ) � Ker
(
SK0(Λ) → ⊕

p ,SK0(Λ̂p)
)

where p ranges over prime ideals of R. See [39].

As we shall see in 7.4, C�n(Λ) := Ker
(
SKn(Λ) → ⊕

p ,
SKn(Λ̂p)

)
for all

n ≥ 0.

(2.3)C Applications – Wall finiteness obstruction

2.3.1 An application – the Wall finiteness obstruction theo-
rem

Let R be a ring. A bounded chain complex C = (C∗, d) of R-modules
is said to be of finite type if all the Cj ’s are finitely generated. The Euler
characteristic of C = (C∗, d) is given by χ(C) =

∑∞
i=−∞(−1)i[Ci], and we

write χ(C) for the image of χ(C) in K̃0(R).
The initial motivation for Wall’s finiteness obstruction theorem stated on

the following page was the desire to find out when a connected space has
the homotopy type of a CW-complex. If X is homotopically equivalent to
a CW-complex, the singular chain complex S∗(X) with local coefficient is
said to be finitely dominated if it is chain homotopic to a complex of finite
type. Let R = Zπ1(X), the integral group-ring of the fundamental group
of X . Wall’s finite obstruction theorem implies that a finitely dominated
complex has a finiteness obstruction in K̃0(R) and is chain homotopic to a
complex of finite type of freeR-modules if and only if the finiteness obstruction
vanishes. More precisely, we have the following, where we observe that for
R = Zπ1(X), K̃0(R) = Cl(R).
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Theorem 2.3.6 [225] Let C = (C∗, d) be a chain complex of projective R-
modules that is homotopic to a chain complex of finite type of projective R-
modules. Then C = (C∗, d) is chain homotopic to a chain complex of finite
type of free R-modules if and only if χ(C) = 0 in K̃0(R).

2.3.1 Note that the end invariant of Siebermann [195] interprets Wall’s
finiteness obstruction [M ] ∈ K0(Z(π1(Mn))) of an open n-dimensional man-
ifold Mn with one tame end as an obstruction to closing the end assuming
that n ≥ 6 and that G = π1(Mn) is also a fundamental group of the end. In
fact, the following conditions on Mn are equivalent

(i) [Mn] = 0 ∈ K̃0(ZG).

(ii) Mn is homotopy equivalent to a finite CW-complete.

(iii) Mn is homeomorphic to the interior of a closed n-dimensional manifold
M .

(iv) The cellular chain complex C(M̃n) of the inversal cover M̃n of M is
chain equivalent to a finitely generated free ZG-module chain complex.

2.4 Decomposition of G0(RG) (G Abelian group) and ex-
tensions to some non-Abelian groups

The aim of the section is to present a decomposition of G0(RG) (R a com-
mutative ring, G an Abelian group) due to H. Lenstra [133] and extensions of
these results to dihedral and quaternion groups due to D. Webb [230].

Because we are going to present a higher-dimensional version of these de-
compositions in 7.3, we develop notations here for later use and prove the
results on Gn(RG), n ≥ 0 once and for all in 7.3.

The calculation of G0(RG), G Abelian, is connected with the calculation of
the group “SSF” which houses obstructions constructed by Shub and Franks
in their study of Morse - Smale diffeomorphisms. See [19].

(2.4)A Decomposition of G0(RG), G Abelian

2.4.1 Let n be a positive integer, Z( 1
n ) the subring of Q generated by 1

n .
If M is an Abelian group, we put M( 1

n ) = M ⊗Z ( 1
n ). Then if R is a ring,

R( 1
n ) � R[x]/(nx− 1)R[x] (see [133]).
Denote 1⊗ 1

n ∈ R
(

1
n

)
by 1

n . Note that M( 1
n ) is an R

[
1
n

]
-module and that

the functor R-Mod → R
(

1
n

)
−Mod given by M →M

(
1
n

)
is exact.
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2.4.2 Let R be a (left) Noetherian ring and C a finite cyclic group of order n

generated by, say, t. If f is a ring homomorphism ZC
f→ C which is injective

when restricted to C, then Kerf is generated by Φn(t), the nth cyclotonic
polynomial. Then the ideal Φn(t)ZC is independent of the choice of generator
t of C.

Define R(C) := RC/Φn(t)RC for any ring R. Then Z(C) is a domain
isomorphic to Z[ζn] where ζn is the primitive nth root of 1. We identify
Q(ζn), the field of fractions of Z[ξn], with Q(C).

Now write R〈C〉 := R(C)[x]/(nx − 1) � R(C)( 1
n ) � R

[
ζn,

1
n

]
.

Remarks 2.4.1 (i) As an R-module, R(C) is free on ϕ(n) generators.

(ii) If R is left Noetherian, so is R(C).

(iii) If C′ ≤ C, then there exists a natural inclusion R(C′) ⊆ R(C).

Theorem 2.4.1 [133] Let A be a left Noetherian ring. Then A
(

1
n

)
is a

left Noetherian ring and G0

(
A( 1

n )
)
� G0(A)/H where H is the subgroup of

G0(A) generated by all symbols [M ] where M ranges over M ∈ M(A) such
that nM = 0.

If C is a finite cyclic group of order n, then G0(R〈C〉) � G0(R(C))/H
where H is the subgroup of G0(R(C)) generated by symbols M ∈ (R(C))
such that nM = 0.

2.4.3 Let G be a finite Abelian group, X(G) the set of cyclic quotient of
G. If C ∈ X(G), R a ring, then there is a natural surjection RG � RC �
R(C), and so, one can identify R(C)-modules with RG-modules annihilated
by Ker(RG→ R(C)) := kC , i.e., RG-modules M such that kC ·M = 0.

For C ∈ X(G), let mC := Ker(QG → Q(C)). Since Q(C) is a field,
(� Q(ζ|C|)), mC is a maximal ideal of QG, and for any g ∈ G, g − 1 ∈ mC iff
g ∈ Ker(G � C). So, mC 	= mC′ , for C 	= C′.

Hence QG �
∏

C∈X(G)

Q(C) (see [133, 230]).

Theorem 2.4.2 [133] Let R be a left Noetherian ring with identity, G a
finite Abelian group.

Then G0(RG) �
⊕

C∈X(G)

G0(R〈C〉).

Remarks 2.4.2 Recall from 2.3.2 that if R is a Dedekind domain (a regular
ring ), then K0(R) � G0(R) � Z⊕C�(R). Also, if C is a cyclic group of order
n, then C has exactly one cyclic factor group of order d for every divisor d of
n. Hence theorem 2.4.2 yields the following result.
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Theorem 2.4.3 [133] If C is a finite cyclic group of order n, then
G0(ZC) �

⊕
d|n

Z⊕ C�
(
Z
[
ζd,

1
d

])
.

2.4.4 Let R be a Noetherian domain with field of fractions K, and G a
finite group. A character of G is a group homomorphism from G to the
multiplicative group of K. Two characters θ, θ′ of G are called conjugate over
K if θ = σ ◦ θ′ for some K-automorphism σ of K. If θ is a character of G,
then G/Ker(θ) ∈ X(G) and has order not divisible by char(K). Conversely,
if C ∈ X(G) has order n with n not divisible by char(K), then the set of K-
conjugacy of characters θ for which = G/Ker(θ) is in bijective correspondence
with the set of monic irreducible factors of Φn in the polynomial ring K[X ].
For a character θ, let R〈θ〉 be the subring of K generated by R, the image of
θ and the inverse of θ[G]. Note that the exponent of G = � · c ·m of orders of
the elements of G.

We now record the following result due to H. Lenstra.

Theorem 2.4.4 [133]

(i) Let R be a Noetherian domain and G a finite Abelian group. Suppose
that for every n dividing the exponent of G but not divisible by char(K),
at least one of the irreducible factors of Φn in K[X ] has coefficients in
R
[

1
n

]
and leading coefficients 1, then G0(RG) �

⊕
θ∈Y

G0 (R〈θ〉) where

Y is a set of representatives for the K-conjugacy classes of characters
of G.

(ii) If R is a Dedekind domain, θ, Y as in (i), then for each θ ∈ Y , the ring
R〈θ〉 is a Dedekind ring and G0(RG) ∼=

⊕
θ∈Y

Z⊕ C� (R〈θ〉).

(2.4)B Connections to the group “SSF”

2.4.5 As an application of the foregoing idea, we next discuss the group
“SSF”. As we shall see below in 2.4.6, the above computations of G0(RG),
G Abelian is connected with the calculations of “SSF”, which houses ob-
structions constructed by Shub and Francs in their study of Morse - Smale
diffeomorphism (see [19]).

2.4.6 Let S denote the category of pairs (H,u), H ∈ M(Z), u ∈ Aut(H)
such that un − idH is nilpotent for some n.

The morphism HomS ((H,u), (H ′, u′)) from (H,u) to (H ′, u′) consists of
group homomorphisms f : H → H ′ such that f ◦ u = u′ ◦ f . Call (H,u)
a permutation module if H has a Z-basis permutated by u. Let P be the
subgroup of G0(S) generated by all permutation modules.
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Definition 2.4.1
SSF ∼= G0(S)/P

Theorem 2.4.5 [19]

SSF ∼=
⊕
n≥0

C�

(
Z

[
ζn,

1
n

])
.

(2.4)C Extensions to some Non-Abelian groups (Dihedral and
Quaternion groups)

The results in this subsection are due to D. Webb (see [230]). First, we
record the following information on G-rings, twisted groupring, and crossed-
product ring, which will be useful even in other contexts. For proof and other
information see [230].

Definition 2.4.2 Let R be a ring, G a group acting on R by ring automor-
phism. Call R a G-ring.

The twisted groupring R//=G is defined as the R-module R ⊗ ZG with el-
ements a ⊗ g (a ∈ R, g ∈ G) denoted a//=g and multiplication defined by
(a//=g) · (a′//=g′) = ag(a′)//=gg′. If G acts trivially on R, then R//=G = RG.

If R is a G-ring and M an R-module upon which G acts Z-linearly, then
the action is R-semilinear if g(a ·m) = g(a)g(m) for all g ∈ G, a ∈ R, m ∈M .

An R//=G-module is simply an R-module with semi-linear G-action.

Remarks 2.4.3 (i) If R → S is a ring homomorphism, and G → S∗ is
a group homomorphism, and if the resulting G-action on S is R-semi-
linear, then there exists an induced ring map R//=G→ S.

(ii) If R1, R2 are G-rings, and if R1 → R2 a G-equivariant ring map, then
there exists an induced ring map

R1//=G→ R2//=G . (I)

(iii) Let R be a G-ring, a ⊂ R a G-stable two-sided ideal so that R/a is a
G-ring. Then a//=G is a two-sided ideal of R//=G and the natural map
R//=G→ R/a//=G induces an isomorphism

R//=G
a//=G

∼= R/a//=G . (II)

(iv) Let S be a commutative ring on which G acts: R = SG, the G-invariant
subring. Define

α : S//=G→ EndR(S)
β : S ⊗R S → HomSet(G,S)
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as follows:

• The regular representation S → EndR(S) and the action G →
AutR(S) induces by (ii) a map α : S//=G→ EndR(S) of R-algebras.

• The map β is given by β(x ⊗ y)(g) = xg(y) (β is an S-algebra
map).

(v) Let S be a commutative ring on which a finite group G acts faithfully.
Let R = SG. Suppose that S ∈ P(R). Then in (iv) on the previous
page, α is an isomorphism iff β is an isomorphism.

Hence, if K is a field on which a finite group acts faithfully, and k = KG,
then the map in (iv) is an isomorphism K//=G ∼→ EndR(K).

(vi) Let R be a Dedekind domain with field of fraction F , K a finite Galors
extension of F with group G, R the integral closure of R in K, p a prime
ideal of R. Then the map

α :
R

pR
//=G→ EndR/p

(
R/pR

)
is an isomorphism iff p does not ramify in R.

If R/R is unramified, then α : R//=G ∼→ EndR(R).

2.4.7 (i) Let R be a commutative G-ring, c : G × G → R∗ a normalized
2-cocycle with values in R∗ (see [230]). Then the crossed-product ring
R//=CG is the R-module R ⊗ ZG with multiplication given by (a//=g) ·
(a′//=g′) = ag(a′)c(g, g′)//=gg′. Then R//=G is an associative ring with
identity 1//=1. Note that if c ≡ 1, then we obtain the twisted groupring.

(ii) If R,S are commutative G-rings and G ×G → R∗ normalized cocycle,
and α : R→ S a G-equivariant ring map, then the composite G×G C→
R∗ → S∗ is a 2-cocycle and there exists induced ring homomorphism
R//=CG→ S//=CG.

If a = Kerα is nilpotent, then a//=CG = Ker(α//=G).

(iii) Let a be a G-stable ideal of R, and π : R → R/a a map of G-rings.
Let a //=CG be the R-submodule generated by a //=g, a ∈ a, g ∈ G. Then
a//=CG is a two-sided ideal of R//=CG generated by a//=g and there exists
a ring isomorphism

R//=CG

a//=CG

∼→ (R/a) //=CG

(iv) Let R be a Dedekind ring, F its field of fractions and K a finite Galois
extension of F with Galois group G = Gal(K/F ), R the integral closure
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of R in K, c : G ×G → R
∗

a normalized 2-cocycle. If R is unramified
over R, then (R//=RR �M|G|(R).

If R is unramified over R, then R//=CG is a maximal R-order in K//=CG.

(v) Let 1 → G → H → G1 → 1 be a group extension with associated
normalized 2-cocycle c : G1 × G1 → G, R any G-ring. Then RH �
RG//=CG1.

Theorem 2.4.6 [230] Let H = G �G1 be the semi-direct product of G and
G1, where G is a finite Abelian group, G1 any finite group such that the action
of G1 on G stabilizes every cocyclic subgroup of G.

Then G0(ZH) ∼= ⊕
C∈X(G),

G0 (Z < C > //=G1).

Remarks 2.4.4 (see [230]) If H = G � G1, as in 2.4.8, then QH �∏
C∈X(G)

Q(C)//=G1 and Z �
∏

C∈X(G)

Z(C)//=G1 is a subdirect embedding.

Theorem 2.4.7 [230] Let H be a dihedral extension of a finite group G,
i.e., H is a split extension G � G1, of G by 2-element group G1, whose
non-trivial element acts on G by x → x−1. Then G0(ZH) ∼=

⊕
C∈X(G)
|C|=2

(Z ⊕

Z)
⊕

C∈X(G)
|C|=2

(
Z⊕ C�

(
Z(C)+

(
1
|C|
)))

where Z(C)+ is the ring of integers of

Q(C)+ = Q(C)G1 , the maximal real subfield of Q(C) ∼= Q(ζ|C|).

Remarks 2.4.5 It follows from theorem 2.4.7 that if D2n is a dihedral group
of order 2n, then G0(ZD2n) � Zε

⊕⊕
d|n

(
Z
⊕
C�
(

Z
[
ζd,

1
d

]
+

))
where

ε =
{

2 if n is odd, ζd a primitive dth root of 1
4 if n is even

and where Z
[
ζd,

1
d

]
+

is the ring of integers in Q(ζd)+ := Q(ζd + ζ−1
d ), the

maximal subfield of the cyclotonic field Q (ζd).

Definition 2.4.3 Let R a Dedekind ring with field of fractions F , and A
a central simple F -algebra. Then the ray-class group C�A(R) of R relative
to A is the quotient of the group I(R) of fractional ideals of R (see defini-
tion 2.3.1) by the subgroup PA(R) consisting of principal ideals generated by
reduced norms on A (see 3.2.1). So, we have an exact sequence

A∗ Nrd−→ I(R) −→ C�A(R) −→ 0 .
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Remarks 2.4.6 (i) In the notation of definition 2.4.3, if Γ is a maximal
R-order in A, then G0(Γ) ∼= G0(A)⊕ C�A(R).

(ii) With notations as in definition 2.4.3, the kernel of the surjection β :
C�A(R) � C�(R) sending the ray-class of a fractional ideal to its ideal
class is an elementary Abelian 2-group.

(iii) If A = Mn(F ), C�A(R) = C�(R).

(iv) Let Q4n be the generalized quaternion group Q4n = 〈x, y|xn = y2 , y4 =
1 , yxy−1 = x−1〉. G = {1, y}, the 2-element group that acts on Q(ζn),
the non-trivial element acting as complex conjugation.
Let c : G×G→ Q(ζn)∗ be the normalized 2-cocycle given by c(γ, γ) =
−1. Let Hn = Q(ζn)//=CG. If n > 2, G = Ga� (Q(ζn)/Q(ζn)+). So
Hn = (Q(ζn)/Q(ζn)+). If n = 1 or 2, then G acts trivially and Hn =
Q(i) since 1//=y has square −1. If n is odd, Q(ζn) = Q(ζ2n) since −ζn is
a primitive 2n-th root of unity.

Theorem 2.4.8 [230] Let G be the quaternion group Q4n, n = 2sn′, n′ odd.
Then

G0(ZG) ∼=

Zε
⊕
d|n′

(
Zs+2

s⊕
i=0

C�

(
Z

[
ζ2id,

1
2id

])⊕
C�H2s+1d

(
Z

[
ζ2s+1d,

1
2s+1d

]))

where

ε =
{

2 if s > 0
1 if s = 0

Exercises

2.1 Let K be a field of characteristic p,G a finite group; H is a subgroup
of G. Let a(G,H) be the relative Gröthendieck ring with respect to H (see
example 1.4.1 (vii)). Show that

(a) a(G, 1) is the Z-free Abelian group on [F1], . . . , [Ft] where {Fi} are a
finite set of non-isomorphic irreducible G-modules.

(b) a(G, 1) contains no non-zero idempotents.

2.2 Let G be a finite group, S a G-set, k a field of characteristic p,M [S] the
generalized permutation module (see example 1.4.1 (ix)).
Show that
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(a) M [S]) is a kG-module and M [S] �M ⊗
k
k[S].

(b) Let p
S
(G) be the additive subgroup of G0(kG) generated by isomorphis-

m classes of S-projective modules and iS(G) the additive subgroup of
G0(kG) generated by Euler characteristics [M

′
]− [M ]+ (M

′′
) of S-split

sequences 0 →M
′ →M →M

′′ → 0. Show that p
S
(G)iS(G) = 0.

2.3 Let G be an Abelian p-group. Show that G0(ZG) � G0(Γ) where Γ is a
maximal order in QG containing ZG.

2.4 Let R be a semi-local Dedekind domain with quotient field F . Show that
there exists an isomorphism G0(R,G) ∼= G0(FG).

2.5 Let R be a Dedekind domain whose quotient field F is a global field, Γ a
maximal order in a semi-simple F -algebra A, C�A(R) the ray class group as
defined in 2.4.3. Show that G0(Γ) � G0(A)⊕ ClA(R).

2.6 Let (K,R, k) be a p-modular system, i.e., R is a discrete valuation ring
with quotient field K, k = R/p where p is the unique maximal ideal of R. Let
G be a finite group. Show that

(i) K0(kG) = ΣiH∗(K0(kH)) where iH : K0(kH) → K0(kG) is induced by
the inclusion. kH → kG as H runs through all K-elementary subgroups
of G.

(ii) The cokernel of the Cartan map K0(kG) → G0(kG) is a p-group.

2.7 LetA be a left Noetherian ring, n a positive integer. Show thatG0(A( 1
n ) �

G0(A)/H whereH is a subgroup of G0(A) generated by all symbols [M ] where
M ranges over M ∈M(A) such that nM = 0.

2.8 Let A be a ring, T+ the free Abelian monoid on generator t. In the
notation of example 2.1.1 (ii) and (iv), show that there are isomorphisms
of categories MT+(A[t]) � [Nil(M(A) and HT+(A[t]) � Nil(H(A)) and an
isomorphism of groups

K0(HT+(A[t]) � K0(A)⊕K0Ni�0(A).

2.9 Let G be a finite group, R a G-ring, and a a G-stable two-sided ideal of R
so that R/a is a G-ring. Show that a#G is a two-sided ideal of R#G and that
the natural map R#G→ (R/a)#G induces an isomorphism (R#G)/a#G �
(R/a)#G.

2.10 Let R be a complete Noetherian local ring, Λ an R-algebra finitely
generated and projective as R-module; a a two-sided ideal of Λ contained
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in rad Λ. Show that there is an isomorphism K0(Λ) ∼= K0(Λ/a) given by
[P ] → [P/aP ] where P ∈ P(Λ).
If a = rad(Λ), show that K0(Λ/a) � G0(Λ/a).

2.11 Let R be Dedekind domain and G a finite group such that no proper
divisor of |G| is a unit in R. Show that Cl(RG) � SK0(RG).

2.12 Let R be a Dedekind domain and Λ an R-order in a semi-simple F -
algebra. Show that Cl(Λ) � Ker(SK0(Λ)) → ⊕

p
SK0(Λ̂p) where p ranges over

the prime ideals of R.

2.13 Let R be a Dedekind domain and Λ,Λ′ R-orders in a semi-simple algebra
Σ such that Λ ⊂ Λ′. Show that this inclusion induces a surjection of C�(Λ)
onto C�(Λ1).

2.14 Let R be the ring of integers in a number field F,Λ an R-order in a
semi-simple F -algebra Σ. Suppose that Λ satisfies the Cartan condition (see
definition 2.2.4). Show that SK0(Λ), SG0(Λ) are finite groups.



Chapter 3

K1, K2 of orders and grouprings

3.1 Definitions and basic properties

(3.1)A K1 of a ring

3.1.1 Let R be a ring with identity, GLn(R) the group of invertible n ×
n matrices over R. Note that GLn(R) ⊂ GLn+1(R) : A → (A 0

0 1 ). Put
GL(R) = lim−→ GLn(R) =

⋃∞
n=1GL(R). Let En(R) be the subgroup ofGLn(R)

generated by elementary matrices eij(a) where eij(a) is the n×n matrix with
1’s along the diagonal, a in the (i, j)-position with i 	= j and zeros elsewhere.
Put E(R) = lim−→ En(R).

Note The eij(a) satisfy the following.

(i) eij(a)eij(b) = eij(a+ b) for all a, b ∈ R.

(ii) [eij(a), ejk(b)] = eik(ab) for all i 	= k, a, b ∈ R.

(iii) [eij(a), ekl(b)] = 1 for all i 	= �, j 	= k.

Lemma 3.1.1 If A ∈ GLn(R), then
(
A 0
0 A−1

)
∈ E2n(R).

PROOF First observe that for any C ∈ Mn(R),
(
In 0
C In

)
and

(
In C
0 In

)
are

in E2n(R), where In is the identity n× n matrix. Hence(
A 0
0 A−1

)
=
(
In A
0 In

)(
In 0

−A−1 In

)(
0 −In
In 0

)(
In 0
−A In

)
∈ E2n(R)

since (
0 −In
In 0

)
=
(
In −In
0 In

)(
In 0
In In

)(
In −In
0 In

)
.

Theorem 3.1.1 (Whitehead lemma)

(i) E(R) = [E(R), E(R)], i.e., E(R) is perfect.

(ii) E(R) = [GL(R), GL(R)].

43
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Sketch of proof

(i) It follows from property (ii) of elementary matrices that [E(R), E(R)] ⊂
E(R). Also, En(R) is generated by elements of the form eij(a) =
[eij(a), ekj(1)], and so, E(R) ⊂ [E(R), E(R)]. So, E(R) =
[E(R), E(R)].

(ii) For A,B ∈ GLn(R),(
ABA−1B−1 0

0 In

)
=
(
AB 0
0 (AB)−1

)(
A−1 0
0 A

)(
B−1 0

0 B

)
∈ E2n(R) .

Hence [GL(R), GL(R)] ⊂ E(R) by 3.1.2.
Also, from (i) above, E(R) ⊂ [E(R), E(R)] ⊂ [GL(R), GL(R)]. Hence
E(R) = [GL(R), GL(R)].

Definition 3.1.1

K1(R) := GL(R)/E(R) = GL(R)/ [GL(R), GL(R)]
= H1 (GL(R),Z) .

Remarks 3.1.1 (i) For an exact category C, the Quillen definition of
Kn(C), n ≥ 0 coincides with the above definition of K1(R) when
C = P(R) (see [62, 165]). We shall discuss the Quillen construction
in chapter 5.

(ii) The above definition 3.1.1 is functorial, i.e., any ring homomorphism
R→ R′ induces an Abelian group homomorphism K1(R) → K1(R′).

(iii) K1(R) = K1(Mn(R)) for any positive integer n and any ring R.

(iv) K1(R), as defined above, coincides with Kdet(P(R)), a quotient of the
additive group generated by all isomorphism classes [P, μ], P ∈ P(R),
μ ∈ Aut(P ) (see [20, 39]). (Also see exercise 3.1.)

3.1.2 If R is commutative, the determinant map det : GLn(R) → R∗ com-
mutes with GLn(R) → GLn+1(R) and hence defines a map det : GL(R) →
R∗, which is surjective since given a ∈ R∗, there exists A = ( a 0

0 1 ) such that
detA = a. Now, det induces a map det : GL(R)/[GL(R), GL(R)] → R∗,
i.e., det : K1(R) → R∗. Moreover, α(a) = ( a 0

0 1 ) for all a ∈ R∗ defines a
map α : R∗ → K1(R) and detα = 1R. Hence K1(R) � R∗ ⊕ SK1(R) where
SK1(R) := Ker(det : K1(R) → R∗). Note that SK1(R) = SL(R)/E(R)
where SL(R) = limn→∞SLn(R) and SLn(R) = {A ∈ GLn(R)| detA = 1}.
Hence SK1(R) = 0 if and only if K1(R) � R∗.

Examples 3.1.1 (i) If F is a field, then K1(F ) � F ∗, K1(F [x]) � F ∗.
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(ii) If R is a Euclidean domain (for example, Z, Z[i] = {a + ib; a, b ∈ Z},
polynomial ring F [x], F a field), then SK1(R) = 0, i.e., K1(R) � R∗

(see [155, 181]).

(iii) If R is the ring of integers in a number field F , then SK1(R) = 0
(see [21, 181]).

(3.1)B K1 of local rings and skew fields

Theorem 3.1.2 [41, 180] Let R be a noncommutative local ring. Then there
exists a homomorphism det : GLn(R) → R∗/ [R∗, R∗] for each positive integer
n such that

(i) En(R) ⊂ Ker(det)

(ii)

det

⎛⎜⎜⎜⎜⎜⎜⎝
α1

α2 0
. . .

0
. . .

αn

⎞⎟⎟⎟⎟⎟⎟⎠ = α1α2 · · ·αn where αi ∈ R∗

for all i and α→ α is the natural map

R∗ → (R∗)ab = R∗/ [R∗, R∗] .

(iii)

GLn(R)

�����������
�� GLn+1(R)

������������

(R∗)ab

commutes

Note. The homomorphism ‘det’ above is usually called Dieudonné determi-
nant because it was J. Dieudonné who first introduced the ideas in 3.1 for
skew fields (see [20]).

Theorem 3.1.3 [181] Let R be a noncommutative local ring. Then the
natural map GL1(R) = R∗ ↪→ GL(R) induces a surjection R∗/ [R∗, R∗] →
K1(R) whose kernel is the subgroup generated by the images of all elements
(1− xy)/(1− yx)−1 ∈ R∗ where x or y is the unique maximal ideal m of R.

Theorem 3.1.4 [181] If R is a skew field, K1(R) ∼= R∗/ [R∗, R∗].
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(3.1)C Mennicke symbols

3.1.3 Let R be a commutative ring with identity a, b ∈ R. Choose c, d ∈ R
such that ad − bc = 1, i.e., such that

(
a b
c d

)
∈ SL2(R). Let [a, b] = class of(

a b
c d

)
in SK1(R).

Then

(i) [a, b] is well defined.

(ii) [a, b] = [b, a] if a ∈ R∗.

(iii) [a1a2, b] = [a1, b] [a2, b] if a1a2R+ bR = R.

(iv) [a, b] = [a+ rb, b] for all r ∈ R.

We have the following result:

Theorem 3.1.5 [20] If R is a commutative ring of Krull dimension ≤ 1,
then the Menicke symbols generate SK1(R).

Remarks See [20, 21, 142] for further details on Mennicke symbols.

(3.1)D Stability for K1

3.1.4 Stability results are very useful for reducing computations of K1(R)
to computations of matrices over R of manageable size.

Let A be any ring with identity. An integer n is said to satisfy stable
range condition (SRn) for GL(A) if whenever r > n, and (a1, a2, . . . , ar)
is a unimodular row, then there exists b1, b2, . . . , br−1 ∈ A such that (a1 +
arb1, a2 + arb2, . . . , ar−1 + arbr−1) is unimodular. Note that (a1, a2, . . . , ar) ∈
Ar unimodular says that (a1, a2, . . . , ar) generates the unit ideal, i.e.,

∑
Aai =

A (see [20]). For example, any semi-local ring satisfies SR2 (see [20] or [215]).

Theorem 3.1.6 [20, 215, 221] If SRn is satisfied, then

(i) GLm(A)/Em(A) → GL(A)/E(A) is onto for all m ≥ n, and injective
for all m > n.

(ii) Em(A) � GLm(A) if m ≥ n+ 1.

(iii) GLm(A)/Em(A) is Abelian for m > n.

For further information on K1-stability, see [20, 21, 215, 221, 142].
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3.2 K1, SK1 of orders and grouprings; Whitehead torsion

(3.2)A K1, SK1 of orders and grouprings

Let R be the ring of integers in a number field F , Λ an R-order in a semi-
simple F -algebra Σ. First we have the following result (see [20]).

Theorem 3.2.1 K1(Λ) is a finitely generated Abelian group.

PROOF The proof relies on the fact that GLn(Λ) is finitely generated
and also that GL2(Λ) → K1(Λ) is surjective (see [20]).

Remarks 3.2.1 Let R be a Dedekind domain with quotient field F , Λ an
R-order in a semi-simple F -algebra Σ. The inclusion Λ ↪→ Σ induces a map
K1(Λ) → K1(Σ). Putting SK1(Λ) = Ker (K1(Λ) → Ki(Σ)), it means that
understanding K1(Λ) reduces to understanding K1(Σ) and SK1(Λ). Since
Σ is semi-simple, Σ = ⊕Σi where Σi = Mni(Di), Di is a skew field. So
K1(Σ) = ⊕K1(Di).

One way of studying K1(Λ) and SK1(Λ), K1(Σ) is via reduced norms. We
consider the case where R is the ring of integers in a number field or p-adic
field F .

Let R be the ring of integers in a number field or p-adic field F . Then
there exists a finite extension E of F such that E ⊗ Σ is a direct sum of
full matrix algebras over E, i.e., E is a splitting field of Σ. If a ∈ Σ, the
element 1 ⊗ a ∈ E ⊗ Σ may be represented by a direct sum of matrices, and
the reduced norm of a, written nr(a), is defined as the direct product of their
determinants. We then have nr : GL(Σ) → C∗ where C = centre of Σ (if
Σ = ⊕mi=1Σi and C = ⊕mi=1Ci we could compute nr(a) componentwise via
GL(Σi) → C∗i ). Since C∗ is Abelian, we have nr : K1(Σ) → C∗. Composing
this with K1(Λ) → K1(Σ) we have a reduced norm nr : K1(Λ) → K1(Σ) →
C∗.

From the discussion below, it will be clear that an alternative definition of
SK1(Λ) is {x ∈ K1(Λ)| nr(x) = 1}.

Theorem 3.2.2 Let R be the ring of integers in a number field F , Λ an R-
order in a semi-simple F -algebra Σ. In the notation of remarks 3.2.1, let
Ui be the group of all nonzero elements a ∈ Ci such that β(a) > 0 for each
embedding β : Ci → R at which R⊗Ci Σi is not a full matrix algebra over R.
Then

(i) The reduced norm map yields an isomorphism nr : K1(Σ) ∼=
∏m
i=1 Ui.

(ii) nr : K1(Λ) ⊂
∏m
i=1 (Ui ∩R∗i ) where Ri is the ring of integers in Ci.
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PROOF See [39, 213].

Remarks 3.2.2 (i) If Γ is a maximal R-order in Σ, then we have equality
in (ii) of theorem 3.2.2, i.e., nr (K1(Γ)) =

∏m
i=1(Ui∩R∗i ). (See [39, 213]).

Hence rankK1(Γ) = rank
∏m
i=1(Ui ∩R∗i ).

(ii) For all n ≥ 1, Kn(Λ) finitely generated and SKn(Λ) is finite (see 7.1).

Theorem 3.2.3 Let R be the ring of integers in a number field F , and Λ any
R-order in a semi-simple F -algebra Σ. Then SK1(Λ) is a finite group.

PROOF See [20]. The proof involves showing that SK1(Λ) is torsion and
observing that SK1(Λ) is also finitely generated as a subgroup of K1(Λ) (see
theorem 3.2.1).

The next results are local version of theorem 3.2.3.

Theorem 3.2.4 Let R be the ring of integers in a p-adic field F , Γ a maximal
R-order in a semi-simple F -algebra Σ. In the notation of 3.2.1, we have

(i) nr : K1(Σ) � C∗

(ii) nr : K1(Γ) ∼= S∗ where S = ⊕Ri and Ri is the ring of integers in Ci.

Theorem 3.2.5 (i) Let F be a p-adic field (i.e., any finite extension of
Q̂p), R the ring of integers of F , Λ any R-order in a semi-simple F -
algebra Σ. Then SK1(Λ) is finite.

(ii) Let R be the ring of integers in a p-adic field F , m the maximal ideal of
R, q = |R/m|. Suppose that Γ is a maximal order in a central division
algebra over F . Then SK1(Γ) is a cyclic group of order (qn − 1) /q− 1.
SK1(Γ) = 0 iff D = F .

Remarks 3.2.3 (i) For the proof of theorem 3.2.5, see [104, 105, 99].

(ii) If in theorem 3.2.2 and remark 3.2.3 R = Z, F = Q, G a finite group,
we have that rank of K1(ZG) = s − t where s is the number of real
representations of G, and t is the number of rational representations of
G. (See [20]).

(iii) Computation of SK1(ZG) for various groups has attracted extensive
attention because of its applicability in topology. For details of such
computations, see [142, 143, 159].

(iv) That for all n ≥ 1 , SKn(ZG), SKn(Ẑp(G))are finite groups are proved
in 7.1.
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(v) It also is known that if Γ is a maximal order in a p-adic semi-simple
F -algebra Σ, then SK2n−1(Γ) = 0 for all n ≥ 1 iff Σ is unramified over
its centre (see [107]). These generalizations will be discussed in 7.1.

(3.2)B Applications – Whitehead torsion and s-cobordism
theorem

3.2.1 J.H.C. Whitehead (see [244]) observed that if X is a topological space
with fundamental groupG, and R = ZG, then the elementary row and column
transformations of matrices over R have some natural topological meaning.
To enable him to study homotopy between spaces, he introduced the group
Wh(G) = K1(ZG)/ω(±G) where ω is the map G→ GL1(ZG) → GL(ZG) →
K1(ZG), such that if f : X → Y is a homotopy equivalence, then there exists
an invariant τ(f) in Wh(G) such that τ(f) = 0 iff f is induced by elementary
deformations transformingX to Y . The invariant τ(f) is known as Whitehead
torsion (see [153]).

Now, it follows from theorem 3.2.1 that Wh(G) is finitely generated when G
is a finite group. Moreover, it is also well known that Tor(K1(ZG)) = (±1)×
Gab×SK1(ZG) where SK1(ZG) = Ker (K1(ZG) → K1(QG)) (see [159]). So,
rankK1(ZG) = rankWh(G), and it is well known that SK1(ZG) is the full
torsion subgroup of Wh(G) (see [159]). So, computations of Tor (K1(ZG))
reduce essentially to computations of SK1(ZG). The last two decades have
witnessed extensive research on computations of SK1(ZG) for various groups
G (see [159]). More generally, if R is the ring of integers in a number field or
a p-adic field F , there has been extensive effort in understanding the groups
SKn(RG) = Ker (Kn(RG) → Kn(FG)) for all n ≥ 1 (see [112, 113, 115]).
More generally still, if Λ is an R-order in a semi-simple F -algebra Σ (i.e.,
Λ is a subring of Σ, finitely generated as an R-module, and Λ ⊗R F = Σ),
there has been extensive effort to compute SKn(Λ) = Ker (Kn(Λ) → Kn(Σ))
(see [112, 113, 115]), the results of which apply to Λ = RG. We shall discuss
these computations further in the forthcoming chapter on higher K-theory
(see chapter 7).

Note also that Whitehead torsion is useful in the classifications of manifolds
(see [153] or [159]). Indeed , one important application of Whitehead torsion
is the “s-cobordism theorem”, which is the main tool for classifying manifolds
of dimension ≥ 5.

3.2.2 Let Mn be a connected compact n-manifold of dimension ≥ 5; an h-
cobordism on Mn is a connected manifold Wn+1 with exactly two boundary
components, one of which is Mn and the other another manifold M

′n such
that W has deformation retraction on both Mn and M

′n.

3.2.3 “s-cobordism theorem” [153, 138] In the notation of 3.2.2, let F
be a family of “h-cobordisms” built on the n-manifold Mn with fundamental
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group G = π1(Mn). Then there is a map τ : F →Wh(G) called “Whitehead
torsion” and τ induces a natural one-to-one correspondence from F/ � to
Wh(G) where � is the equivalence relation induced by homeomorphismsW →
W ′, which are the identity on M . If W is the “trivial” “h-cobordism” W =
M × [0, 1], then τ(W ) = 1.

Corollary 3.2.1 Let Mn be a connected compact n-manifold of dimension
≥ 5 with fundamental group G. If Wh(G) = 1, then every h-cobordism built
on M is homeomorphic relative to M to a product M × [0, 1]. In particular,
the other boundary component M ′ is homeomorphic to M .

Remarks 3.2.4 (i) S. Smale observed that 3.2.1 can be applied to prove
Poincare conjecture in dimension ≥ 6, i.e., any manifold Mn homotopy
equivalent to Sn is also homeomorphic to Sn (see [181] for a proof).

(ii) Theorem 3.2.3 and corollary 3.2.1 (i) apply to the three major categories
of manifolds: (1) topological manifolds and continuous maps, (2) PL
manifolds and PL maps, and (3) smooth manifolds and C∞ maps.

3.3 The functor K2

In this section, we provide a brief review of the functorK2 due to J. Milnor
(see [155]). Classical results on K2 of orders and grouprings are rather scanty,
but we shall obtain in chapters 7 and 8 higher K-theoretic results that also
hold for K2. We review here some results on K2 of rings, fields, and division
algebras that are also relevant to computations of K-theory of orders and
group-rings.

(3.3)A K2 of rings and fields

3.3.1 Let A be a ring. The Steinberg group of order n (n ≥ 1) over A,
denoted Stn(A), is the group generated by xij(a), i 	= j, 1 ≤ i, j ≤ n, a ∈ A,
with realations

(i) xij(a)xij(b) = xij(a+ b).

(ii) [xij(a), xkl(b)] = 1, j 	= k, i 	= l.

(iii) [xij(a), xjk(b)] = xik(ab), i, j, k distinct.

(iv) [xij(a), xk(b)] = xij(−ba), j 	= k.
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Since the generators eij(a) of En(A) satisfy relations (i) - (iv) above, we
have a unique surjective homomorphism ϕn : Stn(A) → En(A) given by
ϕn(xij(a)) = eij(a). Moreover, the relations for Stn+1(A) include those of
Stn(A), and so, there are maps Stn(A) → Stn+1(A). Let St(A) = lim−→nSt(A),
E(A) = lim−→nEn(A). Then we have a canonical map ϕ : St(A) → E(A).

Definition 3.3.1 Define KM
2 (A) as the kernel of the map ϕ : St(A) → E(A).

Theorem 3.3.1 [155] KM
2 (A) is Abelian and is the centre of St(A). So,

St(A) is a central extension of E(A).

PROOF See [155].

Definition 3.3.2 An exact sequence of groups of the form 1 → A → E
ϕ→

G → 1 is called a central extension of G by A if A is central in E. Write
this extension as (E,ϕ). A central extension (E,ϕ) of G by A is said to be
universal if for any other central extension (E′, ϕ′) of G, there is a unique
morphism (E,ϕ) → (E′, ϕ′).

Theorem 3.3.2 St(A) is the universal central extension of E(A). Hence
there exists a natural isomorphism KM

2 (A) � H2(E(A), Z).

PROOF The last statement follows from the fact that for a perfect group
G (in this case E(A)), the kernel of the universal central extension (E,ϕ)
(in this case (St(A), ϕ)) is naturally isomorphic to H2(G,Z) (in this case
H2(E(A),Z)).

For the proof of the first part see [155].

Definition 3.3.3 Let A be a commutative ring u ∈ A∗

wij(u) := xij(u)xji(−u−1)xij .

Define hij(u) := wij(u)wij(−1). For u, v ∈ A∗, one can easily check that
ϕ ([h12(u), h13(v)]) = 1.

So, [h12(u), h13(v)] ∈ K2(A). It can be shown that [h12(u), h13(v)] is inde-
pendent of the indices 1, 2, 3. We write {u, v} for [h12(u), h13(v)] and call this
the Steinberg symbol.

Theorem 3.3.3 Let A be a commutative ring. The Steinberg symbol {, } :
A∗ ×A∗ → K2(A) is skew symmetric and bilinear, i.e.,

{u, v} = {v, u}−1 and {u1u2, v} = {u1, v}{u2, v} .
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PROOF See [155].

Theorem 3.3.4 (Matsumoto) If F is a field, then KM
2 (F ) is generated by

{u, v}, u, v ∈ F ∗, with relations

(i) {uu′, v} = {u, v}{u′, v}.

(ii) {u, vv′} = {u, v}{u, v′}.

(iii) {u, 1− u} = 1.

That is, KM
2 (F ) is the quotient of F ∗⊗Z F

∗ by the subgroup generated by the
elements x⊗ (1− x), x ∈ F ∗.

Examples 3.3.1 Writing K2 for KM
2 :

(i) K2(Z) is cyclic of order 2. See [155].

(ii) K2(Z(i)) = 1, so is K2(Z
√
−7). See [155].

(iii) K2(Fq) = 1 if Fq is a finite field with q elements. See [155].

(iv) If F is a field, K2(F [t]) � K2(F ). See [155].

More generally, K2(R[t]) � K2(R) if R is a commutative regular ring.

Remarks 3.3.1 (i) There is a definition by J. Milnor of higher K-theory
of fields KM

n (F ), n ≥ 1, which coincides with KM
2 (F ) above for n = 2.

More precisely,

KM
n (F ) := F ∗ ⊗ F ∗ ⊗ · · ·F ∗︸ ︷︷ ︸

n times

/ {a1 ⊗ · · · ⊗ an|ai + aj = 1 for some i 	= j, ai ∈ F ∗}

i.e., KM
n (F ) is the quotient of F ∗⊗F ∗⊗· · ·F ∗ (n times) by the subgroup

generated by all a1 ⊗ a2 ⊗ · · · ⊗ an, ai ∈ F such that ai + aj = 1.
⊕∞n≥0K

M
n (F ) is a ring (see [154]).

(ii) The higher K-groups defined by D. Quillen (see chapter 5), namely
Kn(C), C an exact category n ≥ 0 and Kn(A) = πn(BGL(A)+), n ≥ 1,
coincides with KM

2 (A) above when n = 2 and C = P(A).

Remarks 3.3.2 Let E/F be a finite field extension of degree n. There are
interesting questions about when K2E is generated by symbols {a, b}, a ∈
F ∗, b ∈ E∗. Now, it is well known that if n ≥ 3, K2E is generated by symbols
{a, b}, a ∈ F ∗, b ∈ E∗ (see [149, 169]). However, if n > 3, then in general
K2(E) is not generated by symbols {a, b}.

If F is a global field, then X. Guo, A. Kuku, and H. Qin (G/K/Q) provided
a counterexample in [73], namely, for F = Q, E = Q(

√
−1,

√
−3), K2E cannot

be generated by the Steinberg symbols {a, b}, a ∈ F ∗, b ∈ E∗. In fact, they
proved the following general result:
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Theorem 3.3.5 [73] Let F be a global field.
Then

(i) For any integer n > 3, there is an extension field E over F of degree n
such that K2E is not generated by the Steinberg symbols {a, b}, a ∈ F ∗,
b ∈ E∗.

(ii) For any extension field E over F of degree n, the subgroup H of K2E
generated by Steinberg symbols {a, b} with a ∈ F ∗, b ∈ E∗ is of finite
index.

PROOF See [73].

3.3.2 Our next aim is to be able to state the reciprocity uniqueness theorem
of C. Moore [157].

So, let F be a number field and v either a discrete valuation of F or an
archimedean absolute value. Then the completion Fv is either a local field, or
the field of real numbers, or the field of complex numbers. In the local and
real cases the group μ (Fv), consisting of all roots of unity in the completed
field, is finite cyclic. But in the complex case the group μ (Fv) ∼= μ(C) is not
a finite group.

Let m(v) denote the order of the finite cyclic group μ (Fv). The m(v)-th
power norm residue symbol (x, y)v is a continuous Steinberg symbol on μ (Fv).
For the definition of this symbol, see [155].

Since Moore has shown that any continuous Steinberg symbol on the com-
plex field is identically equal to 1, we shall exclude the complex case so that
Fv is either a local field or the real field.

Now suppose that x and y are non-zero elements of the field F ⊂ Fv. In
order to put all of the various symbol (x, y)v into one group, we apply the
surjection

μ (Fv) → μ(F ),

which carries each root of unity ξ to the power ξm(v)/m. The m-th power
reciprocity theorem then asserts that∏

v

(x, y)m(v)/m
v = 1 .

See [155].
We now state the reciprocity uniqueness theorem of C. Moore.

Theorem 3.3.6 [157] The sequence K2F → ⊕vμ (Fv) → μ(F ) → 1 is
exact, where the first homomorphism carries each generator {x, y} of K2F
to the element whose v-th component is the m(v)th power residue symbol
(x, y)v, and the second homomorphism carries each element {ξ} to the product
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v ξ

m(v)/m
v . Here v ranges over all discrete valuations, and all archimedean

absolute values with completion Fv ∼= R.

Here is one consequence of theorem 3.3.6. We shall briefly discuss a gener-
alization of theorem 3.3.6 to division algebras in the next subsection.

Corollary 3.3.1 Let F be a number field with ring of integers R, d : K2F →
⊕
p
R/p the homomorphism that takes each generator {x, y} of K2F to the

element in the direct sum whose pth coordinate is the tame symbol dp(x, y)
(see [155]). Then d is surjective.

PROOF See [155].

We now close this subsection with a discussion of connections of K2 with
Brauer group of fields and Galois cohomology.

3.3.3 Let F be a field and Br(F ) the Brauer group of F , i.e., the group of
stable isomorphism classes of central simple F -algebras with multiplication
given by tensor product of algebras. See [149].

A central simple F -algebra A is said to be split by an extension E of F if
E⊗A is E-isomorphic to Mr(E) for some positive integer r. It is well known
(see [149]) that such E can be taken as some finite Galois extension of F . Let
Br(F,E) be the group of stable isomorphism classes of E-split central simple
F -algebras. Then Br(F ) := Br(F, Fs) where Fs is the separable closure of F .

Theorem [149] Let E be a Galois extension of a field F , G = Gal(E/F ).
Then there exists an isomorphism H2(G,E∗) ∼= Br(F ;E). In particular,
Br(F ) ∼= H2(G,F ∗s ) where G = Gal(Fs/F ) = lim−→Gal(Ei/F ), where Ei runs
through the finite Galois extensions of F .

Now, for anym > 0, let μm be the group ofm-th roots of 1, G = Gal(Fs/F ).
We have the Kummer sequence of G-modules

0 → μm → F ∗s → F ∗s → 0

from which we obtain an exact sequence of Galois cohomology groups

F ∗ m→ F ∗ → H1(F, μm) → H1(F, F ∗s ) → · · · ,

where H1(F, F ∗s ) = 0 by Hilbert theorem 90. So, we obtain isomorphism
χm : F ∗/mF ∗ ∼= F ∗ ⊗ Z/m→ H1(F, μm).

Now, the composite

F ∗ ⊗Z F
∗ → (F ∗ ⊗Z F

∗)⊗ Z/m→ H1(F, μm)⊗H1(F, μm)

→ H2
(
F, μ⊗

2

m

)
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is given by a ⊗ b → χm(a) ∪ χm(b) (where ∪ is cup product), which can be
shown to be a Steinberg symbol inducing a homomorphism g2,m : K2(F ) ⊗
Z/mZ → H2

(
F, μ⊗

2

m

)
.

We then have the following result due to A.S. Merkurjev and A.A. Suslin
(see [150]).

Theorem 3.3.7 [150] Let F be a field, m an integer > 0 such that the char-
acteristic of F is prime to m. Then the map

g2,m : K2(F )/mK2(F ) → H2
(
F, μ⊗

2

m

)
is an isomorphism where H2

(
F, μ⊗

2

m

)
can be identified with the m-torsion

subgroup of Br(F ).

Remarks 3.3.3 By generalizing the process outlined in 8.2.3 above, we ob-
tain a map

gn,m : KM
n (F )/mKM

n (F ) → Hn
(
F, μ⊗m

)
.

It is a conjecture of Bloch - Kato that gn,m is an isomorphism for all F,m, n.
So, theorem 3.3.7 is the g2,m case of Bloch - Kato conjecture when m is prime
to the characteristic of F . Furthermore, A. Merkurjev proved in [149] that
theorem 3.3.7 holds without any restriction on F with respect to m.

It is also a conjecture of Milnor that gn,2 is an isomorphism. In 1996,
V. Voevodsky proved that gn,2r is an isomorphism for any r.

(3.3)B K2 of division algebras and maximal orders

In this subsection, we discuss several results on K2 of division algebras,
which are generalizations of those for fields. First, we have the following
generalization of Moore reciprocity uniqueness theorem 3.3.6 due to A. Bak
and U. Rehmann (see [11]).

Theorem 3.3.8 [11] Let D be a central division algebra over a global field
E. Then the cokernel of the map K2(D) → ⊕

p
K2(D̂p) is isomorphic to μ(E)

or μ(E)/(±1) except in the case that D̂v is split at some real place v of E. In
this case, the cokernel is trivial.

Remarks 3.3.4 (i) The ambiguity (±1) in theorem 3.3.8 was removed in
some cases by R. Oliver. See [159], theorem 4.1.3.

(ii) A. Merkurjev and A. Suslin remarked in [150] that the ambiguity can
be completely removed if the degree of D is square free, and in [102]
M. Kolster and R. Laubenbacher provided a proof for this situation.
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(iii) We next discuss the question of when K2(D) is generated by {a, b},
a ∈ F ∗, b ∈ D∗ when D is a central division algebra over F and state
the following result 3.3.9 (see [73]) due to G/K/Q). It is well known that
K2(D) is generated by {a, b}, a, b ∈ D∗.

Theorem 3.3.9 [73] Let D be a division algebra over a field F . Then K2D
is generated by the Steinberg symbols {a, d} with a ∈ F ∗ and d ∈ D∗ in the
following cases:

(i) F is a number field and the index of D is square free.

(ii) F is a nonarchimedean local field and the index of D is square free.

(iii) F is a nonarchimedean local field and the characteristic of the residue
field is prime to the index of D.

PROOF See [73].

The next result says that in the number field case, every element of K2(D)
is a symbol when the index of D is square free.

Theorem 3.3.10 [73] Let F be a number field and D a central division alge-
bra over F with square-free index. Then K2D = {{a, b}|a ∈ F ∗, b ∈ D∗}, i.e.,
every element of K2(D) is a symbol of the form {a, b} for a ∈ F ∗, b ∈ D∗.

PROOF See [73].

The next result, also due to G/K/Q, computes K2 of a maximal order in a
central division algebra D over a number field when the index of D is square
free.

Theorem 3.3.11 [73] Let F be a number field and R the ring of integers in
F . Let D be a finite-dimensional central division F -algebra with square-free
index, and Λ a maximal R-order of D. Then

K2Λ � K+
2 R = ker

(
K2R→

∏
real ramified

{±1}
)
.

PROOF See [73].
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(3.3)C K2 and pseudo-isotropy

Let R = ZG, G a group. For u = R∗, put wij(u) := xij(u)xji(−u−1)xij(u).
Let WG be the subgroup of St(R) generated by all wij(g), g ∈ G. Define
Wh2(G) = K2(R)/(K2(R) ∩WG).

Now let M be a smooth n-dimensional compact connected manifold without
boundary. Two diffeomorphisms h0, h1 of M are said to be isotropic if they
lie in the same path component of the diffeomorphism group. h0, h1 are said
to be pseudo-isotropic if there is a diffeomorphism of the cylinder M × [0, 1]
restricted to h0 on M × (0) and to h1 on M × (1). Let P (M) be the pseudo-
isotropy space ofM , i.e., the group of diffeomorphism h ofM×[0, 1] restricting
to the identity on M × (0). Computation of π0(P (Mn)) helps to understand
the differences between isotopies, and we have the following result due to A.
Hatcher and J. Wagoner.

Theorem 3.3.12 [80] Let M be an n-dimension (n ≥ 5) smooth compact
manifold with boundary. Then there exists a surjective map

π0(P (M)) →Wh2(π1(X)),

where x1(X) is the fundamental group of X.

Exercises

3.1 Kdet(C)
Let A be a ring with identity and C a category of A-modules (e.g., P(A)).

Define a category C as follows: ob C = {(P, μ)|P ∈ C, μ ∈ Aut(P )}. A
morphism f : (P, μ) → (Q, ν) is defined as an element f ∈ HomA(P , Q) such
that νf = fμ. A sequence 0 → (P ′, μ) → (P, λ) → (P ′′, ν) → 0(I) is said to

be exact if 0 → P ′
f→ P

g→ P ′′ → 0 is exact in C. Let G be the free Abelian
group generated by isomorphism classes of objects of C. Suppose that G0

is the subgroup of G generated by all expressions (P, λ) − (P ′, μ) − (P ′′, ν),
one for each short exact sequence (I), together with all expressions (P, λ′λ)−
(P, λ) − (P, λ′) for all P ∈ C, λ, λ′,∈ Aut(P ).

Define Kdet(C) = G/G0.

(i) Show that Kdet(P(A)) � K1(A) where K1(A) := GL(A)/E(A).

(ii) Now define G1(A) = Kdet(M(A)). If R is a commutative ring with
identity and Λ is an R-algebra finitely generated and projective as R-
modules, define G1(R,Λ) := Kdet(PR(Λ)). Show that if R is regular,
then G1(R,Λ) � G1(Λ).
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3.2 Relative K1

Let F be a p-adic field or number field with ring of integers R, Λ any R-order
in a semi-simple F -algebra Σ, a a two-sided ideal of Λ such that F ⊗

R
a = Σ.

Let GLn(Λ, a) be the kernel of the map GLn(Λ) → GLn(Λ/a) induced by the
canonical map Λ → Λ/a. Write GL(Λ, a) for lim−→

n

GLn(Λ, a). Let En(Λ, a) be

the normal subgroup of En(Λ) generated by {eij(a)|a ∈ a, 1 ≤ i, j ≤ n}. Put
E(Λ, a) = lim−→ En(Λ, a) and K1(Λ, a) = GL(Λ, a)/E(Λ, a).

Show that

(i) K1(Λ, a) is an Abelian group equal to the center of GL(Λ)/E(Λ, a).

(ii) SK1(Λ, a
=
) := Ker(K1(Λ, a) → K1(Σ)) is a finite group.

3.3 Let F be a number field and D a finite dimensional division algebra over
F . For an Abelian group A, let div(A) be the subgroup of divisible elements
in A and WK2(D) the wild kernel of D. (See definition 7.1.1.)

Show that

(i) div(K2(D)) ⊆WK2(D) and that when the index of D is square free.

(ii) divK2(D) � divK2F .

(iii) WK2(D) �WK2(F ) and |WK2(D)/div(K2(D))| ≤ 2.

3.4 LetR be a commutative ring with identity, G a finite group. Show that the
torsion subgroup of K1(RG) � (torsion subgroup of R∗)×Gab×SK1(RG).

3.5 Let F be a p-adic field, R the ring of integers of F , Γ a maximal order in
a central division algebra D over F , m = rad Γ. Show that SK1(Γ,m) = 0.

3.6 Let F be a number field and D a central division algebra over F with
square-free index. Show that every element of K2(D) is a symbol of the form
{a, b} where a ∈ F ∗, b ∈ D∗.

3.7 Let R be a Dedekind domain and Λ an R-algebra finitely generated as an
R-module. Show that Λ has stable range 2 and that the mapGL2(Λ) → K1(Λ)
is surjective.

3.8 Let R be a complete discrete valuation ring with quotient field F and
finite residue class field. Let Γ be a maximal R-order in a central simple
F -algebra. Show that

nr(K1(Γ)) = nr(Γ∗) = R∗.
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3.9 Let R be the ring of integers in a p-adic field, G a finite group such that
G has an Abelian Sylow-p-subgroup. Show that SK1(RG) = 0.

3.10 Let G be a finite Abelian group, R a Dedekind domain. Show that
Cl1(RG) = SK1(RG).

3.11 Show that Cl1(ZG) = 0 if G is a dihedral or generalized quaternion
2-group.

3.12 Let F be a finite field of characteristic p, G a finite group whose Sylow-
p-subgroup is a cyclic direct factor. Show that K2(FG) = 0. Hence show that
for a finite Abelian group G, K2(FG) = 0 if and only if the Sylow-p-subgroup
of G is cyclic.
3.13

(a) Let Cn be a cyclic group of order n, R the ring of integers in a number
field F . Show that SK1(RCn) = 0.

(b) Let G be a finite group. Show that SK1(ZG)(p) = 0 if the Sylow-p-
subgroup of G is isomorphic to Cpn or Cpn × Cp (any n).

3.14 Let G be a finite group. Show that SK1(ẐpG) = 0 if the Sylow-p-
subgroup of G is Abelian.

3.15 Let F be a number field and D a central division algebra over F with
square-free index. Show that every element of K2(D) is a symbol of the form
{a, b} where a ∈ F ∗, b ∈ D∗.





Chapter 4

Some exact sequences; negative
K-theory

In this chapter, we discuss K1 −K0 exact sequences and define negative K-
theory (K−n) for rings, additive categories, etc., yielding the extensions of the
K1 −K0 sequences to the right and consequent computations of negative K-
groups of orders and grouprings. We also discuss the Farrell - Jones conjecture
for lower K-theory.

4.1 Mayer - Vietoris sequences

4.1.1 Let

A

f2

��

f1 �� A1

g1

��
A2 g2

�� A′

(I)

be a commutative square of ring homomorphisms satisfying

(i) A = A1 ×A A2 = {(a1, a2) ∈ A1 × A2|g1(a1) = g2(a2)}, i.e., given
a1 ∈ A1, a2 ∈ A2 such that g1a1 = g2a2, then there exists one and only
one element a ∈ A such that f1(a) = a1, f2(a) = a2.

(ii) At least one of the two homomorphisms g1, g2 is surjective. The
square (I) is then called a Cartesian square of rings.

Theorem 4.1.1 [155] Given a Cartesian square of rings as in 4.1.1, there

exists an exact sequence K1(A) α1→ K1(A1) ⊕K1(A2)
β1→ K1(A′)

δ→ K0(A) α0→
K0(A1)⊕K0(A2)

β0→ K0(A′).

Note. Call this sequence the Mayer - Vietoris sequence associated to the
Cartesian square (I). For details of the proof of theorem 4.1.1, see [155].
Theorem 4.1.1 is due to J. Mihor.

61
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Sketch of proof. The maps αi, βi(i = 0, 1) are defined as follows: for
x ∈ Ki(A), αi(x) = (f1∗, f2∗), and for (y, z) ∈ Ki(A1) ⊕ Ki(A2) i = 0, 1,
βi(y, z) = g1∗y → g2∗z. The boundary map δ : K1(A′) → K0(A) is defined as
follows: represent x ∈ K1(A′) by a matrix γ = (aij in GLn(A′). This matrix
determines an automorphism γ : A

′n → A
′n. Let γ(zj) = aijzj where {zj} is

a standard basis for A
′n. Let P (γ) be the subgroup of An1 ×An2 consisting of

{(x, y)|γgn1 (x) = gn2 (y)} where gn1 : An1 → A
′n, gn2 : An2 → A

′n are induced by
g1, g2, respectively. We need the following

Lemma 4.1.1 (i) If there exists (bij) ∈ GLn(A2), which maps to γ(aij),
then P (γ) � An.

(ii) If g2 is surjective, then P (γ) is a finitely generated projective A-module.

For the proof of lemma 4.1.1 see [155].
Conclusion of definition of δ: now define

δ[γ] = [Pγ)]− [An] ∈ K0(A)

and verify exactness of the sequence in theorem 4.1.1 as an exercise.

Corollary 4.1.1 If A is a ring and a1 and a2 ideals of A such that a1∩a2 = 0,
then there exists an exact sequence

K1(A) → K1(A/a1)⊕K1(A/a2) → K1 (A/(a1 + a2)
δ→ K0(A) → K0(A/a1 ⊕K0(A/a2) → K0 (A/(a1 ⊕ a2)) .

PROOF Follows by applying theorem 4.1.1 to the Cartesian square:

A

f2

��

f1 �� A/a1

g1

��
A/a2 g2

�� A/(a1 ⊕ a2)

(II)

Example 4.1.1 Let G be a finite group of order n, and A = ZG. Let a1

be the principal ideal of A generated by b =
∑

g∈G g, a2 the augmentation
ideal = {

∑
rgg|

∑
rg = 0}. Then a1 ∩ a2 = 0. So, A2 = A/a2 � Z, A′ =

A/(a1 ⊕ a2) � Z/nZ from the Cartesian squares (I) and (II) above.

Now, suppose that |G| = p, a prime. Let G = 〈x〉. Put t = f1(x). Then, A1

has the form Z[t] with a single relation
∑p−1

i=1 t
i = 0. So, A1 may be identified

with Z[ξ] where ξ is a primitive p-th root of unity.
We now have the following:
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Theorem 4.1.2 If |G| = p, then f1 : K0(ZG) ∼= K0(Z[ξ]) is an isomorphism.
Hence K0(ZG) � Z ⊕ C�(Z[ξ]).

PROOF From theorem 4.1.1, we have an exact sequence

K1(Z[ξ])⊕K1(Z) → K1(Z/pZ) δ→ K0(ZG)
→ K0(Z[ξ])⊕K0(Z) → K0(Z/pZ) .

Now, since g2∗ : K0(Z) � K0(Z/pZ) is an isomorphism, the result will
follow once we show that δ = 0. To show that δ = 0, it suffices to show that
K1(Z[ξ]) → K1(Z/pZ) is onto. Let r be a positive integer prime to p. Put
u = 1 + ξ + · · · + ξr−1 ∈ Z[ξ]. Let ξr = η, ηs = ξ, for some s > 0. Then
v = 1 + η + · · ·+ ηs−1 ∈ Z[ξ]. In Q(ξ), we have

v = (ηs − 1)/(η − 1) = (ξ − 1)(ξr − 1) = 1/u .

So, u ∈ (Z[ξ])∗, i.e., given r ∈ (Z/pZ)∗ � K1(Z/pZ), there exists u ∈ (Z[ξ])∗

such that g1∗(u) = r. That K0(ZG) � Z ⊕ C�(Z[ξ]) follows from 2.3.5.

Remarks 4.1.1 (i) The Mayer - Vietoris sequence in theorem 4.1.1 can be
extended to the right to negative K-groups defined by H. Bass in [20].
More precisely, there exists functors K−n, n ≥ 1 from rings to Abelian
groups such that the sequence

· · ·K0(A′) → K−1(A) → K−1(A1)⊕K−1(A2) → K−1(A′) → · · ·

is exact. This sequence will be derived in 4.4.

(ii) The Mayer - Vietoris sequence in theorem 4.1.1 can be extended beyond
K2 under special circumstances that will be discussed in chapter 6 (see
6.4). In general, it cannot be extended beyond K2 (see [212]).

4.2 Localization sequences

4.2.1 Let S be a central multiplicative system in a ring A, HS(A) the
category of finitely generated S-torsion A-modules of finite projective di-
mension. Note that an A-module M is S-torsion if there exists s ∈ S
such that sM = 0, and that an A-module has finite projective dimension
if there exists a finite P(A)-resolution, i.e., there exists an exact sequence (I)
0 → Pn → Pn−1 → · · ·P0 → M → 0 where Pi ∈ P(A). Then we have the
following theorem.
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Theorem 4.2.1 With notation as in 4.2.1, there exist natural homomor-
phisms δ, ε such that the following sequence is exact:

K1(A) → K1(AS) δ→ K0 (HS(A)) ε→ K0(A) → K0(AS) ,

where AS is the ring of fractions of A with respect to S.

PROOF We shall not prove exactness in detail but indicate how the maps
δ and ε are defined, leaving details of proof of exactness at each point as an
exercise.

Let M ∈ HS(A) have a finite P(A)-resolution as in 4.2.1 above. Define
ε([M ]) = Σ(−1)i[Pi] ∈ K0(A). We define δ as follows: if α ∈ GLm(AS), let
s ∈ S be a common denominator for all entries of α such that β = sα has
entries in A. We claim that An/βAn and An/sAn ∈ HS(A). That they have
finite P(A)-resolutions follow from the exact sequences

0 → An
β→ An → An/βAn → 0 and

0 → An
s→ An → An/sAn → 0 .

To see that A/βAn is S-torsion, let t ∈ S be such that α−1t = γ has
entries in A. Then γAn ⊂ An implies that tAn ⊂ αAn and hence that
stAn ⊂ sαAn = βAn. Then st ∈ S annihilates An/βAn.

We now define
δ[α] = [An/βAn]− [An/sAn] .

So

εδ[α] = ε[An/βAn]− ε[An/sAn]
= [An]− [An])− ([An]−An]) = 0.

Remarks 4.2.1 (i) Putting A = Λ[t] and S =
{
ti
}
i≥0

in theorem 4.2.1,
we obtain an exact sequence

K1 (Λ[t]) → K1

(
Λ
[
t, t−1

]) ∂→ K0

(
H{ti} (A[t])

)
→ K0 (Λ[t]) → K0

(
Λ
[
t, t−1

])
,

which is an important ingredient in the proof of the following result
called the fundamental theorem for K1 (see [20]).

(ii) Fundamental theorem for K1:

K1

(
Λ
[
t, t−1

])
� K1(Λ)⊕K0(Λ)⊕NK1(Λ)⊕NK1(Λ) ,

where NK1(Λ) = Ker
(
K1(Λ[t]) τ→ K1(Λ)

)
and τ is induced by the

augmentation Λ[t] → Λ (t = 1).
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(iii) In chapter 6 on higher K-theory, we shall discuss the extension of the
localization sequence in theorem 4.2.1 to the left for all n ≥ 1, as well
as some further generalizations of the sequence.

4.3 Exact sequence associated to an ideal of a ring

4.3.1 Let A be a ring, a any ideal of A. The canonical map f : A →
A/a induces f∗ : Ki(A) → Ki(A/a, i = 0, 1. We write A for A/a and for
M ∈ P(A) we put M = M/aM � A ⊗A M . Let K0(A, a) be the Abelian
group generated by expressions of the form [M, f,N ], M,N ∈ P(A), where
f : A⊗AM � A⊗A N with relations defined as follows:

For L,M,N ∈ P(A) and A-isomorphism f : L �M , g : M � N , we have

[L, gf,N ] = [L, d,M ] + [M, g,N ] .

(ii) Given exact sequences

0 →M1 →M2 →M3 → 0; 0 → N1 → N2 → N3 → 0 ,

where Mi, Ni, Ni ∈ P(A), and given A-isomorphisms f1 : M i � N i (i =
1, 2, 3) that commute with the maps associated with the given sequences,
we have [M2, f2, N2] = [M1, f1, N1] + [M3, f3, N3].

Theorem 4.3.1 [155] There exists an exact sequence

K1(A) → K1(A) δ→ K0(A, a)
η→ K0(A) → K0(A) .

Remarks 4.3.1 (i) We shall not prove the above result in detail but in-
dicate how the maps δ, η are defined, leaving the rest as an exercise. It
is clear how the maps K1(A) → Ki(A), i = 0, 1 are defined. The map
δ assigns to each f ∈ GLn(A) the triple [An, f, An] ∈ K0(A, a), while
the map η takes [M, f,N ] onto [M ] − [N ] for M,N ∈ P(A) such that
f : M � N .

(ii) The exact sequence in theorem 4.3.1 could be extended to K2 and be-
yond with appropriate definitions of Ki(A, a), i ≥ 1. We shall discuss
this in the context of higher K-theory in chapter 6. Also the sequence
can be extended to the right. (see 4.4.3).
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4.4 Negative K-theory K−n, n positive integer

In [20], H. Bass defined the functors K−n using the notion of LF,NF
functors where F is “contracted”. We shall briefly present these ideas, which
lead to the extension of the Mayer - Vietoris sequence 4.1.1 to the right.

(4.4)A LF,NF functors and the functors K−n

Definition 4.4.1 An oriented cycle is an infinite cyclic group T with a desig-
nated generated t, together with submonoid T+ generated by t and submonoid
T− generated by t−1. We shall denote such a cycle by (T, T±).

Let F : (Rings) → Z-Mod be a functor. Define NF,LF : (Rings) → Z-
Mod as follows: NF (A) = NT+F (A) := Ker (F (A[T+]) → F (A)) where ε+ is
induced by the augmentation. Hence we have F (A[T+]) � F (A)⊕NT+F (A),
which is functorial in A.

The inclusions τ± : A[T±] ⊂ A[T ] induce a homomorphism F (A(T+)) ⊕
F (A[T−])

τ=(τ+,τ−)−→ F (A(T )), and we now define LF (A) = LTF (A) as coker-
nel of τ .

4.4.1 Let SeqF (A) = SeqTF (A) denote the complex

0 → F (A) e→ F (A[T+])⊕ F (A[T−]) τ→ F (A(T )) → LTF (A) → 0 (I)

where e(x) = (x,−x). Note that SeqF (A) is exact iff τ± are both monomor-
phisms and F (A) = Im(τ+) ∩ Im(τ−).
In this case, we could regard τ± as inclusions and have Im(τ) = F (A[T+]) +
F (A[T−]) = F (A) ⊕NT+F (A) ⊕NT−F (A).

Definition 4.4.2 Let (T, T±) be an oriented cycle, F : Rings → Z-Mod
a functor. A contraction of F is a natural homomorphism h = hT,A :
LTF (A) → F (A[T ]), which is right inverse for the canonical projection
p : F (A(T )) → LTF (A).

The pair (F, h) is called a contracted functor if further SeqTF (A) is acyclic
for all A.

Note that if (F, h) is a contracted functor, we have a decomposition

F (A[T ]) = F (A)⊕NT+F (A)⊕NT−F (A)⊕ Im(hT,A) (II)

where Im(ht,A) is isomorphic to LtF (A).
We also have the notion of morphism of contracted functors (F, h), (F ′, h′)

(see [20], p.661).
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Theorem 4.4.1 [20] Let ϕ : (F, h) → (F1, h1) be a morphism of contracted
functors. Then there are h′ and h′1 induced by h and h1, respectively, and
(Ker(ϕ), h1) and (Coker(ϕ), h′1) are contracted functors.

In particular, there are contracted functors (NF,Nh) and (LF,Lh). More-
over, there is a natural isomorphism (LNF,LNh) � (NLF,NLh) of con-
tracted functors.

Theorem 4.4.2 [20] “Fundamental theorem” Let (T, T+) be an oriented
cycle, A a ring, ∂+ : Nil0(A) → NT+K1(A) be the homomorphism defined by
∂+[P, v] = [P (t), ∂+(v)] where ∂+(v) : ∂1(v)−1∂1(tv) and ∂1(v) = 1− v.

Define h = hT,A : K0(A) → K1(A[T ]) by h[P ] =
[
P [T ], t1P [T ]

]
, P ∈ P(A).

Then

(i) ∂+ : Nil0 → NK1 is an isomorphism of functors.

(ii) The homomorphism h induces on passing to the quotient an isomorphis-
m K0 → LTK1. Using this isomorphism to identify K0 with LK1, we
now have that (K1, h) is a contracted functor.

Definition 4.4.3 Since K0 = LK1 by theorem 4.4.2, we now define K−1 as
LK0 and K−n as LnK0.

Remarks 4.4.1 (i) Theorem 4.4.2 and definition 4.4.3 above yield the
fundamental theorem for K0 and K1, stated, respectively, in 2.1.1(v)
and 4.2.1(ii).

(ii) Our next aim is to briefly indicate how to use the foregoing ideas on
LF and NF functors to extend the Mayer - Vietoris sequence in theo-
rem 4.1.1 to the right.

(4.4)B Mayer - Vietoris sequence

Definition 4.4.4 Let Cart be the category whose objects are Cartesian
squares

C : A

f1

��

f2 �� A2

g2

��
A1 g1

�� A′

(I)

in Rings such that g1 or g2 is surjective. If F : Rings→ Z-Mod is a functor
we associate to F and C, the sequence

F (A)
(f1,−f2)−→ F (A1)⊕ F (A2)

(g1
g2

)
−→ F (A′) . (II)
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A Mayer - Vietoris pair is a triple (F1, F0, δ) where F1, F0 : (Rings) → Z-
Mod are functors where δ associates to each C ∈ Cart as above a homo-
morphism δC : F1(A′) → F0(A), which is natural in C and is such that the
sequence

F1(A) → F1(A1)⊕ F1(A2) → F1(A′)
δ→ F0(A) →

→ F0(A1)⊕ F0(A2) → F0(A′) (III)

is exact.

Theorem 4.4.3 [20] Let ((F1, h1), (F0, h0), δ) be a Mayer - Vietoris
pair of contracted functors and let J denote either N or L. Then
((JF1, Jh1), (JF0, Jh0), Jδ) is also a Mayer - Vietoris pair of contracted func-
tors.

Corollary 4.4.1 [20] Let (F, h) be a contracted functor. Assume that there
is a δ such that ((F, h), (LF,Lh), δ) is a Mayer - Vietoris pair.
Then for the Cartesian square

C = A

f1

��

f2 �� A2

g2

��
A1 g1

�� A′

there is a long exact Mayer - Vietoris sequence

F (A) · · · → Ln−1F (A′) → LnF (A) → LnF (A1)⊕ LnF (A2)
→ LnF (A) → Ln+1F (A) .

Moreover, ((N iF,N ih), (LN iF,LN ih), δ) is also an M − V pair, and so,
there is a corresponding long Mayer - Vietoris sequence for the functors
(LnN iF ) n ≥ 0 for each i ≥ 0.

Remarks 4.4.2 Since by theorem 4.1.1, (K1,K0, δ) is an M − V pair, and
by theorem 4.4.2 we can identify LK1 with K0, we can apply 4.4.1 and de-
duce 4.4.4 below. For some applications see [103].

Theorem 4.4.4 Let C be as in 4.4.1. Then for each i ≥ 0, there is a long
exact M − V sequence

F (A) → · · · → Ln−1F (A′) → LnF (A) → LnF (A1)⊕ LnF (A2) → LnF (A′)
→ Ln+1F (A)

where F = N iK1.
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In case i = 0, the sequence above becomes

K1(A) → · · · → K0(A′) → K−1(A) → K1(A)⊕K−1(A2)
→ K−1(A′) → K−2 → · · ·

where we unite Kn(A) = LnK0(A) = Ln+1K1(A).

(4.4)C Exact sequence associated to an ideal

Remarks 4.4.3 Next we record the following result theorem 4.4.5, which
says that the sequence 4.3.1 can also be extended to the right. Recall Ex-
ample 1.3.1(xii) that if R is a non-unital ring, we can define K0(R) :=
Ker(K0(R+) → K0(Z) � Z).
As such LK0(R) := Ker(LK0(R+) → LK0(Z)) is defined since LK0(R+) and
LK0(Z) are defined. So we have the following result.

Theorem 4.4.5 Let A be a ring with identity and a a two-sided ideal in A
viewed as a non-unital ring. Then the exact sequence

→ K0(A) π∗→ K0(A/a) ∂→ K−1(a) i∗→ K−1(A) π∗→ K−1(A/a) ∂→ K−2(a) .

PROOF See [181], p.155.

Example 4.4.1 (i) If A = Z, a = 〈m〉, m ∈ Z, m > 0, K−n(Z) = 0, and
K−n(Z/m) � K−n−1(〈m〉) for all n > 1. (See [181]).

(ii) If G is a cyclic group of prime order p, one can show that K−n(ZG) = 0
for n > 1 by showing that if a = Ker(ZG → Z[ξ]) where ξ = e2πi/p,
then K−n(a) = 0 for all n > 1.

(4.4)D Localization sequence

In this subsection, we shall indicate how the localization sequence 4.2.1 can
be extended to the right. The results in this subsection are due to D.W. Carter
(see [32]).

4.4.2 Let R be a commutative ring and S a multiplicative set of elements
of R. We denote by A(R,S) the category whose objects are R-algebras on
which multiplication by any s in S is injective and whose morphisms are
exactly those R-algebra homomorphisms Λ → Γ for which Γ is flat as a right
Λ-module. We shall be interested in various functors from A(R,S) to Abelian
groups such as Grothendieck groups K0 and G0, the Whitehead groups K1

and G1, and three related functors K0HS ,KiS
−1(i = 0, 1), which we define
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as follows:

KiS
−1(Λ) := Ki

(
S−lΛ

)
, i = 0, 1

K0HS(Λ) := K0 (HSΛ)) .

Note that any functor from rings to Abelian groups may be viewed as functor
from A(R,S).

Definition 4.4.5 Let F be a functor from A(R,S) to Abelian groups. Then
we define another such functor, denoted LF , by

LF (Λ) = Coker
(
F (Λ[t])⊕ F (Λ[t−1]) → F (Λ[t, t−1])

)
where the indicated map is induced by the obvious inclusion (localizations).

Just as before (see 4.4.1, 4.4.2) we have the notion of F being contracted,
and we can already make several observations.

Remarks 4.4.4 (i) K0,KoS
−1; K1,K1S

−1 are contracted functors, and
LK1 � K0; LK1S

−1 ∼= K0S
−1.

Hence K−i = LiK0, K−iS−i = LiK0S
−i (i > 0).

(ii) If F,G are contracted functors, we also have the notion of morphism
of contracted functors F,G, i.e., a natural transformation α : F → G,
which respect the natural splittings, i.e., for all Λ, the square

LF (Λ)

Lα

��

�� F
(
Λ
[
t, t−1

])
α

��
LG(Λ) �� G

(
Λ
[
t, t−1

])
commutes.

If α : F → G is a morphism of contracted functors A(R,S) → Z-Mod,
then Ker(α), Coker(α) are also contracted functors. In particular, LF
is a contracted functor A(R,S) → Z-Mod.

(iii) Let 0 → F → G → H → 0 be a short exact sequence of functors
A(R,S) → Z-Mod. Suppose that F and H are contracted functors
A(R,S) → Z-Mod, then there exists a short exact sequence 0 → LF →
LG → LH → 0 where LF and LH are contracted functors A(R,S) →
Z-Mod, and G is acyclic.

Definition 4.4.6 K−i(HS(Λ)) := LiK0HS(Λ).

We now state the localization sequence for Kn ∀n ∈ Z.
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Theorem 4.4.6 [32] Let R be a commutative ring and let S be a multiplica-
tive set of elements of R. Let Λ be an R-algebra on which multiplication by any
s in S is injective. Let HS(Λ) denote the category of S-torsion left Λ-modules
that admit a finite resolution by finitely generated projective left Λ-modules.
Then the localization ψ : Λ → S−1Λ gives rise to a long exact sequence

Kn+1(Λ)
ψ∗→ Kn+1

(
S−1Λ

)
→ Kn (HS(Λ)) → Kn(Λ)

ψ∗→ Kn

(
S−1Λ

)
(for all integers n).

PROOF For the proof of the lower part of the sequence connecting
K0,K−1, K−2, . . . ,K−i see [32]. The part for higher K-theory is due to
D. Quillen and will be discussed in chapter 6.
TheK1−K0 localization sequence is due to H. Bass (see [20]). Although a gen-
eral localization sequence for higher K-theory was announced by D. Quillen,
the proof in the context of theorem 4.4.6 was supplied by S. Gersten
in [60].

We now state other results of D. Carter [32], connected with orders and
grouprings.

If R is a Dedekind domain with field of fractions F , and Λ is an R-
algebra on which multiplication by any non-zero element of R is injective,
we shall write SKn(Λ) := Ker(Kn(Λ) → Kn(Σ)) which Σ = Λ ⊗R F ;
Kn(Λ) = Kn(Σ)/Im(Kn(Λ)).

Theorem 4.4.7 [32] Let R be the ring of integers in a number field F , Λ =
RG, G a finite group of order s, Σ = FG. Then there exists an exact sequence

0 → K0(Z) → ⊕
p|sR

K0(Λ̂p)⊕K0(Σ) → ⊕
p|sR

K0(Σ̂p) → K−1(Λ) .

Moreover, K−n(Λ) = 0 for all n > 1.

PROOF See [32].

Corollary 4.4.2 In the notation of 4.4.7, let f, fp, rp, respectively, be the

number of isomorphism classes of irreducible F , F̂p, and R/p representations
of G. Then K−1(Λ) is a finitely generated Abelian group and rankK−1(Λ) =
f +

∑
p/sR

fp − rp).

PROOF See [32].
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(4.4)E K−n(A) := K0(SnA)

4.4.3 Remarks/Definition There is another definition of negative K-
groups K−nA of a ring A, due to M. Karoubi. The cone of A, CA, is defined
as the ring of matrices (aij) 1 ≤ i, j < ∞, aij ∈ A such that (1) the set
{aij |1 ≤ i, j < ∞} ⊂ A is finite; (2) The number of nonzero entries in each
row and in each column is finite.

Then M∞(A) := lim−→Mn(A) is a two-sided ideal of CA. Define the suspen-
sion of A, SA as the quotient CA/M∞(A). By iteration, we obtain SnA-called
nth suspension of A.

Definition 4.4.7 The negative K-groups K−n(A) is defined as K0(SnA).

One can show that this definition of K−n(A) coincides with the earlier one
by H. Bass.

(4.4)F K−n(A), A an additive category

Definition. The functor of Waldhausen’s negative nil groups depends on
the definition of negative K-groups for an additive category A. This in turn
depends on the definitions of polynomial extension A[z] and finite Laurent
extension A

[
z, z−1

]
of A. We now briefly introduce these ideas.

Define a metric on Zn by d(J,K) := max{|ji − ki| | 1 ≤ i ≤ n} ≥ 0 where
J = (j1, j2, . . . , jn), K = (k1, k2, . . . , kn) ∈ Zn. Let CZn(A) := Cn(A) be the
Zn-graded category of a filtered additive category A (see [168]). We shall
write Pn(A) for P0(Cn(A)) (n ≤ 1) the idempotent completion of the additive
category Cn(A). (Recall that if B is an additive category, the idempotent
completion P0(B) of B is defined as follows: obP0(B) are pairs (a, p) where
p : a→ a is a morphism such that p2 = p. A morphism f : (a, p) → (b, q) is a
morphism f : a→ b such that qfp = f).

Note that Cn+1(A) = C1(Cn(A)) and we have the identification
K1(Cn+1(A) = K0(P(A)) n ≥ 0 (see [168], 6.2).
Now define

K−n(A) := K1(Cn+1(A)

= K0(Pn(A)) n ≥ 1 (II)

Note If A is a ring, K−n(A) = K−n(Bf (A)) where Bf(A) is the category of
based finitely generated free A-modules.

4.4.4 Our next aim is to indicate how K−m(A) fits into split exact sequences

0 → K1−n(P0(A)) → K1−n(P0(A)[z])⊕ (P0(A)[z−1]))
→ K1−n(P0(A)[z, z−1]) → K−n(A) → 0

in the spirit of ideas in (4.4)A.
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Definition 4.4.8 Define the polynomial extension A[z] of an additive cate-
gory A as the additive category having, for each object L of A, one object

L[z] =
∞∑
k=0

zkL and one morphism f =
∞∑
k=0

zkfk : L[z] → L′[z] for each col-

lection {fk ∈ HomA(L,L′) | k ≥ 0} of morphisms in A with {k ≥ 0|fk 	= 0}
finite.

We can regard the category A[z] as a subcategory of C1(A) with objects M
such that

M(j) =
{
zjM(0) if j ≥ 0
0 if j < 0

One has the functor j+ : A[z] → A[z, z−1]; L[z] → L[z, z−1]. One defines
the polynomial extension A[z−1] similarly with an inclusion j− : A[z−1] →
A[z, z−1], L[z−1] → L[z, z−1]. The inclusion functors define a commutative
square of additive functors:

A

i+

��

j− �� A[z]

j+

��
A[z−1] �� A[z, z−1]

4.4.5 Now, given a functor

F : {Additive categories} −→ Z-Mod,

define the functor

LF : {Additive categories} −→ Z

A −→ LF (A) (III)

by LF (A) = Coker(j+, j−) : F (A[z])⊕ F (A[z1]) → F (A[z, z−1]).

Definition 4.4.9 Let A be an additive category. The lower K-groups of an
additive category A is defined by

K−n(A) = LnK0(P0(A)) (n ≥ 1) (II)

Definition 4.4.10 Following H. Bass, (see (4.4)A), we now say that a func-
tor F : {Additive categories} −→ Z-Mod is contracted if the chain complex

0 → F (A)
(i+

i−)
→ F (A[z])⊕ F (A[z−1])

(j+,j−)→ F (A[z, z−1]
q→ LF (A) → 0

has a natural chain contraction with q the natural projection.
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Proposition 4.4.1 [168] The functors

LnK1 : {Additive categories} −→ Z-Mod
A −→ LnK1(A)

for n ≥ 1 are contracted (L0K1 = K1), we have a natural identification

LnK1(A) = K1−n(P0(A)) = K1(Cn(A)) = K0(Pn−1(A)) .

Definition 4.4.11 For n ≥ 1, we define the n-fold Laurent polynomial ex-
tension of an additive category A as the additive category

A[Zn] = A[Zn−1][zn, z−1
n ]

= A[z, z−1
1 , z2, z

−1
2 , . . . zn, z

−1
n ]

where A[Z] = A[z1, z−1
1 ].

We could also view A[Zn] as the subcategory Cn(A) = CZn(A) with one
object M [Zn] for each object M in A graded by M [Zn](j1, j2, . . . , jm) =
zj11 z

j2
2 . . . zjmm M with Zn-equivariant morphism.

Theorem 4.4.8 [168] The torsion group of the n-fold Laurent polynomial
extension of A is such that up to natural isomorphism

K1 (A[Zn]) =
n∑
i=0

(
n

i

)
K1−i(P0(A)) ⊕ 2

(
n∑
i=1

(
n

i

)
Ñil1−i(A)

)

where Ñil∗(A) = Coker (K∗(A) → Nil∗(A)) and Nil∗(A) = K∗Nil∗(A).

Remarks 4.4.5 If A is a ring, and A = Bf (A), we recover the LF functors
defined on rings in (4.4)A, and the fundamental theorem of Lower K-theory
is that the functors K1−n : (Rings) → Z-Mod :A → K1−n(A) (n ≥ 0) are
contracted with natural identification LK1−n(A) = K−n(A).

4.5 Lower K-theory of grouprings of virtually infinite
cyclic groups

(4.5)A Farrell - Jones isomorphism conjecture

4.5.1 The aim of this section is to discuss some applications of the Mayer -
Vietoris sequences obtained above for negative K-theory to the computation
of lower K-theory of some infinite groups. The motivation for the K-theory
(lower and higher) of virtually cyclic groups is the Farrell - Jones conjecture,
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which says essentially that theK-theory of group rings of any discrete groupG
can be computed from the K-theory of virtually cyclic subgroups of G. How-
ever, we briefly introduce this conjecture in 4.5.1 below with the observation
that this conjecture will be fully discussed in chapter 14 together with Baum
- Connes conjectures as induction results under the umbrella of equivariant
homology theories.

4.5.2 Definition/Notations

(i) Let A be a ring with identity, α an automorphism of A, T = 〈t〉 an
infinite cyclic group generated by t, Aα[T ] the α-twisted Laurent se-
ries ring, i.e., Aα[t] = A[t] additively with multiplication defined by(
rti
) (
stj
)

= rα−1(s)ti+j , r, s ∈ A.
Let Aα[t] be the subgroup of Aα[T ] generated by A and t, i.e., Aα[t] is
the α-twisted polynomial ring.

(ii) For any n ∈ Z, we shall write NKn(A,α) := Ker
(
Kn(Aα[t]) εn→ Kn(A)

)
where ε is induced by the augmentation Aα[t] → A. If α is the identity
automorphism, Aα[t] = A[t], and we recover
NKn(A) := Ker (Kn(A[t]) → Kn(A)).

(iii) Note that in our discussion of classical K-theory, we shall be concerned
with n ≤ 1. Discussion of NKn for higher K-theory will be done in 7.5.

Definition 4.5.1 A discrete group V is called virtually cyclic if it contains a
cyclic subgroup of finite index, i.e., if V is finite or virtually infinite cyclic.

By [183] theorem 5.12, virtually infinite cyclic groups are of two types:

(1) V = G �α T is a semi-direct product where G is a finite group, α ∈
Aut(G), and the action of T is given by α(g) = tgt−1 for all g ∈ G.

(2) V is a non-trivial amalgam of finite groups and has the form V =
G0 ∗

H
G1 where [G0 : H ] = 2 = [G1, H ].

We denote by V Cy the family of virtually cyclic subgroups of G.

4.5.1 Farrell - Jones isomorphism conjecture

Let G be a discrete group and F a family of subgroups of G closed under
conjugation and taking subgroups, e.g., V Cy.

Let OrF (G) := {G/H | H ∈ F}, R any ring with identity.
There exists a “Davis - Lück” functor

KR : OrF (G) → Spectra (see [40] or chapter 14)
G/H → KR(G/H) = K(RH)
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where K(RH) is the K-theory spectrum such that πn(K(RH)) = Kn(RH)
(see 5.2.2(ii)).

There exists a homology theory (see chapter 14 or [40])

Hn(−,KR) : (GCWcxes → Z−Mod
X → Hn(X,KR) .

Let EF (G) be a G-CW-complex which is a model for the classifying space
of F .

Note that EF (G)H is homotopic to the one point space (i.e., contractible)
if H ∈ F and EF(G)H = ∅ if H /∈ F and EF(G) is unique up to homotopy.

There exists assembly map

AR,F : Hn (EF (G),KR) → Kn(RG) (see chapter 14) .

The Farrell - Jones isomorphism conjecture says that AR,V Cy :
Hn(EV Cy(G),KR) � Kn(RG) is an isomorphism for all n ∈ Z.

Remarks 4.5.1 (i) The Farrell - Jones (F/J) conjecture has been verified
for n ≤ 1 by A. Bartels, T. Farrell, L. Jones, and H. Reich (see [15]) for
any ring R where G is the fundamental group of a Riemann manifold
with strictly negative sectional curvature.

(ii) The F/J conjecture makes it desirable to study K-theory (higher and
lower) of virtually cyclic groups as possible building blocks for under-
standing K-theory of discrete groups.
Farrell and Jones studied lower K-theory of virtually infinite cyclic
groups in [55], while A. Kuku and G. Tang studied higher K-theory
of virtually infinite cyclic groups (see [125]). Their results are discussed
in 7.5.

(iii) The assembly maps are natural in the ring R and G. Hence there exists
a split cofibration of spectra over OrF (G):

KR→ KR[t] → NR where πn(NR) = NKn(RG) .

Let NAR,F : Hn (EF (G),NR) → NKn(RG) be the assembly map cor-
responding to the spectrum valued functor NR.

Proposition 4.5.1 [14] Assume that the assembly map AR,F is an isomor-
phism. Then AR[t],F is an isomorphism iff NAR,F is also an isomorphism.

Corollary 4.5.1 [14] Let R be the ring of integers in a number field F .
Assume that AR,F , AR[t],F are isomorphism for n ≤ 1. Then NKn(RG) = 0
for n ≤ −1.

PROOF See [14].
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(4.5)B A preliminary result

4.5.3 The construction of Cartesian and co-Cartesian squares of rings lead-
ing to computations of K-theory (higher and lower) of V will make use of the
following result proved in [123] by G. Tang and A. Kuku in this generality.
This result, proved in 7.5.9, is a generalization of an earlier result of T. Farrell
and L. Jones in [55] for R = Z, Λ = ZG.

Theorem 4.5.1 [123] Let R be the ring of integers in a number field F ,
Λ any R-order in a semi-simple F -algebra Σ. If α : Λ → Λ is an R-
automorphism, then there exists an R-order Γ ⊂ Σ such that

(1) Λ ⊂ Σ.

(2) Γ is α-invariant.

(3) Γ is a (right) regular ring. In fact, Γ is a (right) hereditary ring.

Remarks 4.5.2 Since any R-order is a Z-order, it follows that there exists
an integer s such that q = sΓ is both an ideal of Λ and Γ, and that we have
a Cartesian square Λ

��

�� Γ

��
Λ/q �� Λ/q

that yields a long exact sequence of lower

K-groups, i.e., Kn, n ≤ 1. In particular, if Λ = ZG, s = |G| fits the situation.

(4.5)C Lower K-theory for V = G�α T

In this subsection we briefly review some results on lower K-theory of V .

Theorem 4.5.2 Let R be the ring of integers in a number field F , V =
G×α T .

Then

(i) for all n < −1, Kn(RV ) = 0.

(ii) The inclusion RG → RV induces an epimorphism K−1(RG) →
K−1(RV ). Hence K−1(RV ) is a finitely generated Abelian group.

Remarks 4.5.3 The proof of 4.5.2 due to G. Tang and A. Kuku [123] is
given in 7.5 (i) and (ii) and constitutes a generalization of a similar result of
T. Farrell and L. Jones in [55] for ZV .
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Note that RV = (RG)α[T ], and so, if |G| = s and we put q = sΓ in the
notation of 4.5.10, we have a Cartesian square

RV

��

�� Γα[T ]

��(
RG/q

)
α

[T ] ��
(
Γ/q
)
α

[T ]

(I)

whose associated lower K-theory M − V sequence leads to required results
(see 7.5.12).

(4.5)D Lower K-theory for V = G0 ∗
H
G1

4.5.4 Let J be a category defined as follows:

obJ = {R = (R,B0, B1) | R a ring, Bi R-bimodules} .

A morphism (R,B0, B1) → (S,C0, C1) is a triple (f, ϕ0, ϕ1) where f : R→ S
is a unit preserving ring homomorphism and ϕi : Bi ⊗R S → Ci is an R− S-
bimodule homomorphism for i = 0, 1.

The composite of (R,B0, B1)
(f,ϕ0,ϕ1)−→ (S,C0, C1) and (S,C0, C1)

(g,ϕ0,ϕ1)−→
(T,D0, D1) is (R;B0, B1)

(gf,ψ0(ϕ0⊗1T ),ψ1(ϕ1⊗1T )−→ (T,D0, D1).
If R = (R,B0, B1) ∈ J , f : R→ S a ring homomorphism, then f induces a

morphism in J : (f, ϕ0, ϕ1) : (R,B0, B1) → (S, S ⊗RB0⊗R S, S⊗RB1⊗R S)
where for i = 0, 1, ϕi : Bi⊗RS → S⊗RBi⊗RS is defined by ϕi(b⊗s) = 1⊗b⊗s.
One checks easily that ϕ0, ϕ1 are R− S-bimodule homomorphism.

4.5.5 In the notations of 4.5.4, there exists a functor ρ : J → Rings defined
by

ρ(R) = Rρ =

⎛⎝ TR

(
B1 ⊗

R
B0

)
, B1 ⊗R TR

(
B0 ⊗

R
B1

)
B0 ⊗RTR

(
B1 ⊗RB0

)
TR(B0 ⊗B1)

⎞⎠ (II)

where TR(B1⊗RB0) and TR(B1⊗RB0) are tensor algebras, and multiplication
in Rρ is given by the matrix multiplication, and on each entry there exists
augmentation map ε : Rρ → (R 0

0 R ).
Define Nilgroup NKn(Rρ) by

NKn(Rρ) := Ker
(
Kn(Rρ)

εα→ Kn

(
R 0
0 R

))
(III)

for all n ∈ Z. At this point, we will focus on discussing NKn(Rρ) for n ≤ 1.
Results on higher Nil groups will be discussed in 7.5. Our next aim is to
compare NKn(Rρ) with Waldhausen nil groups. First, we briefly discuss one
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important context in which the triples R = (R,B0, B1) occur, i.e., in the
study of K-theory long exact sequences associated to co-Cartesian or pushout
squares of rings.

4.5.6 A pure inclusion τ : R → A of rings is an inclusion τ : R → A such
that there is a splitting A = τ(R)⊕ B as R-bimodules.

Now let
R

τ1

��

τ0 �� A0

j0

��
A1 j1

�� S

(I)

be a co-Cartesian (pushout) diagram of rings where τ0, τ1 are pure inclusions.
In this case, Ai = τi(R) ⊕ Bi (i = 0, 1) and S contains the tensor algebras
TR(B0 ⊗R B1) and TR(B1 ⊗R B0). The structure of (I) determines an object
R = (R,B0, B1) of J .

Moreover, there is associated to such a co-Cartesian square (I) a long exact
sequence (see [224]) for all n ∈ Z

· · ·Kn(A0)⊕Kn(A1) → Kn(S) → Kn−1(R)⊕NilWn−1(R) →

where NilWn−1(R) are the Waldhausen nil groups defined next (see 4.5.2).

Definition 4.5.2 Let R = (R,B0, B1) as in 4.5.4. Define a category
N ilW (R) as follows:

obN ilW (R) =

⎧⎨⎩
(P,Q; p, q) P ∈ P(R), Q ∈ P(R)

p : P → Q⊗R B0

q : Q→ P ⊗R B1

⎫⎬⎭
where p, q are R-homomorphisms such that there exist filtrations 0 = P0 ⊂
P1 ⊂ · · · ⊂ Pn = P , 0 = Q0 ⊂ Q1 ⊂ · · · ⊂ Qn = P such that p(Pi+1 ⊂
Qi ⊗R B0, q(Qi+1 ⊂ Pi ⊗R B1.

So, the following compositions

P
p→ Q⊗R B0

q×1→ P ⊗R B1 ⊗B0 → · · ·
Q

q→ P ⊗R B1
p×1→ Q⊗R B0 ⊗B1 → · · ·

vanish after a finite number of steps.

There exists a functor

F : N ilW (R) → P(R)× P(R)
(P,Q, p, q) → (P,Q)
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Define NilWn (R) := Ker(Kn(Nil(R) F∗→ Kn(P(R) × P(R)) for all n ∈ Z
(see [224]).

The next result due to F. Connolly and M. Da Silva [36] gives a connection
between NKn(Rρ) and NilWn−1(R).

Proposition 4.5.2 [36] There are natural isomorphisms NKn(Rρ) ∼=
NilWn−1(R) for n ≤ 1.

Remarks. It will be of interest to find out if 4.5.2 holds for n > 1.
Here are some vanishing results for Waldhausen Nils. The first result 4.5.3

is due to F. Waldhausen [224].

Proposition 4.5.3 [224] Let R be a regular ring. Then for any triple R =
(R,B0, B1) we have NilWn (R) = 0 for all n ∈ Z.

The next results 4.5.4 is due to F. Connolly and S. Passadis (see [93]).
Recall that a ring R is quasi-regular if it has a two-sided nilpotent ideal a
such that R/a is regular.

Proposition 4.5.4 [93] Let R be a quasi-regular ring. Then for any triple
R = (R,B0, B1) we have NilWn (R) = 0 for all n ≤ −1.

4.5.7 (a) Now let V = G0 ∗HG1 and consider Gi −H as the right coset of
H in G different from H . Then the free Z-module Z[Gi −H ] with basis
Gi−H is a ZH-bimodule that is isomorphic to ZH as a left ZH-module,
but the right action is twisted by an automorphism of ZH induced by an
automorphism of H . Then we have a triple (ZH,Z[G0−H ],Z[Gi−H ]).

(b) For α, β automorphisms of a ring R, we now consider the triple R =
(R;Rα, Rβ), which encodes the properties of ZH in (a).
For any automorphism α, let Rα be an R−R bimodule, which is, R as
a left R-module but with right multiplication given by a · r = aα(r).
The following result 4.5.3, due to A. Kuku and G. Tang [123], expresses
Rρ = ρ(R) as a twisted polynomial ring, thus facilitating computations
of Kn(R), NKn(R) when R = (R,Rα, Rβ). This result is proved in 7.5.

Theorem 4.5.3 [123] For the triple R = (R;Rα, Rβ), let Rρ := ρ(R), and

let γ be a ring automorphism of (R 0
0 R ) given by γ : ( a 0

0 b ) →
(
β(b) 0
0 α(b)

)
.

Then there is a ring isomorphism μ : Rρ
∼→ (R 0

0 R )γ [x].

Here are some consequences of 4.5.3, also due to Kuku/Tang (see [123]
or 7.5 for proofs).

Theorem 4.5.4 [123]

(i) Let R be a regular ring; then NKn(R;Rα, Rβ) = 0 for all n ∈ Z.

(ii) If R is quasi-regular, then NKn(R;Rα, Rβ) = 0 for all n ≤ 0.
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Note

Theorem 4.5.4 gives the NKn version of propositions 4.5.4 and 4.5.5.
We also have the following consequence of theorems 4.5.3 and 4.5.4 due to

Kuku/Tang [123].

Theorem 4.5.5 [123] Let V = G0 ∗
H
G1, and [G0 : H ] = 2 = [G1 : H ]. Then

NKn(ZH,Z[G0 −H ],Z[G1 −H ]) = 0 for n ≤ 0.

Remarks 4.5.4 (i) Let a discrete group G be an amalgamated free prod-
uct given by G = G0 ∗

H
G1 where G0, G1 are discrete groups and H a

finitely generated central subgroup of G0 and G1. In [94], D. Juan-
Pineda and S. Prassidis proved that the negative Waldhausen Nil
groups that appear in the computations of K-theory of ZG vanish, i.e.,
NKn(ZH,Z[G0−H ],Z[G1−H ] = 0 for n ≤ −1. They also proved that
if H = H ′×T s where H ′ is a finite group and T an infinite cyclic group,
then NK0(ZH,Z[G0 −H ],Z[G1 −H ]) is |H ′|-torsion.

(ii) The vanishing conjecture says that if G is a discrete group, then
Kn(ZG) = 0 for n ≤ −2. This conjecture has been proved for all
subgroups of cocompact discrete subgroups of Lie groups (see [15, 55]).
In [93] Pineda/Prassidis also show that if G0, G1 are groups for which
the vanishing conjecture holds, and H is a finitely generated central
subgroup of Gi (i = 0, 1), then the group G0 ×HG1 also satisfies the
vanishing conjecture.

(4.5)E Some Applications

4.5.8 One could interprete the negative K-groups in terms of bounded h-
cobordisms.

Let W be a manifold equipped with a surjective proper map pW : W → Rs,
i.e., W is parametrized over Rs. Assume also that the fundamental group
π1(W ) is bounded. Let W1,W

1 be two manifolds parametrized over Rs. A
map f,W → W 1 is said to be bounded if {p1 ◦ f(x) − p(x)|x ∈ W} is a
bounded subset of Rs.

A cobordism (W,M−, f−,M+, f+) over M− is a bounded cobordism if W
is parametrized over Rs, and we have a decomposition of its boundary ∂W into
two closed (n− 1)-dimensional manifolds ∂−W and ∂+W , two closed (n− 1)-
dimensional manifolds M− and M+, and diffeomorphisms f− : M− → ∂−W
and f+ : M+ → ∂+W such that the parametrization for M± is given by
pW ◦ f±. If we assume that the inclusions i± : ∂±W → W are homotopy
equivalences, then there exist deformations r± : W × I → W (x, t) → r±+(x)
such that r±0 = idW and r±1 (W ) ⊂ ∂±W .

A bounded cobordism is called a bounded h-cobordism if the inclusion i±

are homotopy equivalences and, in addition, deformations can be chosen such
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that S± = {pW ◦ r±t (x) − pW ◦ r±1 (x)|x ∈ W, t ∈ [0, 1]} are bounded subsets
of Rs. We now have the following theorem.

Theorem 4.5.6 [138] (Bounded h-cobordism theorem) Suppose that
M− is parametrized over Rs and satisfies dimM− ≥ 5. Let G be its fun-
damental group(oid). Then there is a bijective correspondence between equi-
valence classes of bounded h-cobordisms over M− modulo bounded diffeomor-
phism relative to M− and elements in κ1−s(G) where

κ1−s(G) =

⎧⎨⎩
Wh(G) if s = 0
K̃0(ZG) if s = 1
K1−s(ZG) if s ≥ 2

4.5.9 Let M be a compact manifold and p : M × Rs → Rs the nat-
ural projection. The space Pb(M : Rk) of bounded pseudo-isotopics is
the space of all self-homeomorphisms h : M × Rs × I → M × Rs × I
such that when restricted to M × Rs the map is h bounded (i.e., the set
{p ◦ h(y) − p(y)|y ∈ M × Rs × I} is a bounded subset of R. There is a
stabilization map Pb(M ; Rs) → Pb(M × I,Rs) and a stable bounded pseudo-
isotopy space Pb(M ; Rs) = codim

j
Pb(M × Ij ; Rs), as well as a homotopy

equivalence Pb(M ; Rs) → ΩPb(M ; Rs+1). Hence the sequence of spaces,
Pb(M ; Rs) s = 0, 1, . . . is an Ω-spectrum P(M) (see [138]).

One could also define in an analogous way the differentiable bounded
pseudo-isotopics P diffb (M ; Rs) and an Ω-spectrum Pdiff (M).

We now have the following.

Theorem 4.5.7 [138] Negative homotopy groups of pseudo-isotopies
Let G = π1(M). Assume that n1 and s are such that n + s ≥ 0. Then for
s ≥ 1, we have isomorphisms

πn+s(Pb(M ; Rs) =

⎧⎨⎩
Wh(G) if n = −1
K̃0(ZG) if n = −2
Kn+2(ZG) if n < −2

The result above also holds for P diffb (M ; Rs).

Exercises

4.1 Given the Cartesian square (I) in 4.1.1, verify that there exists an exact
sequence

K1(A) α1→ K1(A1)⊕K1(A2)
β1→ K1(A′)

δ→ K0(A) δ0→ K0(A1)⊕K0(A2)
β0→ K0(A′).
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4.2 Given the Cartesian square (I) in 4.1.1 where A,A1, A
′ are right Noethe-

rian rings such that A1, A2, A
′ are finitely generated A-modules, show that

the restriction homomorphisms Ai → A′(i = 0, 1) induce epimorphisms
Gi(Ai)⊕Gi(A2) −→ Gi(A′)(i = 0, 1).

Hence show that if B =
∏
Bi is a product of rings and A ⊂ B is a subring

that projects onto each Bi, then the homomorphisms Gi(B) =
∏
j Gi(Bj) −→

Gi(A)(i = 0, 1) are surjective.

4.3 Let A be a ring with identity, a a two-sided ideal of A. The double of A
along a is the ring D defined by D = {(x, y) ∈ A⊕A|x ≡ y mod a}.

(i) Show that K0(D) � K0(A, a) where K0(A, a) is defined as in 4.3.1.

(ii) Show that K1(D) � K1(A, a) ⊕K1(A) where K1(A, a) is as defined in
exercise 3.1.

4.4 Let F be a functor Rings → Z-Mod, (T, T+) an oriented cycle (see
definition 4.4.1), A a ring with identity, and seq F (A) the complex defined in
4.4.1. Show that Seq F (A) is exact iff τ+, τ− are both monomorphisms and
F (A) = Im(τ+) ∩ Im(τ−).

4.5 Let A be a commutative ring and (T, T+) an oriented cycle. Show that

K0(A[T n+]) = (1 +N)nK0(A)

and
K0(A[T n]) = (1 + 2N + L)nK0(A)

4.6 Let G be a finite Abelian group. Show that

(a) K0(Z[G× T n]) = (1 + 2N)nK0(ZG) ⊕ nLK0(ZG)

(b) K1(Z[G× T n]) = (1 + 2N)nK1(ZG) ⊕ nK0(ZG) ⊕ n(n−1)
2 LK0(ZG).

4.7 In the notation of 4.4.2, let 0 → F → G → H → 0 be a short exact
sequence of functors from A(R,S) to Z-Mod. Suppose that F and H are
contracted functors on the category of R-algebras. Show that there is a short
exact sequence 0 → LF → LG→ LH → 0 (where LF and LH are contracted
functors on the category of R-algebras) and G is acyclic. (Note that a functor
F : A(R,S) → Z-Mod is acyclic if the complex 0 → F (Λ) → F (Λ[t]) ⊕
F (Λ[t−1]) → F (Λ[t, t−1]) → LF (Λ) → 0 is exact for all objects Λ of A(R,S),
and F is said to be contracted if also the projection F (Λ[t, t−1]) → LF (Λ)
has natural splitting.)
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Chapter 5

Higher Algebraic K-theory –
definitions, constructions, and
relevant examples

In this chapter, we review mostly without proofs some basic definitions and
constructions for Higher K-theory. There are already several books in which
proofs can be found. See, for example, [25, 88, 198]. However, we give copious
examples to illustrate the definitions, constructions, and results.

5.1 The plus construction and higher K-theory of rings

(5.1)A The plus construction

This construction, which leads to a definition of higher K-groups for rings,
is due to D. Quillen. We shall, in 5.2, identify this construction as a special
case of a categorical construction also due to Quillen.

The definition of Kn(A), A any ring with identity, will make use of the
following results.

Theorem 5.1.1 [88, 198] Let X be a connected CW -complex, N a perfect
normal subgroup of π1(X). Then there exists a CW -complex X+ (depending
on N) and a map i : X → X+ such that

(i) i∗ : π1(X) → π1(X+) is the quotient map π1(X) → π1(X+)/N .

(ii) For any π1(X+)/N -module L, there is an ismorphism i∗ : H∗(X, i∗L) →
H∗(X+, L) where i∗L is L considered as a π1(X)-module.

(iii) The space X+ is universal in the sense that if Y is any CW -complex and
f : X → Y is a map such that f∗ : π1(X) → π1(Y ) satisfies f∗(N) = 0,
then there exists a unique map f+ : X+ → Y such that f+i = f .

87
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5.1.1 Some properties of the plus construction

LetX , Y be connected CW -complexes andN , N ′ perfect normal subgroups
of π1(X) and π1(Y ), respectively. Then

(a) The map (X × Y )+ → X+ × Y + is a homotopy equivalence.

(b) If f : X → Y is a continuous map such that π1(f)(N) = N ′ and π1(X)
is perfect with π1(X) = N , then the amalgamated sum Z = X+ ∪X Y
is homotopy equivalent to Y .

(c) If X̃ is the covering space of X that corresponds to the subgroup N ,
then X̃+ is up to homotopy the universal covering space of X+.

(For the proof of the statements above see [88].)

Definition 5.1.1 Let A be a ring, X = BGL(A) in theorem 5.1.1. Then
π1BGL(A) = GL(A) contains E(A) as a perfect normal subgroup. Hence, by
theorem 5.1.1, there exists a space BGL(A)+. DefineKn(A) = πn(BGL(A)+)
(see (5.2)A for a discussion of classifying spaces).

Examples/Remarks 5.1.1 For n = 0, 1, 2,Kn(A) as in definition 5.1.1
above can be identified respectively with classical Kn(A).

(i) π1(BGL(A)+) = GL(A)/E(A) = K1(A).

(ii) Note that BE(A)+ is the universal covering space of BGL(A)+, and so,
we have

π2(BGL(A)+) ≈ π2(BE(A)+) ≈ H2(BE(A)+) ∼= H2(BE(A))
∼= H2(E(A)) ≈ K2(A).

(iii) K3(A) = H3(St(A)). For proof see [58].

(iv) If A is a finite ring, then Kn(A) is finite — (see (7.1.12) or [112]).

(v) For a finite field Fq, K2n(Fq) = 0, K2n−1(Fq) = Z/(qn − 1) (see [162]).
In later chapters, we shall come across many computations of Kn(A) for
various rings, especially for orders and grouprings.

5.1.2 Hurewitz maps

The Hurewitz maps are very valuable for computations.
For any ring A with identity, there exists Hurewitz maps:

(i) hn : Kn(A) = πn(BGL(A)+) → Hn(BGL(A)+,Z) ≈ Hn(GL(A),Z) for
all n ≥ 1.
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(ii) hn : Kn(A) = πn(BE(A)+) → Hn(BE(A)+,Z) ≈ Hn(E(A),Z) for all
n ≥ 2.

(iii) hn : Kn(A) = πn(BSt(A)+) → Hn(BSt(A)+,Z) ≈ Hn(St(A),Z) for all
n ≥ 3.

Note that BGL(A)+ is connected, BE(A)+ is simply connected (i.e., one-
connected), and BSt(A)+ is 2-connected.

For a comprehensive discussion of Hurewitz maps see [7].

5.1.3 Products

Let R, R′ be two rings; R⊗ZR
′ := R ⊗ R′. Then the tensor product of

matrices induce GLn(R) × GLn(R′) → GLmn(R ⊗ R′) and hence the map
ηR,R

′
m,n : BGL(R)+ × BGLn(R′)+ → BGLm,n(R ⊗ R′)+, which can be shown

to yield a map γR,R
′

: BGL(R)+ × BGL(R′)+ → BGL(R ⊗ R′) (see [136].
Now γR,R

′
is homotopic to the trivial map on BGL(R)+ ∨ BGL(R′)+ and

hence induces a map γ̂R,R
′
: BGL(R)+∧BGL(R′)+ → BGL(R⊗R′)+. γ̂R,R

′

is natural in R, R′ bilinear, associative and commutative up to weak homotopy
(see [136]).

Now define the product map

∗ : Ki(R)×Kj(R′) → Ki+j(R⊗R′)

as follows. Let α : Si → BGL(R)+, β : Sj → BGL(R′)+ be representatives
of x ∈ Ki(R), y ∈ Kj(R′), respectively. Then

x ∗ y =
[
Si+j ≈ Si ∧ Sj α∩β→ BGL(R)+ ∧BGL(R′)+

γ̂R,R′

→ BGL(R⊗R′)+
]
.

The product ‘*’ is natural in R, R′, bilinear and associative for all i, j ≥ 1.
Hence we have a product ∗ : Ki(R)⊗Kj(R′) → Ki+j(R ⊗R′).

Now put R = R′. If R is commutative, then the ring homomorphism
! : R ⊗ R → R, !(a ⊗ b) = ab induces a ring structure on K∗(R), i.e.,

∗ : Ki(R)⊗Kj(R) ∗→ Ki+j(R ⊗ R)
�∗→ Ki+j(R). If R is a commutative ring,

then for all x ∈ Ki(R), y ∈ Kj(R), i, j ≥ 1 we have

x ∗ y = (−1)ijy ∗ x.
Note that the above construction of products is due to J. Loday (see [136]).

5.1.4 KM
n -Milnor K-theory

Let A be a commutative ring with identity and T (A∗) the tensor algebra
over Z where A∗ is the Abelian group of invertible elements of A. For any
x ∈ A∗−{1}, the elements x⊗(1−x) and x⊗(−x) generate a 2-sided ideal I of
T (A∗). The quotient T (A∗)/I is a graded Abelian group whose component in
degree 0, 1, 2 are, respectively, Z, A∗ and KM

2 (A) whereKM
2 (A) is the classical

K2-group (see 3.3).
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5.1.5 Connections with Quillen K-theory

(i) As remarked above, KM
n (A) = KQ

n (A) for n ≤ 2.

(ii) First observe that there is a well-defined product KQ
m(A) × KQ

n (A) →
KQ
m+n(A), due to J. Loday (see 5.1.3 on page 89). Now, there exists a

map φ : KM
n (A) → KQ

n (A) constructed as follows: we use the isomor-
phismK1(A) � A∗ to embed A∗ inK1(A) and use the product in Quillen
K-theory to define inductively a map (A∗)n → K1(A)n → Kn(A), which
factors through the exterior power ΛnA∗ over Z, and hence through the
Milnor K-groups KM

n (A), yielding the map φ : KM
n (A) → Kn(A).

If F is a field, we have the following more precise result due to A. Suslin.

Theorem 5.1.2 [201] The kernel of φ : KM
n (F ) → Kn(F ) is annihilated by

(n− 1)!.

5.1.6 Kk−v
n -K-theory of Karoubi and Villamayor

Let R(Δn) = R[t0, t1, . . . , tn]/(
∑
ti − 1) � R[t1, . . . , tn]. Applying the

functor GL to R(Δn) yields a simplicial group GL(R(Δ∗)).

Definition 5.1.2 Let R be a ring with identity. Define the Karoubi - Vil-
lamayor K-groups by Kk−v

n (R) = πn−1(GL(R[Δ∗]) = πn(BGL(R[Δ∗]) for
all n ≥ 1. Note that π0(GL(R[Δ∗]) is the quotient GL(R)/uni(R) of K1(R)
where Uni(R) is the subgroup of GL(R) generated by unipotent matrices, i.e.,
matrices of the form 1 +N for some nilpotent matrix N .

Theorem 5.1.3 [58]

(i) For p ≥ 1, q ≥ 0, there is a spectral sequence E1
pq = Kp(R[Δq]) =⇒

Kk−v
p+q (R).

(ii) If R is regular, then the spectral sequence in (i) above degenerates and
Kn(R) = Kk−v

n (R) for all n ≥ 1.

Definition 5.1.3 A functor F : Rings → Z-Mod (Chain complexes, etc.)
is said to be homotopy invariant if for any ring R, the natural map R →
R[t] induces an isomorphism F (R) ≈ F (R[t]). Note that if F is homotopy
invariant, then the simplicial object F (R[Δ∗]) is constant.

Theorem 5.1.4 The functors Kk−v
n : Rings → Z-Mod is homotopy invari-

ant, i.e., Kk−v
n (R) ∼= Kk−v

n (R[t]) for all n ≥ 1.

Note. In view of 5.1.13, Kk−v
n is also denoted Kh

n (h for homotopy) since it
is a homotopy functor.
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5.2 Classifying spaces and higher K-theory of exact cat-
egories – Constructions and examples

(5.2.)A Simplicial objects and classifying spaces

Definition 5.2.1 Let Δ be a category defined as follows: ob(Δ) = ordered
sets n = {0 < 1 < · · · < n}. The set HomΔ(m,n) of morphisms from m to n
consists of maps f : m→ n such that f(i) ≤ f(j) for i < j.

Let A be any category. A simplicial object in A is a contravariant functor
X : Δ → A where we write Xn for X(n). Thus, a simplicial set (resp. group;
resp. ring; resp. space, etc.) is a simplicial object in the category of sets (resp.
group; resp. ring; resp. space, etc). A co-simplicial object is covariant functor
X : Δ → A.

Equivalently, one could define a simplicial object in a category A as a set of
objects Xn(n ≥ 0) in A and a set of morphisms δi : Xn → Xn−1(0 ≤ i ≤ n)
called face maps as well as a set of morphisms sj : Xn → Xn+1(0 ≤ j ≤ n)
called degeneracy maps satisfying “simplicial identities” (see [238], p. 256).
We shall denote the category of simplicial sets by S sets.

Definition 5.2.2 The geometric n-simplex is the topological space

Δ̂n =
{
(x0, x1, . . . , xn) ∈ Rn+1 | 0 ≤ xi ≤ 1 ∀i and

∑
xi = 1

}
.

The functor Δ̂ : Δ → spaces given by n→ Δ̂n is a co-simplicial space.

Definition 5.2.3 Let X∗ be a simplicial set. The geometric realization of
X∗ written |X∗|is defined by |X∗| := X ×Δ Δ̂ = ∪n≥0(Xn × Δ̂n)/ ≈ where
the equivalence relation ‘≈’ is generated by (x, φ∗(y)) ≈ (φ∗(x), y) for any
x ∈ Xn, y ∈ Ym, and φ : m→ n in Δ and where Xn× Δ̂n is given the product
topology and Xn is considered a discrete space.

Examples/Remarks 5.2.1 (i) Let T be a topological space, Sing∗T=
{SingnT } where SingnT = {continuous mapsΔ̂n → T }. A map
f : n → m determines a linear map Δ̂n → Δ̂m and hence induces a
map f̂ : SingmT → SingnT . So Sing∗T : Δ → sets is a simplicial set.
Call Sing∗T a Kan complex.

(ii) For any simplicial set X∗, |X∗| is a CW-complex with Xn in one-one
correspondence with n-cells in |X∗|.

(iii) For any simplicial sets X∗, Y∗, |X∗|×|Y∗| ∼= |X∗×Y∗| where the product
is such that (X∗ × Y∗)n = Xn × Yn.
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Definition 5.2.4 Let A be a small category. The Nerve of A, written NA,
is the simplicial set whose n-simplices are diagrams

An = {A0
f1−→ A1 −→ · · · fn−→ An}

where the Ai are A-objects and the fi are A-morphisms. The classifying space
of A is defined as |NA| and is denoted by BA.

5.2.1 Properties of BA

(i) BA is a CW -complex whose n-cells are in one-one correspondence with
the diagrams An above. (See 5.2.4(ii)).

(ii) From Examples/Remarks 5.2.1(iii), we have, for small categories C, D(I)
B(C ×D) ≈ BC × BD where BC ×BD is given the compactly generated
topology (see [88, 198]). In particular we have the homeomorphism (I)
if either BC or BD is locally compact (see [198]).

(iii) Let F , G be functors, C → D (C, D small categories). A natural trans-
formation of functors η : F → G induces a homotopy BC × I → BD
from BC to BD (see [165, 198]).

(iv) If F : C → D has a left or right adjoint, then F is a homotopy equivalence
(see [165, 198]).

(v) If C is a category with initial or final object, then BC is contractible
(see [165, 198]).

Examples 5.2.1 (i) A discrete group G can be regarded as a category
with one object G whose morphisms can be identified with the elements
of G.

The nerve of G, written N∗G, is defined as follows: −Nn(G) = Gn, with
face maps δi given by:

δi(g1, . . . , gn) =

⎧⎨⎩
(g2, . . . , gn) i = 0
(g1, . . . , gigi+1, . . . , gn) 1 ≤ i < n− 1
(g1, . . . , gn) i = n− 1

and degeneracies si given by

si(g1, g2, . . . , gn) = (g1, . . . , gi, 1, gi+1, . . . , gn).

The classifying space BG of G is defined as |N∗(G)| and it is a connected
CW-complex characterized up to homotopy type by the property that
π1(BG, ∗) = G and πn(BG, ∗) = 0 for all n > 0 where ∗ is some base
point of BG. Note that BG has a universal covering space usually
denoted by EG. (See [135]).
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Note that the term classifying space of G comes from the theory of fiber
bundles. So, if X is a finite cell complex, the set [X,BG] of homotopy
classes of maps X → BG gives a complete classification of the fiber
bundles over X with structure group G.

(ii) Let G be a topological group (possibly discrete) and X a topological G-
space. The translation category X of X is defined as follows: −ob(X) =
elements of X ; HomX(x, x′) = {g ∈ G|gx = x′}. Then the nerve of X is
the simplicial space equal to Gn×X in dimension n. BX = |Nerve ofX |
is the Borel space EG×GX (see [135]).

(iii) Let C be a small category, F : C → Sets a functor, CF a category defined
as follows

obCF = {(C, x)|C ∈ obC, x ∈ F (C)}.
A morphism from (C, x) to (C′, x′) is a morphism f : C → C′ such that
f∗(x) = x′.

The homotopy colimit of F is defined as hocolim F := BCF . This construc-
tion is also called the Bousfield - Kan construction. If the functor F is trivial,
we have BCF = BC (see [135]).

(5.2)B Higher K-theory of exact categories - definitions and
examples

In 1.4, we discussed K0 of exact categories C, providing copious examples.
In this section, we define Kn(C) for all n ≥ 0 with the observation that
this definition generalizes to higher dimensions the earlier ones at the zero-
dimensional level.

Definition 5.2.5 Recall from 1.4 that an exact category is a small additive
category C (which is embeddable as a full subcategory of an Abelian category A)

together with a family E of short exact sequences 0 → C′ i→ C j→ C′′ → 0(I)
such that E is the class of sequences, (I) is C that are exact in A, and C is

closed under extensions (i.e., for any exact sequence 0 → C′ i→ C
j→ C′′ → 0)

in A with C′, C′′ in C, we have C ∈ C.
In the exact sequence (I) above, we shall refer to i as inflation or admissible

monomorphism, j as a deflation or admissible epimorphism; and to the pair
(i, j) as a conflation.

Let C be an exact category. We form a new category QC whose objects
are the same as objects of C such that for any two objects M,P ∈ ob(QC), a

morphism from M to P is an isomorphism class of diagrams M
j
� N

i� P
where i is an admissible monomorphism and j is an admissible epimorphism

in C, that is, i and j are part of some exact sequences 0 → N
i� P � P ′ → 0

and 0 → N ′ → N
j
� M → 0, respectively.
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Composition of arrows M � N � P and P � R � T is defined by the
following diagram, which yields an arrow

M � N ×P T � T

in QC
M

↑↑
N � P

↑↑ ↑↑

N ×P T → R � T

Definition 5.2.6 For all n ≥ 0, define

Kn(C) := πn+1(BQC, o),

see [165].

Examples 5.2.2 (i) For any ring A with identity, the category P(A) of
finitely generated projective modules over A is exact and we shall write
Kn(A) for Kn(P(A)).

Note that for all n ≥ 1, Kn(A) coincides with the groups πn(BGL(A)+)
defined in 5.1.3.

(ii) Let A be a left Noetherian ring. Then M(A), the category of finite-
ly generated (left)-A modules, is an exact category, and we denote
Kn(M(A)) by Gn(A). The inclusion functor P(A) → M(A) induces
a homomorphism Kn(A) → Gn(A).

If A is regular, then Kn(A) ≈ Gn(A) (see Remarks and Examples
6.1.1(i)).

(iii) LetX be a scheme (see [79]), P(X) the category of locally free sheaves of
OX -modules of finite rank (or equivalent category of finite dimensional
(algebraic) vector bundles on X .) Then P(X) is an exact category and
we write Kn(X) for Kn(P(X)) (see [164, 165]).

If X = Spec(A) for some commutative ring A, then we have an equiva-
lence of categories:

P(X) → P(A) : E → Γ(X,E) = {A−modules of global sections}

with inverse equivalence P(A) → P(X) given by

P → P̃ : U → OX(U)⊗A P.

So,
Kn(A) ≈ Kn(X).
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(iv) If X is a Noetherian scheme, then the category M(X) of coherent
sheaves of OX -modules is exact. We write Gn(X) for Kn(M(X)). If
X = Spec(A), then we have an equivalence of categoriesM(X) ≈M(A)
and Gn(X) ≈ Gn(A) (see [165]).

(v) Let R be a commutative ring with identity, Λ an R-algebra finitely
generated as an R-module, PR(A) the category of left Λ-lattices. Then
PR(Λ) is an exact category and we write Gn(R,Λ) for Kn(PR(Λ)). If
Λ = RG, G a finite group, write Gn(R,G) for Gn(R,RG). If R is
regular, then Gn(R,Λ) ≈ Gn(Λ) (see [106]).

(vi) Let G be a finite group, S a G-set, S the translation category of S
(or category associated to S) (see 1.1.5). Then, the category [S, C] of
functors from S to an exact category C is also an exact category. We
denote by KG

n (S, C) the Abelian group Kn([S, C]). As we shall see later,
KG
n (−, C) : GSet→ Ab is a ‘Mackey’ functor, for all n ≥ 0 (see theorem

10.1.2).

If S = G/G and CG denotes the category of representations of G in C,
then [G/G, C] ≈ CG. In particular, [G/G,P(R)] ≈ P(R)G ≈ PR(RG),
and so, KG

n [G/G,P(R)] ≈ Kn(P(R)G) ≈ Gn(RG) if R is regular. As
explained in Example 1.4.1(vi), when R = C, K0(P(C)G) ≈ G0(C, G) ≈
G0(CG) = Abelian group of characters χ : G→ C.

We shall discuss relative generalizations of this in chapter 10.

(vii) Let X be a compact topological space, F = R or C. Then the category
V BF (X) of vector bundles of X is an exact category and we can write
Kn(V BF (X)) as KF

n (X).

(viii) Let X be an H-space; m,n positive integers; Mn
m an n-dimensional

mod−m Moore space, that is, the space obtained form Sn−1 by attach-
ing an n−cell via a map of degree m (see [30, 158]). Write πn(X,Z/m)
for [Mn

m, X ], the set of homotopy classes of maps from Mn
m to X .

If X = BQC where C is an exact category, write Kn(C,Z/m) for
πn+1(BQC,Z/m), n ≥ 1, and call this group the mod-m higher K-
theory of C. This theory is well-defined for C = P(A) where A is any
ring with identity and we write Kn(A,Z/m) for Kn(P(A),Z/m). If X is
a scheme, write Kn(X,Z/m) for Kn(M(A),Z/m), while for a Noetheri-
an scheme X we shall write Gn(X,Z/m) for Kn(M(X),Z/m). For the
applications, it is usual to consider m = ls where l is a prime and s a
positive integer (see chapter 8).

(ix) Let G be a discrete Abelian group, Mn(G) the space with only one
non-zero reduced integral cohomology group H̃n(Mn(G)). Suppose that
H̃n(Mn(G)) = G. If we write πn(X,G) for [Mn(G), X ], and we put
G = Z/m, we recover (viii) above since Mn

m = Mn(Z/m). If G = Z,
then Mn(Z) = Sn, and so, πn(X,Z) = [Sn, X ] = πn(X).
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(x) With notations as in (ix), let Mn+1
l∞ = lim→s

Mn+1
ls . For all n ≥ 0, we shall

denote [Mn+1
l∞ , BC] (C an exact category) by Kpr

n (C, Ẑl) and call this
group the profinite (higher) K-theory of C. By way of notation, we shall
write Kpr

n (A, Ẑl) if P = M(A), A any ring with identity; Gprn (A, Z̃l) if
C = M(A), A any Noetherian ring; Kpr

n (X, Z̃l) if C = P(X), X any
scheme; and Gprn (X, Z̃l) if C = M(X), X a Noetherian scheme. For a
comprehensive study of these constructions and applications especially
to orders and groupings, see chapter 8.

(5.2)C K-groups as homotopy groups of spectra

5.2.1 The importance of spectra for this book has to do with the fact that
higher K-groups are often expressed as homotopy groups of spectra E = {Ei}
whose spaces Ei ≈ ΩkEi+k (for k large) are infinite loop spaces. (It is usual
to take i = 0) and consider E0 as an infinite loop space.) Also, to each
spectrum can be associated a generalized cohomology theory and vice-versa.
Hence, Algebraic K-theory can always be endowed with the structure of a
generalized cohomology theory. We shall come across these notions copiously
later.

Definition 5.2.7 A spectrum E = {Ei} for i ∈ Z is a sequence of based
space En and based homeomorphisms Ei ≈ ΩEi+1(I). If we regard Ei = 0 for
negative i, call E a connective spectrum.

A map f : E = {Ei} → {Fi} = F of spectra is a sequence of based
continuous maps strictly compatible with the given homeomorphism (I). The
spectra form a category, which we shall denote by Spectra.

From the adjunction isomorphism [ΣX,Y ] = [X,ΩY ] for spaces X,Y , we
have πn(ΩEi) ∼= πn+1(E1), and so, we can define the homotopy group of a
connective spectrum E as πn(E) = πn(E0) = πn+1(E1) = ... = πn+i(Ei) =
· · · = lim

i
πn+i(Ei).

5.2.2 Each spectrum E = {En} gives rise to an extraordinary cohomology
theory En in such a way that if X+ is a space obtained from X by adjoining a
base point, En(X) = [X+, En] and conversely. This cohomology theory is also
denoted by Hn(X,E). One can also associate to E a homology theory defined
by En(X) = limk→+∞ πn+k(Ek ∧X+), which is also denoted Hn(X,E).

Let X+ = (X,x), Y+ = (Y, y) be two pointed spaces. Recall that the smash
product is defined by

X ∧ Y = X × Y/({x} × Y ∪X × {y}).

Now, if E is a spectrum and X+ a pointed space, we define a smash product
spectrum X ∧ E by (X ∧E)n = X ∧ En.
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Recall also that for a pointed space X , the reduced cone

cone(X) := X × [0, 1]/(X × {1}) ∪ {x} × [0, 1].

If A is a subspace of X , then the spectrum E defines a homology theory

Hn(X,A;E) := πn(X+

⋃
A+

cone(A+)
∧
E).

We shall use these ideas when we discuss equivariant homology theories in
Chapter 14.

Examples 5.2.3 (i) Eilenberg - Maclane Spectrum

Let Es = K(A, s) where each K(A, s) is an Eilenberg - Maclane space
(where A is an Abelian group and πn(K(A, s)) = δns(A). By adjunction
isomorphism, we have K(A, n) ≈ ΩK(A, n+ 1), and get the Eilenberg -
Maclane spectrum whose associated cohomology theory is ordinary co-
homology with coefficients in A, otherwise defined by means of singular
chain complexes.

(ii) The suspension spectrum

Let X be a based space. The nth space of the suspension spec-
trum Σ∞X is Ω∞Σ∞(

∑nX) and the homotopy groups πn(Σ∞X) =
limk→∞ πn+k(ΣkX). When X = S0, we obtain the sphere spectrum
Σ∞(S0) and πn(Σ∞(S0)) = limk→∞ πn+k(Sk), called the stable n-stem
and denoted by πSn .

Note that there is an adjoint pair (Σ∞,Ω∞) of functors between spaces
and spectra and we can write Σ∞X = {X,ΣX,Σ2X, ...}. Also, if E is an
Ω-spectrum, Ω∞E is an infinite loop space (indeed, every infinite loop
space is the initial space of an Ω-spectrum), and πn(E) = [Σ∞Sn, E] =
πn(Ω∞E).

5.2.2 Higher K-groups as homotopy groups of spectra

(i) We now have another way of definingKn(C) when C is an exact category.
We could also obtain Kn(C) via spectra. For example, we could take
the Ω-spectrum (see 1.2) BQC = {ΩBQC, BQC, BQ2C, ...} where QiC
is the multi-category defined in [225] and πn(BQC) = Kn(C).

(ii) Let R be any ring with identity. The suspension ΣR of R is defined as
ΣR = ΣZ⊗ZR, where ΣZ = CZ/JZ; where CZ, the cone of Z, is the set
of infinite matrices with integral coefficients having only a finite number
of nontrivial elements in each row and column; JZ is the ideal of CZ
consisting of all entries having only finitely many nontrivial coefficients.

Note that Kn(R) ∼= Kn+1(ΣR) for all n ≥ 0/.
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The K-theory spectrum of R is the Ω-spectrum KR whose nth space is
(KR)n = Ko(ΣnR)×BGL(ΣnR)+ for all n ≥ 0 and Ki(R) �� πi(KR)
for all i ≥ 0.

We shall sometimes write K(R) or K(R) for KR.

(iii) For any CW -complex X , let X(n) be the nth connected cover of X , that
is, the fiber of the nth Postinikov section X → X [n] of X (see [7]). So,
X(n) is n-connected and πi(X(n)) � πi(X) for all i ≥ n.

Now, for any ring R, the zero-connected K-theory spectrum of R is the
Ω-spectrum XR whose nth space is (XR)n = BGL(

∑n
R)+(n) for all

n ≥ 0. Then, for all integers i ≥ 1, Ki(R) � πi(XR).

5.3 Higher K-theory of symmetric monoidal categories
– definitions and examples

5.3.1 A symmetric monoidal category is a category S equipped with a func-
tor ⊥ : S × S → S and a distinguished object 0 such that ⊥ is coherently
associative and commutative in the sense of Maclane (that is, satisfying prop-
erties and diagrams in definition 1.3.1). Note that BS is anH-space (see [62]).

Examples 5.3.1 (i) Let (Iso S) denote the subcategory of isomorphism-
s in S, that is, ob(Iso S) = obS; morphisms are isomorphisms in S.
π0(Iso S)= set of isomorphism classes of objects of S. Then Siso :=
π0(Iso S) is monoid.

Iso(S) is equivalent to the disjoint union
∐
AutS(S), and B(Iso S) is

homotopy equivalent to
∐
B(AutS(S)), S ∈ Siso.

(ii) If S = FSet in (1), AutFSet(S) �
∑
n (symmetric group of degree n).

Iso(FSet) is equivalent to the disjoint union
∐

Σn. B(Iso(FSet)) is
homotopy equivalent to

∐
B
∑

n .

(iii) B(Iso P(R)) is equivalent to disjoint union
∐
B Aut(P ) P ∈ P(R).

(iv) Let F(R) = category of finitely generated free R-modules (IsoF(R)) =∐
GLn(R), and B(Iso (F (R))) is equivalent to disjoint union∐
BGLn(R). If R satisfies the invariant basis property, then Iso(F(R))

is a full subcategory of Iso(P(R)), and Iso(F(R)) is cofinal in
Iso(P(R)).

5.3.2 Suppose that every map in S is an isomorphism and every translation
S ⊥ : AutS(T ) → AutS(S ⊥ T ) is an injection. We now define a category
S−1S such that K(S) = B(S−1S) is a ‘group completion’ of BS.
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Recall that a group completion of a homotopy commutative and homotopy
associativeH-spaceX is anH-space Y together with anH-space map X → Y
such that π0(Y ) is the group completion of (that is, the Grothendieck group
associated to) the monoid π0(X) (see 1.2.1), and the homology ring H∗(Y,R)
is isomorphic to the localization π0(X)−1H∗(X,R) of H∗(X,R).

Definition 5.3.1 Define S−1S as follows:

ob(S−1S) = {(S, T )|S, T ∈ obS}.

morS−1S((S1, T1), (S
′
1, T

1′
1 )) =

{
equivalence classes of composites

(S1, T1)
S⊥→ (S ⊥ S1, S ⊥ T1)

(f,g)→ ((S
′
1, T

′
1)).

(i) The composite

(S1, T1)
S⊥→ (S ⊥ S1, S ⊥ T1)

(f,g)
� ((S

′
1, T

′
1))

is said to be equivalent to

(S1, T1)
T⊥→ (T ⊥ S1, T ⊥ T1)

(f
′
,g

′
)→ ((S′1, T

′
1))

if there exists is an isomorphism α : S ∼= T in S such that composition
with α ⊥ S1, α ⊥ T1 send f ′ and g′ to f .

(ii) Since we have assumed that every translation is an injection in 5.3.2, it
means that S−1S determines its objects up to unique isomorphism.

(iii) S−1S is a symmetric monoidal category with (S, T ) ⊥ (S′, T ′) = (S ⊥
S′, T ⊥ T ′), and the functor S → S−1S : S → (0, S) is monoidal.
Hence, B(S−1S) is an H-space (see [62]).

(iv) BS → B(S−1S) is an H-space map and π0(S) → π0(S−1S) is a map
of Abelian monoids.

(v) π0(S−1S) is an Abelian group.

Examples 5.3.2 (i) If S =
∐
GLn(R) = IsoF(R), then B(S−1S) is a

group completion of BS and B(S−1S) is homotopy equivalent to Z ×
BGL(R)+. See [62] for a proof. See theorem 5.3.1 for a more general
formulation of this.

(ii) For S = IsoFSet, BS−1S is homotopy equivalent to Z × B
∑+ where

Σ is the infinite symmetric group (see [62]).

Definition 5.3.2 Let S be a symmetric monoidal category in which every
morphism is an isomorphism. Define K⊥n (S) := πn(B(S−1S)). Note that
K⊥0 as defined above coincides with K⊥0 (S) as defined in 1.3.1. This is be-
cause K⊥0 (S) = π0(B(S−1S)) is the group completion of the Abelian monoid
π0(S) = Siso. For a proof, see [62].
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Remarks 5.3.1 Suppose that S is a symmetric monoidal category, which
has a countable sequence of objects S1, S2, ..., such that Sn+1 = Sn ⊥ Tn for
some Tn ∈ S and satisfying the cofinality condition; that is, for every S ∈ S,
there exists an S′ and an n such that S ⊥ S′ ∼= Sn. If this situation arises,
then we can form Aut(S) = co limn→∞AutS(Sn).

Theorem 5.3.1 [62] Suppose that S = Iso(S) is a symmetric monoidal cat-
egory whose translations are injections, and that the conditions of Remarks
5.3.1 are satisfied so that the group Aut(S) exists. Then the commutator sub-
group E of Aut(S) is a perfect normal subgroup; K1(S) = Aut(S)/E, and
BAut(S)+ is the connected component of the identity in the group completion
of B(S−1S). Hence, B(S−1S) ∼= K0(S)× BAut(S)+.

Example 5.3.1 Let R be a commutative ring with identity. We saw in
1.3.4(viii) that (S = Pic(R),⊗) is a symmetric monoidal category. S-
ince π0(S) is a group, S and S−1S are homotopy equivalent (see [62]).
Hence, we get K0Pic(R) = Pic(R), K1(Pic(R)) = U(R), units of R, and
Kn(Pic(R)) = 0 for all n ≥ 2 (see [240]).

5.4 Higher K-theory of Waldhausen categories – defini-
tions and examples

Definition 5.4.1 A category with cofibrations is a category C with zero ob-
ject together with a subcategory co(C) whose morphisms are called cofibrations
written A � B and satisfying axioms

(C1) Every isomorphism in C is a cofibration.

(C2) If A � B is a cofibration, and A→ C a C-map, then the pushout B∪AC
exists in C.

A � B

↓ ↓
C � B ∪A C

• Hence, coproducts exist in C, and each cofibration A � B has a
cokernel C = B/A.

• Call A � B � B/A a cofibration sequence.

(C3) For any object A, the unique map 0 → A is a cofibration.
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Definition 5.4.2 A Waldhausen category (or W -category for short) C is a
category with cofibrations together with a subcategory w(C) of weak equiva-
lences (w.e. for short) containing all isomorphisms and satisfying the Gluing
axiom for weak equivalences: For any commutative diagram

C ← A � B
↓∼ ↓∼ ↓∼
C′ ← A′ � B′

in which the vertical maps are weak equivalences and the two right horizontal
maps are cofibrations, the induced map B ∪A C → B′ ∪A′ C′ is also a weak
equivalence.

We shall sometimes denote C by (C, w).

Definition 5.4.3 A Waldhausen subcategory A of a W -category C is a sub-
category which is also W -category such that

(a) The inclusion A ⊆ C is an exact functor.

(b) The cofibrations in A are the maps in A which are cofibrations in C and
whose kernel lies in A.

(c) The weak equivalences in A are the weak equivalences of C that lie in A.

Definition 5.4.4 A W -category C is said to be saturated if whenever (f, g)
are composable maps and fg is a w.e. Then f is a w.e. if and only if g is

• The cofibrations sequences in a W -category C form a category E . Note
that ob(E) consists of cofibrations sequences E : A � B � C in C. A
morphism E → E′ : A′ � B′ � C′ in E is a commutative diagram (I)

A � B � C
↓ ↓ ↓
A′ � B′ � C′

To make E a W -category, we define a morphism E → E′ in E to be a
cofibration if A→ A′, C → C′, and A′∪AB → B′ are cofibrations in C, while
E → E′ is a w.e. if its component maps A → A′, B → B′, and C → C′ are
w.e. in C.

5.4.1 Extension axiom A W -category C is said to satisfy extension axiom
if for any morphism f : E → E′ as in 5.4.4., maps A → A′, C → C′, being
w.e. in C, implies that B → B′ is also a w.e.

Examples 5.4.1 (i) Any exact category C is a W -category where cofibra-
tions are the admissible monomorphisms and w.e. are isomorphisms.
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(ii) If C is any exact category, then the category Chb(C) of bounded chain
complexes in C is a W -category where w.e. are quasi-isomorphisms (that
is, isomorphisms on homology), and a chain mapA.→ B. is a cofibration
if each Ai → Bi is a cofibration (admissible monomorphisms) in C.

(iii) Let C be the category of finite, based CW -complexes. Then C is a W -
category where cofibrations are cellular inclusion and w.e. are homotopy
equivalences.

(iv) If C is a W -category, define K0(C) as the Abelian group generated by
objects of C with relations

(i) A →∼ B ⇒ [A] = [B].

(ii) A � B � C ⇒ [B] = [A] + [C].

Note that this definition agrees with the earlier K0(C) given in 1.4.2 for
an exact category.

5.4.2 In order to define the K-theory space K(C) such that πn(K(C)) =
Kn(C) for a W -category C, we construct a simplicial W -category S∗C, where
SnC is the category whose objects A. are sequences of n cofibrations in C, that
is,

A. : 0 = A0 � A1 � A2 � ... � An

together with a choice of every subquotient Ai,j = Aj/Ai in such a way that
we have a commutative diagram

An−1,n

↑↑
↑↑

A23 � . . . � A2n

↑↑ ↑↑
A12 � A13 � . . . � A1n

↑↑ ↑↑ ↑↑
A1 � A2 � A3 � . . . � An

By convention, put Ajj = 0 and A0j = Aj .
A morphism A.→ B. is a natural transformation of sequences.
A weak equivalence in Sn(C) is a map A. → B. such that each Ai → Bi

(and hence each Aij → Bij) is a w.e. in C. A map A.→ B. is a cofibration if
for every 0 ≤ i < j < k ≤ n, the map of cofibration sequence is a cofibration
in E(C).

Aij � Aik � Ajk
↓ ↓ ↓
Bij � Bik � Bjk

For 0 < i ≤ n, define exact functors δi : Sn(C) → Sn+1(C) by omitting
Ai from the notations and re-indexing the Ajk as needed. Define δ0 : SnC →
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Sn+1(C) where δ0 omits the bottom row. We also define si : Sn(C) → Sn+1(C)
by duplicating Ai and re-indexing (see [224]).

We now have a simplicial category n → wSnC with degreewise realization
n→ B(wSnC), and denote the total space by |wS.C| (see [224]).

Definition 5.4.5 The K-theory space of a W -category C is K(C) = Ω|wS.C|.
For each n ≥ 0, the K-groups are defined as Kn(C) = πn(KC).

5.4.3 By iterating the S. construction, one can show (see [224]) that the
sequence

{Ω|wS.C|,Ω|wS.S.C|, ...,Ω|wS.nC|}

forms a connective spectrum K(C) called the K-theory spectrum of C. Hence,
K(C) is an infinite loop space (see 1.2.2).

Examples 5.4.2 (i) Let C be an exact category, Chb(C) the category of
bounded chain complexes over C. It is a theorem of Gillet - Waldhausen
that K(C) ∼= K(Chb(C)), and so, Kn(C) ∼= Kn(Chb(C)) for every n ≥ 0
(see [216]).

(ii) Perfect Complexes Let R be any ring with identity and M′(R) the
exact category of finitely presented R-modules. (Note that M′(R) =
M(R) if R is Noetherian.) An object M. of Chb(M′(R)) is called a
perfect complex if M. is quasi-isomorphic to a complex in Chb(P(R)).
The perfect complexes form a Waldhausen subcategory Perf(R) of
Chb(M′(R)). So, we have

K(R) ∼= K(Chb(P(R)) ∼= K(Perf(R)).

(iii) Derived Categories Let C be an exact category and Hb(C) the
(bounded) homotopy category of C, that is, stable category of Chb(C)
(see [98]). So, ob(Hb(C)) = Chb(C) and morphisms are homotopy classes
of bounded complexes. Let A(C) be the full subcategory of Hb(C) con-
sisting of acyclic complexes (see [98]). The derived category of Db(C)
of E is defined by Db(C) = Hb(C)/A(C). A morphism of complexes in
Chb(C) is called a quasi-isomorphism if its image in Db(C) is an isomor-
phism. We could also define unbounded derived category D(C) from
unbounded complexes Ch(C). Note that there exists a faithful embed-
ding of C in an Abelian category A such that C ⊂ A is closed under
extensions and the exact functor C → A reflects the exact sequences.
So, a complex in Ch(C) is acyclic if and only if its image in Ch(A) is
acyclic. In particular, a morphism in Ch(C) is a quasi-isomorphism if
and only if its image in Ch(A) is a quasi-isomorphism. Hence, the de-
rived category D(C) is the category obtained from Ch(C) by formally
inverting quasi-isomorphisms.
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(iv) Stable derived categories and Waldhausen categories Now let
C = M′(R). A complex M. in M′(R) is said to be compact if the
functor Hom(M.,−) commutes with arbitrary set-valued coproducts.
Let Comp(R) denote the full subcategory of D(M′(R)) consisting of
compact objects. Then we have

Comp(R) ⊂ Db(M′(R)) ⊂ D(M′(R)).

Define the stable derived category of bounded complexes Db(M′(R)) as
the quotient category of Db(M′(R)) with respect to Comp(R). A mor-
phism of complexes in Chb(M′(R)) is called a stable quasi-isomorphism
if its image in Db(M′(R)) is an isomorphism. The family of stable
quasi-isomorphism in A = Chb(M′(R)) is denoted ωA.

(v) Theorem [56]

(1) ω(Chb(M′(R))) forms a set of weak equivalences and satisfies the
saturation and extension axioms.

(2) Chb(M′(R)), together with the family of stable quasi-isomorphisms,
is a Waldhausen category.

Exercises

5.1 Let X,Y be connected CW-complexes, N,N ′ perfect normal subgroups
of π1(X), and π1(Y ), respectively. Show that

(a) (X × Y )+ → X+ × Y + is a homotopy equivalence.

(b) If X̃ is the universal covering space of X , which corresponds to the
subgroup N , show that X̃+ is up to homotopy the universal covering
space of X+.

5.2 Let A be a ring with identity. Show that

(a) K3(A) � H3(St(A)).

(b) Kn(R) � πn(BSt(R)+) for all n ≥ 3.

5.3 Show that the functors Kk−v
n : Ring → Z-Mod is homotopy invariant,

i.e., for any ring R with identity Kk−v
n (R) ∼= Kk−v

n (R[t]) for all n ≥ 1.
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5.4

(a) Let A be a small category. Show that the classifying space BA of A
is a CW-complex whose n-cells are in one-one correspondence with the
diagrams An in definition 5.2.4.

(b) If C is a category with initial or final object, show that BC is contractible.

5.5 Let S =
∐
GLn(R) = IsoF(R) where F(R) is the category of finitely

generated free R-modules (R a ring with identity). Show that B(S−1S) is
a group completion of BS, and B(S−1S) is homotopy equivalent to Z ×
BGL(R)+.

5.6 Let R be a ring with identity, M′(R) the exact category of finitely p-
resented R-modules, and Chb(M′(R)) the category of bounded chain com-
plexes over C. Show that Chb(M′(R)) together with the family of stable
quasi-isomorphisms in Chb(M′(R)) is a Waldhausen category.





Chapter 6

Some fundamental results and exact
sequences in higher K-theory

6.1 Some fundamental theorems

(6.1)A Resolution theorem

Let P ⊂ H be full exact subcategories of an Abelian category A, both
closed under extensions and inheriting their exact structure from A. Suppose
that

(i) Every object M of H has a finite P-resolution.

(ii) P is closed under kernels in H, that is, if L → M → N is an exact
sequence in H with M,N ∈ P , then L is also in P . Then KnP ∼= KnH
for all n ≥ 0.

(See [165] for the proof of this result.)

Remarks and Examples 6.1.1 (i) Let R be a regular Noetherian ring.
Then by taking H = M(R), P = P(R) in (6.1)A, we have Kn(R) ∼=
Gn(R) for all n ≥ 0.

(ii) Let R be any ring with identity and H(R) the category of all R-modules
having finite homological dimension (that is, having finite resolution
by finitely generated projective R-modules), Hs(R) the subcategory of
modules in H(R) having resolutions of length less than or equal to s.
Then by (6.1)A, applied to P(R) ⊆ Hs ⊆ H(R), we have

Kn(R) ∼= Kn(H(R)) ∼= Kn(Hs(R))

for all s ≥ 1.

(iii) Let T = {Ti} be an exact connected sequence of functors from an exact
category C to an Abelian category (that is, given an exact sequence
0 → M ′ → M → M ′′ → 0 in C, there exists a long exact sequence

107
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· · · → T2M
′′ → T1M

′ → T1M
′′ →). Let P be the full subcategory of T -

acyclic objects (that is, objects M such that Tn(M) = 0 for all n ≥ 1)
and assume that for each M ∈ C, there is a map P → M such that
P ∈ P and that TnM = 0 for n sufficiently large. Then KnP ∼= KnC
for all n ≥ 0 (see [165]).

(iv) As an example of (iii), let A,B be Noetherian rings, f : A → B a
homomorphism, B a flat A-module. Then we have homomorphism of
K-groups. (B⊗A?)∗ : Gn(A) → Gn(B) (since (B⊗A?)∗ is exact.) Let
B be of finite tor-dimension as a right A-module. Then, by applying
(iii) above to C = M(A), Ti(M) = TorAi (B,M), and taking P as the
full subcategory of M(A) consisting of M such that TiM = 0 for i > 0,
we have Kn(P) � Gn(A).

(v) Let C be an exact category and Nil(C) the category, whose objects are
pairs (M, ν) whose M ∈ C and ν is a nilpotent endomorphism of M. Let
C0 ⊂ C be an exact subcategory of C such that every object of C has
a finite C0-resolution. Then every object of Nil(C) has a finite Nil(C0)
resolution, and so, by (6.1)A,

Kn(Nil(C0)) ≈ Kn(Nil(C)).

(6.1)B Additivity theorem (for exact and Waldhausen
categories)

6.1.1 Let A,B be exact categories. A sequence of functors F ′ → F → F ′′

from A to B is called an exact sequence of exact functors if

0 → F ′(A) → F (A) → F ′′(A) → 0

is an exact sequence in B for every A ∈ A.

Let A,B be Waldhausen categories. If F ′(A) � F (A) � F ′′(A) is a
cofibration sequence in B, and for every cofibration A � A′ in A,
F (A) ∪F ′(A) F

′(A′) → F (A′) is a cofibration in B, say that F ′ � F � F ′′ a
short exact sequence or a cofibration sequence of exact functors.

Additivity theorem 6.1.1 Let F ′ � F � F ′′ be a short exact sequence of
exact functors from A to B where both A and B are either exact categories or
Waldhausen categories. Then F∗ � F ′∗ + F ′′∗ : Kn(A) → Kn(B).

Remarks and Examples 6.1.2 (i) It follows from theorem 6.1.1 that if
0 → F1 → F2 → · · · → Fs → 0 is an exact sequence of functors A → B,
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then
s∑

k=0

(−1)kFk = 0 : Kn(A) → Kn(B)

for all n ≥ 0 (see [165]).

(ii) Let X be a scheme, E ∈ P(X) (see example 5.2.2(iii)). Then we have an
exact functor (E⊗?) : P(X) → P(X), which induces a homomorphism
Kn(X) → Kn(X). Hence, we obtain the homomorphism

K0(X)⊗Kn(X) → Kn(X) : (E)⊗ y → (E⊗?)∗y, y ∈ Kn(X)

making each Kn(X) a K0(X)-module.

(iii) Flasque categories An exact (or Waldhausen) category is called
Flasque if there is an exact functor ∞ : A → A and a natural isomor-
phism ∞(A) ∼= A

∐
∞(A), that is, ∞ ∼= 1

∐
∞ where 1 is the identity

functor. By theorem 6.1.1, ∞∗ = 1∗
∐
∞∗ and hence the identity map

1∗ : K(A) → K(A) is null homotopic. Hence K(A) is contractible, and
so, πn(K(A)) = Kn(A) = 0 for all n.

(6.1)C Devissage

Devissage theorem 6.1.1 [165] Let A be an Abelian category, B a non-
empty full subcategory closed under sub-objects and finite products in A. Sup-
pose that every object M of A has a finite filtration

0 = M0 ⊂M1 ⊂ ... ⊂Mn = M

such that Mi/Mi−1 ∈ B for each i, then the inclusion QB → QA is a homotopy
equivalence. Hence, Ki(B) ∼= Ki(A).

Corollary 6.1.1 [165] Let a be a nilpotent two-sided ideal of a Noetherian
ring R. Then for all n ≥ 0, Gn(R/a) ∼= Gn(R).

Examples 6.1.1 (i) Let R be an Artinian ring with maximal ideal m such
that mr = 0 for some r. Let k = R/m (for example, R ≡ Z/pr, k ≡ Fp).
In Devissage theorem 6.1.1, put B = category of finite-dimensional k-
vector spaces and A = M(R). Then we have a filtration 0 = mrM ⊂
mr−1M ⊂ ...mM ⊂M for anyM ∈ M(R).Hence by Devissage theorem
6.1.1, Gn(R) ≈ Kn(k).

(ii) Let X be a Noetherian scheme, i : Z ⊂ X the inclusion of a closed
subscheme. Then Z is an Abelian subcategory of M(X) via the direct
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image i : M(Z) ⊂M(X). Let MZ(X) be the Abelian category of OX -
modules supported on Z, a an ideal sheaf in OX such that OX/a = OZ .
Then every M ∈ MZ(X) has a finite filtration M ⊃ Ma ⊃ Ma2... and
so, by Devissage, Kn(MZ(X)) ≈ Kn(M(Z)) ≈ Gn(Z).

6.2 Localization

(6.2)A Localization sequence plus examples

6.2.1 A full subcategory B of an Abelian category A is called a Serre sub-
category if whenever

0 →M ′ →M →M ′′ → 0

is an exact sequence in A; then M ∈ B if and only if M ′,M ′′ ∈ B. Given such
a B, we can construct a quotient Abelian category A/B as follows:

ob(A/B) = ob(A).

Then, A/B(M,N) is defined as follows: If M ′ ⊆ M,N ′ ⊆ N are sub-objects
such that M/M ′ ∈ ob(B), N ′ ∈ ob(B), then there exists a natural isomorphism
A(M,N) → A(M ′, N/N ′).

As M ′, N ′ range over such pairs of objects, the group A(M ′, N/N ′) forms
a direct system of Abelian groups and we define

A/B(M,N) = lim−−−−−→
(M ′,N ′)

A(M ′, N/N ′).

Note: Let T : A → A/B be the quotient functor: M → T (M). Then

(i) T : A → A/B is an additive functor.

(ii) If μ ∈ A(M,N), then T (μ) is null if and only if Ker(μ) ∈ ob(B), and
T (μ) is an epimorphism if and only if Coker(μ) ∈ ob(B).

(iii) A/B is an additive category such that T : A → A/B is an additive
functor

Localization theorem 6.2.1 [165] If B is a Serre subcategory of an Abelian
category A, then there exists a long exact sequence

· · · → Kn(B) → Kn(A) → Kn(A/B) → Kn−1(B) → . . .

· · · → K0(B) → K0(A) → K0(B) → 0. (I)
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Examples 6.2.1 (i) Let A be a Noetherian ring, S ⊂ A a central mul-
tiplicative system; A = M(A),B = MS(A), the category of finitely
generated S-torsion A-modules; A/B � M(AS) = category of finitely
generated AS-modules.

Let T be the quotient functor M(A) →M(A)/MS(A);
u : M(A)/MS(A) →M(AS) is an equivalence of categories such that
u.T � L, where L : M(A) →M(AS). We thus have an exact sequence
Kn+1(M(AS)) → Kn(MS(A) → Kn(M(A)) → Kn(M(AS)) →
Kn−1(MS(A)), that is,

· · · → Kn(MS(A)) → Gn(A) → Gn(AS) → Kn−1(MS(A)) → . . .

(ii) Let A = R in (i) be a Dedekind domain with quotient field F, S = R−0.
Then, one can show that

MS(R) =
⋃
m

M(R/mk)

as m runs through all maximal ideals of R. So,

Kn(MS(R)) � ⊕m lim
k→∞

Gn(R/mk)

= ⊕mGn(R/m) = ⊕mKn(R/m).

So, using theorem 6.2.1, we have an exact sequence

→ Kn+1(F ) → ⊕mKn(R/m) → Kn(R) → Kn(F )
→ ⊕mKn−1(R/m) . . .
→ ⊕mK2(R/m) → K2(R) → K2(F )
→ ⊕mK1(R/m) → K1(R) → K1(F )
→ ⊕mK0(R/m) → K0(R) → K0(F ),

that is,

· · · → . . .→ ⊕K2(R/m) → K2(R) → K2(F ) → ⊕(R/m)∗

→ R∗ → F ∗ → ⊕Z → Z⊕ Cl(R) → Z → 0.

(iii) Let R in (i) be a discrete valuation ring (for example, ring of integers
in a p-adic ring) with unique maximal ideal m = sR. Let F = quotient
field of R. Then F = R[1s ], residue field = R/m = k. Hence, we obtain
the following exact sequence

→ Kn(k) → Kn(R) → Kn(F ) → Kn−1(k) . . .

→ K2(k) → K2(R) → K2(F ) → K1(k) · · · → K0(F ) → 0. (II)
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Gersten’s Conjecture says that the above sequence breaks up into
split short exact sequences

0 → Kn(R) αn−→Kn(F )
βn−→Kn−1(k) → 0.

For this to happen, one must have that, for all n ≥ 1, Kn(k) → Kn(R)
is a zero map, and that there exists a map Kn−1(k)

ηn−→Kn(F ) such
that Kn(F ) � Kn(R)⊕Kn−1(k), that is, βnηn = 1Kn−1(k).

True for n = 0:
K0(R) � K0(F ) � Z.

True for n = 1:

K1(F ) � F ∗, K1(R) = R∗, F ∗ = R∗ × {sn}.

True for n = 2:

0 → K2(R) α2−→K2(F )
β2−→K1(k) → 0.

Here, β2 is the tame symbol. If the characteristic of F is equal to the
characteristic of k, then Gersten’s conjecture is also known to be true.
When k is algebraic over Fp, then Gersten’s conjecture is also true. It
is not known (whether the conjecture is true) in the case when Char(F )
= 0 or Char(k) = p.

(iv) Let R be a Noetherian ring, S = {sn} a central multiplicative system
B = MS(R),A = M(R).

A/B = M(RS).

Then theorem 6.2.1 gives

...→ Gn+1(RS) → Kn(MS(R)) → Gn(R) → Gn(RS) → Kn−1(MS(R)).

Note that

Kn(MS(R)) = Kn(
∞⋃
n=1

M(R/snR)).

Now, by Devissage,

Gn(R/snR) � Gn(R/sR).

Hence,

Kn(
∞⋃
n=1

M(R/snR)) = lim
n→∞Gn(R/s

nR) = Gn(R/sR).

So, we have

...Gn+1

(
R(

1
s
)
)
→ Gn(R/sR) → Gn(R) → Gn

(
R(

1
s
)
)
→ Gn−1(R/sR) → ...
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(v) Let R be the ring of integers in a p-adic field F , Γ a maximal R-order
in a semi-simple F -algebra Σ. If S = R− 0, then F = RS ,

B = MS(Γ), A = M(Γ), A/B = M(Σ).

Then sequence (6.2.1) yields an exact sequence

...→ Kn(Γ) → Kn(Σ) → Kn−1(MS(Γ)) → Kn−1(Γ) → Kn−1(Σ).

One can see from (iv) that if m = πR is the unique maximal ideal of R,
then

Kn(MS(Γ)) = lim
n→∞Gn(Γ/π

nΓ) = Gn(Γ/πΓ) � Kn(Γ/radΓ)

(see theorem 7.1.1). Here, Σ = ΓS where S = {πi}. We have also used
above the Corollary to Devissage, which says that if a is a nilpotent
ideal in a Noetherian ring R, then Gn(R) � Gn(R/a).

(vi) Let R be the ring of integers in an algebraic number field F , Λ any
R-order in a semi-simple F -algebra Σ. Let S = R = 0. Then we have
the following exact sequence

...→ Kn(MS(Λ)) → Gn(Λ) → Gn(Σ) → Kn−1(MS(Λ)) → ...

One can show that Kn(MS(Λ)) � ⊕Gn(Λ/pΛ) where p runs through all
the prime ideals of R. For further details about how to use this sequence
to obtain finite generation of Gn(Λ), and the fact that SGn(Λ) is finite
(see 7.1.13 on page 137).

(vii) Let X be a Noetherian scheme, U an open subscheme of X , Z = X −
U , the closed complement of U in X. Put A = M(X) = category of
coherent OX -modules, B, the category of coherent OX -modules whose
restriction to U is zero (that is, category of coherent modules supported
on Z). A/B is the category of coherent OU -modules. Then we have the
following exact sequence

...Gn(Z) → Gn(X) → Gn(U) → Gn−1(Z)... → G0(Z) → G0(X) → G0(U) → 0.

So far, our localization results have involved mainly the Gn-theory,
which translates into Kn-theory when the rings involved are regular.
We now obtain localization for the Kn-theory.

Theorem 6.2.1 Let S be a central multiplicative system for a ring R, HS(R)
the category of S-torsion finitely generated R-modules of finite projective di-
mension. If S consists of nonzero divisors, then there exits an exact sequence

...→ Kn+1(RS) → Kn(HS(R))
η→Kn(R) α→Kn(RS) → ...
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For the proof, see [60].

Remarks 6.2.1 It is still an open problem to understand Kn(HS(R)) for
various rings R.

If R is regular (for example, R = Z, ring of integers in a number field,
Dedekind domains, maximal orders), the MS(R) = HS(R), and

Kn(HS(R)) = Kn(MS(R)); Gn(R) = Kn(R).

So, we recover the G-theory. If R is not regular, then Kn(HS(R)) is not
known in general.

Definition 6.2.1 Let α : A→ B be a homomorphism of rings A,B. Suppose
that s is a central non-zero divisor in B. Call α an analytic isomorphism
along s if A/sA � B/α(s)B.

Theorem 6.2.2 If α : A→ B is an analytic isomorphism along s ∈ S = {si}
where s is a central non-zero divisor, then HS(A) = HS(B).

PF follows by comparing localization sequences for A → A[1s ] and B →
B[1s ] (see [240]).

(6.2)B Fundamental theorem for higher K-theory

6.2.2 Let C be an exact category, Nil(C) the category of nilpotent endomor-
phism in C, i.e., Nil(C) = {(M, ν)|M ∈ C, ν being a nilpotent endomorphism
of M}. Then we have two functors: Z : C → Nil(C)Z(M) = (M, 0) (where
‘0’ = zero endomorphism) and F : Nil(C) → C : F (M, ν) = M satisfying
FZ = 1C . Hence we have a split exact sequence 0 → Kn(C) Z→ Kn(Nil(C) →
Niln(C) → 0, which defines Niln(C) as the cokernel of Z.

Hence, Kn(Nil(C)) � Kn(C)⊕Niln(C).

6.2.3 Let R be a ring with identity, H(R) the category of R-modules of fi-
nite homological dimension, HS(R) the category of S-torsion objects of H(R).
MS(R) is the category of finitely generated S-torsion R-modules. One can
show (see [88, 165]) that if S = T+ = {ti}, a free Abelian monoid on one gener-
ator t, then there exist isomorphisms MT+(R[t]) � Nil(M(R)),HT+(R[t]) �
Nil(H(R)) and Kn(HT+(R[t]) � Kn(R)⊕Niln(R) where we write Niln(R) for
Niln(P(R)).

Moreover, the localization sequence (theorem 6.2.1) breaks up into short
exact sequences

0 → Kn(R[t]) → Kn(R[t, t−1]) ∂→ Kn−1(Nil(R)) → 0
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(see [88] for a proof).

Theorem 6.2.3 Fundamental theorem of higher K-theory Let R be a
ring with identity. Define for all

n ≥ 0, NKn(R) := Ker(Kn(R[t])
ĩ+→ K0(R)) where ĩ+ is induced by the aug-

mentation t = 1.
Then there are canonical decompositions for all n ≥ 0

(i) Kn(R[t]) � Kn(R)⊕NKn(R).

(ii) Kn(R[t, t−1]) ∼= Kn(R)⊕NKn(R)⊕NKn(R)⊕Kn−1(R).

(iii) Kn(Nil(R)) ∼= Kn(R)⊕NKn+1(R).

The above decompositions are compatible with a split exact sequence

0 → Kn(R) → Kn(R[t])⊕Kn(R[t−1]) → Kn(R[t, t−1]) → Kn−1(R) → 0.

We close this subsection with fundamental theorem for G-theory.

Theorem 6.2.4 Let R be a Noetherian ring. Then

(i) Gn(R[t]) � Gn(R).

(ii) Gn(R[t, t−1]) � Gn(R)⊕Gn−1(R).

(See [88, 165] for proof of the above results.)

6.3 Some exact sequences in the K-theory of Waldhausen
categories

6.3.1 Cylinder functors

A Waldhausen category has a cylinder functor if there exists a functor
T : ArA → A together with three natural transformations p, j1, j2 such that,
to each morphism f : A→ B, T assigns an object Tf of A, and j1 : A→ Tf ,
j2 : B → Tf , p : Tf → B, satisfying certain properties (see [56, 224]).

Cylinder Axiom. For all f , p : Tf → B is in w(A).

6.3.1 Let A be a Waldhausen category. Suppose that A has two classes of
weak equivalences ν(A), ω(A) such that ν(A) ⊂ ω(A). Assume that ω(A)
satisfies the saturation and extension axioms and has a cylinder functor T
that satisfies the cylinder axiom. Let Aω be the full subcategory of A whose
objects are those A ∈ A such that 0 → A is in ω(A). Then Aω becomes a
Waldhausen category with co(Aω) = co(A) ∩Aω and ν(Aω) = ν(A) ∩ Aω.
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Theorem 6.3.1 Waldhausen fibration sequence [224]. With the nota-
tions and hypothesis of 6.4.1, suppose that A has a cylinder functor T that is
a cylinder functor for both ν(A) and ω(A). Then the exact inclusion functors
(Aω , ν) → (A, ω) induce a homotopy fiber sequence of spectra

K(Aω, ν) → K(A, ν) → K(A, ω)

and hence a long exact sequence

Kn+1(Aω) → Kn(A) → Kn(A, ν) → Kn(A, ω) →

The next result is a long exact sequence realizing the cofiber of the Cartan
map as K-theory of a Waldhausen category (see [56]).

Theorem 6.3.2 [56] Let R be a commutative ring with identity. The nat-
ural map K(P(R)) → K(M′(R)) induced by P(R) ↪→ M′(R) fits into a
cofiber sequence of spectra K(R) → K(M′(R)) → K(A, ω) where (A, ω) is
the Waldhausen category of bounded chain complexed over M ′(R) with weak
equivalences being quasi-isomorphisms. In particular, we have a long exact
sequence

· · · → Kn∗1(A, ω) → Kn(R) → G′n(R) → Kn−1(A, ω) → . . .

where
G′n(R) = Kn(M′(R))

(see chapter 13 for applications to orders).

We close this subsection with a generalization of the localization sequence
(theorem 6.2.1). In theorem 6.4.3 below, the requirement that S contains no
zero divisors is removed.

Theorem 6.3.3 [216] Let S be a central multiplicatively closed subset of a
ring R with identity, Perf(R,S) the Waldhausen subcategory of Perf(R) con-
sisting of perfect complexes M such that S−1M is an exact complex. The
K(Perf(R,S)) → K(R) → K(S−1R) is a homotopy fibration. Hence there is
a long exact sequence

. . .Kn+1(S−1R) δ→ Kn(Perf(R,S)) → Kn(R) → Kn(S−1R) → . . .

6.4 Exact sequence associated to an ideal; excision; and
Mayer - Vietoris sequences

6.4.1 Let Λ be a ring with identity, a a 2-sided ideal of Λ. Define FΛ,a

as the homotopy fiber of BGL(Λ)+ → BGL(Λ/a)+ where GL(Λ/a =
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image (GL(Λ) → GL(Λ/a)). Then FΛ,a depends not only on a but also
on Λ.

If we denote πn(FΛ,a) by Kn(Λ, a), then we have a long exact sequence

→ Kn(Λ, a) → Kn(Λ) → Kn(Λ/a) → Kn−1(Λ, a) → (I)

from the fibration FΛ,a → BGL(Λ)+ → BGL(Λ/a)+.

Definition 6.4.1 Let B be any ring without unit and B̃ the ring with unit
obtained by formally adjoining a unit to B, i.e., B̃ = set of all (b, s) ∈ B ×Z
with multiplication defined by (b, s)(b′, s′) = (bb′ + sb′ + s′b, ss′).

DefineKn(B) asKn(B̃, B). If Λ is an arbitrary ring with identity containing
B as a two-sided ideal, then B is said to satisfy excision forKn if the canonical
map Kn(B) := Kn(B̃, B) → Kn(Λ, B) is an isomorphism for any ring Λ
containing B. Hence, if in 6.5.1 a satisfies excision, then we can replace
Kn(Λ, a) by Kn(a) in the long exact sequence (I). We denote Fã,a by Fa.

6.4.2 We now present another way to understand Fa (see [33]). Let Γn(a) :=
Ker(GLn(a ⊕ Z) → GLn(Z) and write Γ(a) = lim−→ Γn(a). Let Σn denote the

n×n permutation matrix. Then Σn can be identified with the nth symmetric
group. Put Σ = lim−→ Σn. Then Σ acts on Γa by conjugation, and so, we can

form Γ̃(a) = Γ(a) � Σ. One could think of Γ̃(a) as the group of matrices in
GLn(a ⊕ Z) whose image in GLn(Z) is a permutation matrix. Consider the
fibration BΓa → BΓ̃(a) → B(Σ). Note that B(Σ), BΓ̃(a) has associated +−
construction that are infinite loop spaces. Define Fa as the homotopy fiber

Fa → BΓ̃(a)+ → BΣ+.

Then, for any ring Λ (with identity) containing a as a two-sided ideal, we have
a map of fibrations

Fa
fΛa−→ FΛ,a⏐⏐8 ⏐⏐8

BΓ̃(a)+ −→ BGL(Λ)+⏐⏐8 ⏐⏐8
BΣ+ −→ BGL(Λ/a)+

Definition 6.4.2 Let a be a ring without unit, S ⊆ Z a multiplicative subset.
Say that a is an S-excision ideal if for any ring Λ with unit containing a
as a two-sided ideal, then fΛ,a induces an isomorphism π∗(Fa) ⊗ S−1Z ≈
π∗(FΛ,a)⊗ S−1Z).
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Theorem 6.4.1 [33] Let a be a ring without unit and S ⊆ Z a multiplicative
set such that a⊗ S−1Z = 0 or a⊗ S−1Z has a unit. Then a is an S-excision
ideal and

H∗(Fa, S−1Z) ∼= Hn(Γ(a); S−1Z).

Examples and applications 6.4.1 (i) If a is a two-sided ideal in a ring
Λ with identity such that Λ/a is annihilated by some s ∈ Z, then the
hypothesis of 4.7.5 is satisfied by S = {si} and a is an S-excision ideal.

(ii) Let R be the ring of integers in a number field F , Λ an R-order in a
semi-simple F -algebra, Γ a maximal R-order containing Λ. Then there
exists s ∈ Z, s > 0 such that sΓ ⊂ Λ, and so, a = sΓ is a 2-sided ideal
in both Λ and Γ. Since s annihilates Λ/a (also Γ/a), a is an S-excision
ideal, and so, we have a long exact Mayer - Vietoris sequence

→ Kn+1(Γ/a)
(

1
s

)
→ Kn(Λ)

(
1
s

)
→

→ Kn(Λ/a)
(

1
s

)
⊕Kn(Γ)

(
1
s

)
→ Kn(Γ/a)

(
1
s

)
→

where we have written A(1
s ) for A⊗Z(1

s ) for any Abelian group A. Also
see [237].

(iii) Let Λ be a ring with unit and Kn(Λ,Z/r) K-theory with mod-r coef-
ficients (see examples 5.2.2(viii)). Let S = {s ∈ Z|(r, s) = 1}. Then
multiplication by s ∈ S is invertible on Kn(Λ,Z/r). Hence, for an S-
excision ideal a ⊂ Λ, π∗(FΛ,a) ⊗ S−1Z � π∗(Fa) ⊗ S−1Z implies that
π∗(FΛ,a; Z/r) ∼= π∗(Fa,Z/r).

If we write Z(r) for S−1Z in this situation, we have that Kn(Λ,Z/r)
satisfies excision on the class of ideals a such that a ⊗ Z(r) = 0 or
a⊗ Z(r) has a unit.

Exercises

6.1 Prove Additivity theorem 6.1.1.
Let F ′ � F � F ′′ be a short exact sequence of exact functors from A to

B where both A and B are either exact categories or Waldhausen categories.
Show that F∗ � F ′∗ + F ′′∗ : Kn(A) → Kn(B).

6.2 Let A,B be rings, S = {si} where s is a central non-zero divisor in B. Let
α : A→ B be an analytic isomorphism along s. Show that HS(A) = HS(B).
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6.3 Let C be an exact category, E(C) the category of all sequences E : A �
B � B/A = C. Show that the functors s, t, q : E(C) → C given by s(E) =
A, t(E) = B, q(E) = C are exact. Show that the exact functor (s, q) : E(C) �
C × C induces a homotopy equivalence K(E) → K(C)×K(C).





Chapter 7

Some results on higher K-theory of
orders, grouprings, and modules
over ‘EI’ categories

7.1 Some finiteness results on Kn, Gn, SKn, SGn of orders
and groupings

Recall that if R is a Dedekind domain with quotient field F , and Λ is
any R-order in a semi-simple F -algebra Σ, then SKn(Λ) := Ker (Kn(Λ)) →
Kn(Σ) and SGn(Λ) := Ker (Gn(Λ)) → Gn(Σ). Also, any R-order in a semi-
simple F -algebra Σ can be embedded in a maximal R-order Γ, which has
well-understood arithmetic properties relative to Σ. More precisely, if Σ =∏r
i=1Mni(Di), then Γ is Morita equivalent to

∏r
i=1Mni(Γi) where Γi are

maximal orders in the division algebra Di, and so, Kn(Γ) ≈ ⊕Kn(Γi) while

Kn(Σ) ≈
r

Π
i=1

Kn(Di). So, the study of K-theory of maximal orders in a

semi-simple algebras can be reduced to the K-theory of maximal orders in
division algebras.

Note also that the study of SKn(Λ) facilitates the understanding of Kn(Λ)
apart from the various topological applications known for n = 0, 1, 2 where
Λ = ZG for some groupsG that are usually fundamental groups of some spaces
(see (2.3)C , (3.2)B). Also SKn(Λ) is involved in the definition of higher class
groups, which generalizes to higher K-groups the notion of class groups of
orders and grouprings (see 7.4).

In this section, we shall prove several finiteness results on higher K-theory
of R-orders where R is the ring of integers in a number field or p-adic field.
We shall focus first on results on maximal orders in semi-simple algebras in
the following subsection (7.1)A.

121
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(7.1)A Higher K-theory of maximal orders

7.1.1 Let L be a p-adic field, R the integers of L, Γ the maximal order in
a semi-simple L-algebra Σ, πR the radical of R, and S = {πi} i ≤ 0; then,
Σ = S−1Γ. Let M(Γ) and M(Σ) be the categories of finitely generated Γ-
modules and Σ-modules, respectively. Since Γ and Σ are regular, we have
Ki(Γ) � Ki(M(Γ)) and Ki(Σ) � Ki(M(Σ)), 6.1.2 (i).

Now, suppose MS(Γ) is the category of finitely generated S-torsion Γ-
modules. Then Quillen’s location sequence (theorem 6.2.1) yields

· · · → Kn+1(Σ) → Kn(MS(Γ)) → Kn(Γ) → Kn(Σ) → Kn−1(MS(Γ)) → · · ·

We now prove the following.

Theorem 7.1.1 Let R,L,Σ be as in 7.1.1 above and m the radical of Γ.
Then

(i) Kn(MS(Γ)) � Kn(Γ/m) for all n ≥ 0.

(ii) (a) Kn(Γ) → Kn(Σ) has finite kernel and co-kernel for all n ≥ 1.

(b) 0 → K2n(Γ) → K2n(Σ) → K2n−1(Γ/m) → K2n−1(Γ) →
K2n−1(Σ) → 0 is exact for all n ≥ 2.

(c) 0 → K2(Γ) → K2(Σ) → K1(Γ/m) → K1(Γ) → K1(Σ) →
K0(Γ/m) → K0(Γ) → K0(Σ) is exact.

PROOF

(i) Note that M(Γ/πΓ) ⊂ MS(Γ), and every object M of MS(Γ) has a
finite filtration 0 = πnM ⊂ πn−1M ⊂ · · · ⊂ π0M = M with quo-
tients in M(Γ/πΓ). So, by theorem 6.1.1 (Devissage), Ki (MS(Γ)) �
Ki (M(Γ/πΓ)). Now, rad(Γ/πΓ) is nilpotent in Γ/πΓ; so, by corollary
6.1.1, we have

Ki (M(Γ/πΓ)) � Ki (M ((Γ/πΓ)/rad(Γ/πΓ))) .

However, (Γ/πΓ)/rad(Γ/πΓ) � Γ/radΓ, and Γ/radΓ is regular. So

Ki (MS(Γ)) � Ki(Γ/m).

(ii) By (i), Quillen’s localization sequence theorem 6.1.1 becomes

· · · → Kn+1(Σ) → Kn(Γ/m) → Kn(Γ) → Kn(Σ) → Kn−1(Γ/m) → · · ·
(7.1)
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Now, for any ring R, Ki(Mt(R)) � Ki(R), where Mt(R) is the ring of
t× t matrices over R. (This is because the Morita equivalence of P(R)
and P(Mt(R)) yields

Ki(P(R)) � Kt (P(Mt(R))) .

Now, Γ/m is a finite direct product of matrix algebras over finite field-

s. So, by example 5.1.1(v), we have Kn(Γ/m) = 0 if n is even ≥ 2,
and Kn(Γ/m) is finite if n is odd ≥ 1. So (a), (b), (c) follow from
sequence 7.1 above.

Corollary 7.1.1 Suppose Σ is a direct product of matrix algebras over fields;
then

0 → K2n(Γ) → K2n(Σ) → K2n−1(Γ/m) → 1

is exact for all n ≤ 1.

PROOF Suppose Σ = ΠMni(Li), say; then,

Γ = ΠMnt(Ri) and Γ/m = ΠMnt(Ri/mi) ,

where Ri is the maximal order in the field Li, and m = radical of Ri. So,
by Morita duality, the sequence of theorem 7.1.2 ii(b) reduces to the required
form.

Corollary 7.1.2 Let R,L,Γ,Σ,m be as in 7.1.1 above. Then for all n ≥ 1
the transfer map K1(Γ/m) → K1(Γ) is non-zero if Σ is a product of matrix
algebras over division rings.

PROOF Suppose Ki(Γ/m → K1(Γ) is zero; then, from the sequence in
theorem 7.1.2(ii)(c), the kernel of K1(Γ) → K1(Σ) would be zero, contradict-
ing the last statement of theorem 3.2.5(ii).

Remark 7.1.1 It follows from the K2 − K1 localization exact sequence in
theorem 7.1.1(c) that a non-commutative analogue of Dennis - Stein K2−K1

short exact sequence for a discrete valuation ring does not hold for a maximal
order Γ in a semi-simple algebra Σ that is a product of matrix algebras over
division rings.

Remarks/notations 7.1.1 Our next aim is to obtain explicit computation
of the transfer map Kn(Γ/m) → Kn(Γ) when Σ is a product of matrix al-
gebras over division rings. It suffices to do this for a maximal order Γ in a
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central division algebra over a p-adic field K. Let Γ be the residue field of Γ
and k the residue field of K.
We shall prove the following result, due to M. Keating (see [99]).

Theorem 7.1.2 For all n ≥ 1, there are exact sequences

(a) 0 → K2n(Γ) → K2n(D) → K2n−1(k) → 0.

(b) 0 → K2n−1(Γ)/K2n−1(k) → K2n−1(Γ) → K2n−1(D) → 0.

The proof of theorem 7.1.2 will be in several steps.

Lemma 7.1.1 Every inner automorphism of a ring R induces the identity
on Kn(R) for all n ≥ 1.

PROOF See [99].

Lemma 7.1.2 For all n ≥ 1, the reduction map Kn(Γ) → Kn(Γ) is surjec-
tive.

PROOF The proof makes use of the fact that Quillen K-theory Kn and
Karoubi - Vilamayor Kh

n coincide for the regular rings Γ and Γ (see theorem
5.1.3(ii)). Hence it suffices to prove the result for Kh

n : Also, for any ring
R, Kh

n(R) � Kh
1 (Ωn−1R) where Ωn−1R, the iterated loop ring of R is the

polynomial ring Ωn−1R = t1 . . . tn−1(1 − tn−1)R[t1 . . . tn]. Also, Kn
1 (R) =

GL(R)/Uni(R) where Uni(R) is the subgroup ofGL(R) generated by the
unipotent matrices. Moreover, there exists a natural splitting Kh

1 (R+Ωn−1R)
= Kh

1 (R)⊕Kh
1 (Ωn−1R).

Now, since
(
Γ + Ωn−1Γ

)
is a local ring, GL

(
Γ + Ωn−1Γ

)
is generated by

units of Γ and the elementary matrices E
(
Γ + Ωn−1Γ

)
.

Since Γ is complete in the p-adic topology, units of Γ can be lifted to Γ. Hence
GL
(
Γ + Ωn−1Γ

)
maps onto GL

(
Γ + Ωn−1Γ

)
; hence the lemma.

Proof of theorem 7.1.2 Let δn be the natural map (reduction map)
K2n−1(Γ) → K2n−1(Γ) and τn the transfer map K2n−1(Γ) → K2n−1(Γ) to
be defined below. Then it suffices to prove that Imτn ∼= K2n−1(Γ)/K2n−1(k).

Let |k| = q, |Γ| = qt, say. There is a primitive (qt − 1)-th root ω of unity
in Γ such that Γ = k(ω).

Let R be a maximal order of K and π a uniformizing parameter in R. Then,
Γ can be expressed as a twisted group-ring Γ = R[ω, π̂], where π̂ωπ̂−1 = ωqr,
and π̂t = π(r, t) = 1 where π is the uniformizing parameter of R.

Now, K2n−1(Γ) is a cyclic group of order qtn − 1. Let γ be a generator of
K2n−1(Γ). Since by lemma 7.1.2, the natural map K2n−1(Γ) → K2n−1(Γ) is
surjective, there exists an element γ̂ in K2n−1(Γ) that maps onto γ. Let α
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be an automorphism of K2n−1(Γ) induced by conjugation by π̂. Define τn as
a mapping of sets from K2n−1(Γ) to K2n−1(Γ) by τn(γj) = (γ̂)j(αγ̂)−1 for
j = 0, 1, . . . , qt − 2 and extend to the whole of K2n−1(Γ) by “linearity”.

Let F be the Frobenius automorphism of Γ. Then conjugation by π̂ induces
F r on Γ, and so, the composition of τn with δn is 1 − Fn∗ where F∗ is the
map induced on the Kn(Γ) by Frobenius automorphism. Since Fn generates
Gal(Γ/k), and we can identify K2n−1(k) with the fixed subgroup of K2n−1(Γ),
we now have that δn(Imτn) ∼= K2n−1(Γ)/K2n−1(k). Also it follows from
lemma 7.1.1 and the definition of τn that Imτn is contained in SK2n−1(Γ).

Recall from example 6.2.1(v) and 7.1.1 that we have a localization sequence

. . .K2n−1(D) → Kn(MS(Γ)) → Kn(Γ) → Kn(D) → Kn−1(MS(Γ)) → · · ·
(II)

and that Kn(MS(Γ))
α∼= Kn(Γ/m) = Kn(Γ) where m is the maximal ideal of

Γ and the isomorphism α is induced by the functor F from MS(Γ) to MS(Γ),
which associates a module M to the direct sum of its composition factors.
Note that in II above S = R− 0.

Now, let L be a maximum subfield of D, R′ the maximal order in L,
with residue class field R

′
. The inclusion of L in D induces a commu-

tative diagram

K2n(D) −→ K2n−1(Γ)9⏐⏐ 9⏐⏐ψ
K2n(L)

β−→ K2n−1(R
′
)

where ψ is induced by the functor

Ψ(V ) = F
(
D ⊗
R′ V

)
, V an R-module, and R

′
= R′/m′ where m′ is the

maximal ideal in R′.
Suppose that m′Γ = Γπ̂e. Then Ψ(R

′
) = Γ/Γπ̂ ⊕ · · · ⊕ Γπ̂e−1/Γπ̂e, and

we have an isomorphism of Γ-modules Γπ̂i/Γπ̂i+1 ∼=
[
F ri
]
c�
(
π̂−ixπ̂

)
where

c�(−) means residue class, F is the Frobenius automorphism of Γ/k, and[
F ri
]

is the functor P(Γ) → P(Γ) given by
[
F ri
]
P = P as additive group

but r
([
F ri
])
p =

[
F ri
] (
F ri
)−1

rp for r ∈ Γ, p ∈ P . Since Ψ is additive, we

see that c�(−) =
(
1 + [F r] + · · ·+

[
F r(e−1)

])(
Γ⊗
R

′
,−
)

. Hence Ψ = 1+Fn∗ +

· · · + F
r(e−1)
∗ . Since (r, t) = 1, e = (R

′
; k) divides t = (R

′
; k), F r generates

Gal(R
′
/k), and so, Im(Ψ) = K2n−1(k). Since β is surjective, we see that

K2n−1(k) ⊂ Im
(
K2n(D) → K2n−1(Γ)

)
, and so, the proof of theorem 7.1.2 is

complete.

Remark 7.1.2 In the notation of the proof of theorem 7.1.2, it follows that
|SK2n−1(Γ)| = (qnt − 1) / (qn − 1).

Our next result is a K-theoretic characterization of p-adic semi-simple al-
gebras due to A. Kuku (see [107]). In what follows (theorem 7.1.3), L is a
p-adic field with ring of integers R.
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Theorem 7.1.3 Let Γ be the maximal R-order in a semi-simple L-algebra Σ.
Then the following are equivalent:

(i) Σ is unramified over its center.

(ii) For all n ≥ 1, SK2n−1(Γ) = 0.

(iii) There exists n ≥ 1 such that SK2n−1(Γ) = 0.

Remark Since Γ is Morita equivalent to
∏
Mni(Γi) and Σ =

∏
Mni(Dj), say,

where Γi is a maximal order in some division algebra Di over L, it suffices to
prove the following in order to prove theorem 7.1.3.

Lemma 7.1.3 Let Γ be the maximal order in a central division algebra D
over a p-adic field F .

Then the following are equivalent:

(i) D = F .

(ii) For all n ≥ 1, SK2n−1(Γ) = 0.

(iii) There exists n ≥ 1 such that SK2n−1(Γ) = 0.

PROOF (i)⇒(ii): Suppose that D = F , and R is the ring of integers of
F , then Γ = R, and Quillen’s localization sequence yields an exact sequence

· · · → K2n(R) → K2n−1(R/radR) → SK2n−1(R) → 0

and so, the result follows from [105] 1.3. (Also see examples 6.2.1(iii).)
(ii)⇒(iii) is trivial. (iii)⇒(i): Suppose (D : F ) = t2, say. Let Γ = Γ/radΓ,
R = R/radR.
Then (Γ : R) = t. Now, by theorem 7.1.2 |SK2n−1(Γ)| =
|K2n−1(Γ)|/|K2n−1(R)|. Also, K2n−1(Γ) has order plnt − 1 if |R| = pl

and K2n−1(R) has order pln − 1. So, SK2n−1(Γ) = 0 if and only if
(plnt − 1)/(pln − 1) = 1 if and only if t = 1 iff t2 = 1 iff D = F .

Remark 7.1.3 If L is a p-adic field with integers R, G a finite group of
order prime to p, and LG splits, then RG is a maximal order, and so,
SK2n−1(RG) = 0 for all n ≥ 1 by 7.1.3.

7.1.2 We now observe that the global version of theorem 7.1.2 holds under
suitable hypothesis (see [99]). So, let K be a global field with integers R, L
a finite extension of K. For each finite prime q of L, let l(q) be the residue
field at q. We assume the following hypothesis, which is known to hold for
function fields and also for number fields (see [196, 99]) by Soule’s work.

The homomorphisms

K2n(L) →
∐
q

K2n−1(l(q)) n > 0 (T)
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are surjective where q runs through all finite primes of L.

7.1.3 In the notation of 7.1.2, let D be a central simple K-algebra, Γ a
maximal order inD. For each prime p ofK, Γ has a unique two-sided maximal
ideal m above p. There is a local division algebra D(p) such that D̂p =
Ms

(
D(p)

)
for some s = s(p) and Γ/m ∼= Ms(d(p)) where d(p) is the residue

field of D(p). Also, the Quillen localization sequence (see 6.2.3) yields

· · · → Kn+1
η→
∐
p

Kn(d(p)) → Kn(Γ) → Kn(D) → · · ·

where Kn (MS(Γ)) ∼=
∐
Kn(d(p)) and S = R− 0.

We now state the global version of theorem 7.1.2, also due to M.E. Keat-
ing [99].

Theorem 7.1.4 Assume hypothesis T. Then there exist exact sequences

0 → K2n(Γ) → K2n(D) →
∐
p

K2n−1(k(p)) → 0

and

0 →
∐
p

(
K2n−1(d(p))/K2n−1(k(p))

)
→ K2n−1(Γ) → K2n−1(D) → 0

for all n ≥ 1.

The proof of 7.1.4 uses the following lemma.

Lemma 7.1.4 Let L be a maximal subfield of D. Then for each prime q in
L above p, the natural transformation of localization sequences induces a map

Φ = Φ(q, p) : K2n−1(l(q)) → K2n−1(d(p))

where l(q) is the residue field of L at q. Suppose that one of the following two
conditions hold:

(i) For each prime q of L above p,
(
L̂q : K̂p

)2

=
(
D(p),Kp

)
.

(ii) D splits at p and L is unramified with
(
L̂q : K̂p

)
constant at the primes

q above p. Then imΦ ∼= K2n−1

(
k(p)

)
.

PROOF Left as an exercise.
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Sketch of proof of theorem 7.1.4. Condition (ii) of lemma 7.1.4 is sat-
isfied almost always by any maximal cyclic subfield of D. Now, by [9], we
can find such a subfield that satisfies condition (i) at any given finite set of
primes of K. Here we can find by hypothesis T a pair of subfields L and L′

of D so that
∐
p
K2n−1(k(p)) ⊂ η (imK2n(L) + imK2n(L′)) where the images

are computed in K2n(D).
On the other hand, local consideration show that SK2n−1(Γ) maps surjec-

tively onto
∐
p
K2n−1

(
d(p)/K2n−1(k(p)

)
. Hence the result.

Note. In view of Soule’s proof that hypothesis T also holds for number fields
(see [196]), it follows that T holds for global fields since it was earlier known
to hold for function fields.

Next, we record for later use the following results of A.A. Suslin and A.V.
Yufryakov (see [204]).

Theorem 7.1.5 [204] Let F be a local field of char p (i.e., a complete dis-
cretely valued field with finite residue field of char p (e.g., a p-adic field). Let
R be the ring of integers of F , Γ a maximal order in a central division algebra
D of degree d2 over F . Then for all n > 0, Kn(Γ) ⊗ Ẑp, and Kn(D) ⊗ Ẑp
decompose into a direct sum of a torsion group and a uniquely divisible sub-
group.

Moreover Kn(Γ) ⊗ Ẑq � Kn(Γ) ⊗ Ẑq, q 	= p for all n ≥ 1 where Γ is the
residue class field of Γ.

PROOF See [204].

The next result due to X. Guo and A. Kuku (see [72]) shows that the kernel
of the reduction map of a maximal order in a central division algebra over
number fields is finite.

Theorem 7.1.6 Let F be a number field and D a central division algebra of
dimension m2 over F . Let R be the ring of integers of F , and Γ a maximal
R-order in D. For any place v of F , let kv be the residue ring of R at v.
Then, the residue ring of Γv is a matrix ring over dv, where dv is a finite field
extension of kv and the kernel of the reduction map

K2n−1(Γ)
(πv)→

∏
finite v

K2n−1(dv)

is finite. Hence the kernel of

K2n−1(Γ)
ϕ→

∏
finite v

K2n−1(Γ̂v)
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is finite.

PROOF It is well known that the residue ring of Γ̂v is a matrix ring over
dv, where dv is a finite field extension of kv (see [99]).

By theorem 7.1.11 K2n−1(Γ) is finitely generated. So, it suffices to prove
that the kernel of the reduction map is a torsion group in order to show that
it is finite.

Let
i : K2n−1(R) → K2n−1(Γ)

be the homomorphism induced by inclusion, and let

tr : K2n−1(Γ) → K2n−1(R)

be the transfer homomorphism. Then

i ◦ tr(x) = xm
2

for any x ∈ K2n−1(Γ) by lemma 7.2.2(b).
So, if there is a torsion-free element x ∈ Ker(πv), then tr(x) is a torsion-free

element in K2n−1(R). Consider the following commutative diagram

K2n−1(R)

ι

��

(π′
v) ��

∏
finite v

K2n−1(kv)

(ιv)

��

K2n−1(Γ)
(πv)

��
∏

finite v

K2n−1(dv)

By Theorem 1 of [8], the kernel of (π′v) is finite. So (ιv)◦(π′v)◦tr(x) is torsion-
free. But x ∈ Ker(πv), and so, (ιv) ◦ (π′v) ◦ tr(x) must be 0 since, from the
above diagram,

(ιv) ◦ (π′v) ◦ tr(x) = (πv)(xm
2
) = 0 .

This is a contradiction. Hence Ker(πv) is finite.
The last statement follows from the following commutative diagram

K2n−1(Γ)

πv


��
∏

finite v

K2n−1(Γ̂v)

ϕv
��������������

∏
finite v

K2n−1(dv)

and the fact that Ker(πv) is finite (as proved above).
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We close this subsection with a brief discussion on Wild kernels for higher
K-theory of division and semi-simple algebras. First, we define these notions
that generalize the notion of Wild kernels for number fields and use 7.1.6 to
prove that Wild kernels are finite Abelian groups.

Definition 7.1.1 Recall that if F is a number field and R the ring of integers
of F , then the wild kernel WKn(F ) is defined by

WKn(F ) := Ker

⎛⎝Kn(F ) →
∏

finite v

Kn

(
F̂v

)⎞⎠
where v runs through all the finite places v of F , and F̂v is the completion
of F at v (see [12]). It is proved in [12] that WKn(F ) is finite, and in [12],
Banaszak et al. conjectured that for all number fields F and all n ≥ 0 we
should have WKn(F )l = div(Kn(F ))l.

Now, suppose D is a central division algebra over F and Γ a maximal R-
order in D. Following X. Guo and A. Kuku (see [72]) we define wild kernel

WKn(D) of D by WKn(D) := Ker

(
Kn(D) →

∏
finite v

Kn

(
D̂v

))
and show

that WKn(D) is finite for all n ≥ 0 (see theorem 7.1.7 and proposition 7.1.1).
We also define pseudo-wild kernel W ′Kn(D) of D by

W ′Kn(D) = Ker

⎛⎝Kn(D) →
∏

non complex v

Kn

(
D̂v

)⎞⎠
with the observation that W ′Kn(D) is a subgroup of WKn(D). Note that these
definitions extend to WKn(Σ), W ′Kn(Σ) where Σ is a semi-simple F -algebra.
These results and some others connected to this topic are due to X. Guo and
A. Kuku (see [72]).

Theorem 7.1.7 Let F be a number field, D a central division algebra over
F . Then the wild kernel WK2n−1(D) is finite.

PROOF By theorem 7.1.4, the following sequence is exact

0 → ⊕finite vK2n−1(dv)/K2n−1(kv) → K2n−1(Γ) → K2n−1(D) → 0 (I)

where Γ is a maximal order in D, kv is the residue ring of the ring of integers
R of F at v, and the residue ring of Γ̂v is a matrix ring over dv, and dv is a
finite field extension of kv.
Since K2n−1(dv)/K2n−1(kv) is trivial for almost all v, it follows that

⊕finite vK2n−1(dv)/K2n−1(kv)
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is a finite group. Also, it follows from theorem 7.1.11 that K2n−1(Γ) is
finitely generated. So, K2n−1(D) is finitely generated, which implies that
WK2n−1(D) is finitely generated. So it suffices to prove that WK2n−1(D) is
a torsion group.

If x ∈ WK2n−1(D) ⊂ K2n−1(D) is torsion free, then from I above, we
can find an element x1 ∈ K2n−1(Γ) such that the image of x1 under the
homomorphism

i : K2n−1(Γ) → K2n−1(D)

is x, and x1 is also torsion free. By theorem 7.1.6, the kernel of the composite
of the following maps

K2n−1(Γ) →
∏

finite v

K2n−1(Γv) →
∏

finite v

K2n−1(dv)

is finite. If x2 is the image of x1 in
∏

finite v
K2n−1(Γv), then x2 is torsion free.

Consider the following commutative diagram II with the maps of elements
illustrated in diagram III:

K2n−1(Γ)

��

��
∏

finite v
K2n−1(Γv)

��

K2n−1(D) ��
∏

finite v
K2n−1(Dv)

(II)

x1

��

�� x2

��
x �� x3 ,

(III)

where x3 is the image of x2 in
∏

finite v
K2n−1(Dv). SinceD is ramified at finitely

many places of F , kv = dv for almost all v. So, K2n−1(Γv) � K2n−1(Dv) for
almost all v by theorem 7.1.3. Hence the kernel of the right vertical arrow in
diagram II is finite. So, x3 is torsion free. However x ∈WK2n−1(D), and so,
x3 = 0. This is a contradiction. Hence WK2n−1(D) is finite.

Proposition 7.1.1 Let F be a number field and D a central division algebra
over F . Then, for all n ≥ 0, the wild kernel WK2n(D) is contained in the
image of K2n(Γ) → K2n(D). In particular, WK2n(D) is finite.
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PROOF Consider the following commutative diagram

0 �� WK2n(D)

��

�� K2n(D)

=

��

f �� ∏
vK2n(Dv)

τ

��
0 �� K2n(Γ) �� K2n(D)

g
�� ∏

vK2n−1(dv) ,

where the middle vertical arrow is an identity. By this commutative diagram,

g = τ ◦ f

which implies Kerf ⊂ Kerg. So, WK2n(D) ⊂ K2n(Γ).
Let

tr : K2n(Γ) → K2n(R)

be the transfer homomorphism, and let

i : K2n(R) → K2n(Γ)

be the homomorphism induced by the inclusion. Then for any x ∈ K2n(Λ),

i ◦ tr(x) = xm
2
,

where m2 is the dimension of D over F . Since K2n(R) is a torsion group,
K2n(Γ) is also a torsion group. So, it must be finite, which implies WK2n(D)
is finite.

Theorem 7.1.8 Let Σ be a semi-simple algebra over a number field F . Then
the wild kernel WKn(Σ) is contained in the torsion part of the image of the
homomorphism

Kn(Γ) → Kn(Σ) ,

where Γ is a maximal order of Σ. In particular, WKn(Σ) is finite.

PROOF Assume Σ =
k∏
i=1

Mni(Di), where Di is a finite dimensional F -

division algebra with center Ei. Let Γ be a maximal order of Σ. We know that

Γ is Morita equivalent to
k∏
i=1

Mni(Γi), where Γi is maximal order of Di. So

WKn(Σ) =
k∏
i=1

(WKn(Di)) and Kn(Γ) =
k∏
i=1

Kn(Γi). This theorem follows

from theorems 7.1.7 and 7.1.1.

Remark 7.1.4 It was also proved in [72] by Guo/Kuku that

(i) WKn(Σ)/W ′Kn(Σ) is a finite 2-group with 8-rank 0 if n ≡ 0, 4, 6 (mod
8) (see [72], theorem 3.1).
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(ii) div(K2(D)) ⊆ WK2(D), and that when the index of D is square free,
then

(a) divK2(D) � divK2(F ).

(b) WK2(D) � WK2(F ) and |WK2(D)/div(K2(D))| ≤ 2 (see [72],
theorem 3.2).

(iii) If (D : F ) = m2, then

(a) div(Kn(D))l = WKn(D)l for all odd primes l and n ≤ 2.

(b) If l does not divide m, then divK3(D)l = WK3(D)l = 0.

(c) If F = Q and l does not divide m, then divKn(D)l ⊂ WKn(D)l
for all n (see [72], theorem 3.4).

(7.1)B Kn, Gn, SKn, SGn of arbitrary orders

In this subsection, we obtain some finiteness results on Kn, Gn, SKn, SGn
of arbitrary orders. These results are all due to A.O. Kuku up to theorem
7.1.14 (see [108, 110, 112, 113]). Thereafter, we focus on some vanishing
results on SGn(Λ) due to R. Laubenbacher and D. Webb (see [131]).

LetR be the ring of integers in an algebraic number field F , Λ anyR-order in
a semi-simple F -algebra Σ. Then, the inclusion map Λ → Λ̂p induces a group

homomorphism Kn(Λ) ϕ̂→ Kn

(
Λ̂p
)

and hence a map SKnΛ
〈ϕ̂〉→
∏
SKn

(
Λ̂p
)
.

Note that a similar situation holds with SKn replaced by SGn.

Theorem 7.1.9 SKn

(
Λ̂p
)

= 0 for almost all p and 〈ϕ̂〉 is surjective.

PROOF It is well known that Λ̂p is maximal for almost all p. It is also

well known that Σ has only finitely many non-split completions, i.e., Σ̂p splits

for almost all p. In any case, Λ̂p is maximal in a split semi-simple algebra Σ̂p

for almost all p. So, for almost all p, SKn

(
Λ̂p
)

= 0 by theorem 7.1.3 and

corollary 7.1.1. So,
∏
SKn

(
Λ̂p
)

=
m∏
i=1

SKn

(
Λ̂p

i

)
for some finite number m

of p
i
’s.

7.1.4 We now show that 〈ϕ̂〉 is surjective. Let S = R − 0, Ŝp = R̂p − 0.

Then Quillen’s localization sequence for Kn(Λ) and Kn

(
Λ̂p
)

and the above
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result yield the following diagram:

0 → Coker
(
Kn+1(Λ)

δn+1−→ Kn+1(Σ)
) → Kn (HS(Λ)) → SKn(Λ) → 0⏐⏐8ρn

⏐⏐8βn

⏐⏐8<ϕ̂>

0 → ∏
p

Coker
(
Kn+1(Λ̂p) → Kn+1(Σ̂p)

) → ∏
Kn

(
HŜp

(
Λ̂p

))
→

m∏
i=1

SKn

(
Λ̂p

i

)
→ 0

We now show that βn mapsKn (HS(Λ)) isomorphically onto⊕Kn

(
HŜp

(
Λ̂p
))

.

If M ∈ HŜp

(
Λ̂p
)
, then M � ⊕

p
Mp where p runs through the prime ideals of

R and Mp = 0 except for a finite number of summands.

Moreover, Mp ∈ HŜp

(
Λ̂p
)
. So, HS � ⊕

p
HŜp

(
Λ̂p
)
. Now,

⊕
p
HSp

(
Λ̂p
)

= lim
m→∞

m
⊕
i=1

HŜp
i

(
Λ̂p

i

)
.

So, by Quillen’s results (see [165]).

Kn (HS(Λ)) � lim
m→∞

m
⊕
i=1

(
HŜp

i

(
Λ̂p

i

))
� ⊕pKn

(
HŜp

(
Λ̂p

i

))
.

So, βn really maps onto ⊕
p
KnHŜp

(
Λ̂p
)
, and by diagram chasing, it is clear

that ρn also maps into Coker
(
Kn+1(Λ̂p) → Kn+1(Σ̂p)

)
. The surjectivity of

〈ϕ̂〉 will follow from the following.

Theorem 7.1.10 For all n ≥ 1, there exists an exact sequence

0 → Cokerρn → SKn(Λ)
〈ϕ̂〉−→

m
⊕
i=1

SKn

(
Λ̂p

i

)
→ 0 .

PROOF The result follows by applying the Snake Lemma to the commu-
tative diagram

0 → Coker
(
Kn+1(Λ) → Kn+1(Σ)

) → Kn (HS(Λ)) → SKn(Λ) → 0⏐⏐8ρn

⏐⏐8βn

⏐⏐8〈ϕ̂〉

0 → ⊕
p

Coker
(
Kn+1(Λ̂p) → Kn+1(Σ̂p)

) → ⊕
p

Kn

(
HŜp

(
Λ̂p

))
→ m⊕

i=1
SKn

(
Λ̂p

i

)
→ 0

Remark 7.1.5 It should be noted that theorem 7.1.10 holds with SKn re-
placed by SGn, where ρn is now a map from Coker (Gn+1(Λ) → Gn+1(Σ)) to
⊕pCoker

(
Gn+1(Λ̂p) → Gn+1(Σ̂p)

)
. Note that the proof is similar where βn
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is now isomorphism Kn (MS(Λ)) � ⊕pGn
(
Λ̂p/pΛ̂p

)
. Details are left to the

reader.

Theorem 7.1.11 Let R be the ring of integers in a number field F , Λ an
R-order in a semi-simple F -algebra Σ. Then for all n ≥ 1

(i) Kn(Λ) is a finitely generated Abelian group.

(ii) SKn(Λ) is a finite group.

(iii) SKn(Λ̂p) is finite (or zero) for any prime ideal p of R.

PROOF

(i) Note thatKn(Λ) = limm→∞Kn,m(Λ) whereKn,m(Λ) = πn(BGL+
m(Λ)) �

πn(BE+
m(Λ)) since BE+

m(Λ) is the universal covering space of BGL+
m(Λ)

(see [25, 220]).

Now, by the stability result of Suslin [202], Kn,m(Λ) = Kn,m+1(Λ) if
m ≤ max(2n+ 1, n+ 3) since Λ satisfies SR3. Now Em(Λ) is an Arith-
metic group since SLm(Λ)/Em(Λ) is finite (see [189]). So, by a result
of Borel ([27], theorem 11.4.4), Hn(Em(Λ)) is finitely generated. Now
Hn(Em(Λ)) ∼= Hn(BEm(Λ)) = Hn(BE+

m(Λ)), and moreover, BE+
m(Λ)

is simply connected H-space for m ≥ 3. Moreover, by ([197], 9.6.16),
πn(BE+

m(Λ)) is finitely generated iff Hn(BE+
m(Λ)) is finitely generated.

So Kn(Λ) = πn(BE+
m(Λ)) is finitely generated. The proof for n = 1 is

well known (see [20]).

(ii) It follows from (i) that SKn(Λ) is finitely generated as a subgroup of
Kn(Λ), and so, we only have to show that SKn(Λ) is torsion.

If Γ is a maximal R-order containing Λ, then, since any R-order is a
Z-order, there exists s ∈ Z such that sΓ ⊂ Λ. If we put q = sΓ, then
q is a two-sided ideal of Λ and Γ such that s annihilates Λ/q and Γ/q,
and so, we obtain a Cartesian square

Λ

��

�� Γ

��
Λ/q �� Γ/q

which by [33, 237] leads to an exact Mayer - Vietoris sequence:

→ Kn+1

(
Γ/q
)
1/s

→ Kn(Λ)1/s → Kn(Γ)1/s ⊕Kn(Λ(q)
→ Kn(Γ/q)1/s → Kn−1(Λ)1/s → · · · (I)

where, for any Abelian group Λ we write A1/s for A⊗ Z[1/s].
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If we write A = As ⊕ As′ ⊕ Af where s, s′, f denote, respectively, s-
torsion, s′-torsion, and free parts of A, we have A1/s � As′ ⊕ (Af )s.

Now, Λ/q, Γ/q are finite rings, and so, Kn(Λ/q)1/s and Kn(Γ/q)1/s are
isomorphic, respectively, to Kn

(
(Λ/q)/rad(Λ/q)

)
1/s

and Kn

(
(Γ/q)/

rad(Γ/q)
)
1/s

. Now, since (Λ/q)/rad(Λ/q) and
(
Γ/q)/rad(Γ/q)

)
are fi-

nite semi-simple rings, computing their K-groups reduces to computing
K-groups of finite fields. Hence K2n(Λ/q)1/s and K2n(Γ/q)1/s = 0 for
all n ≥ 1, and the sequence I reduces to

· · ·K2n+1(Γ/q)1/s → K2n(Λ)1/s → K2n(Γ)1/s → 0 (II)

and

· · · 0 → K2n−1(Λ)1/s
δ→ K2n−1(Γ)1/s⊕K2n−1(Λ/q)1/s → K2n−1(Γ/q)1/s

(III)

It follows from the sequence II above that the canonical map K2n(Λ)
β2n→

K2n(Γ) is a monomorphism mod s-torsion. Now, SK2n(Γ) = 0 since Γ is
regular. So, SK2n(Λ) � Kerβ2n is torsion. But SK2n(Λ) is also finitely
generated as a subgroup of K2n(Λ) by (i) above. Hence SK2n(Λ) is
finite.

Now, let η : K2n−1(Γ)1/s ⊕ K2n−1(Λ/q)1/s → K2n−1(Γ)1/s be the
projection onto the first factor K2n−1(Γ)1/s. Then, Ker(K2n−1(Λ)1/s
ρ→ K2n−1(Γ)1/s) is contained in Ker η since we have a commutative
diagram

K2n−1(Λ)

ρ
�������������

δ �� K2n−1(Γ)1/s ⊕K2n−1( /q)1/s

η



















K2n−1(Γ)1/s

and so, ρ = ηδ, whence the sequence 0 → Kerδ → Kerρ → Kerη
is exact where Kerδ = 0. Now Kerη � K2n−1(Λ/q)1/s is torsion s-
ince K2n−1(Λ) → K2n−1(Γ) is a monomorphism mod torsion. But
SK2n−1(Γ) is finite since SK2n−1(Γ) � SG2n−1(Λ) and G2n−1(Γ/q)
is finite (see theorem 7.1.12(ii)). Hence SK2n−1(Λ) is torsion. But
SK2n−1(Λ) is also finitely generated by (i) above. Hence SK2n−1(Λ) is
finite.

(iii) It is well known that Λ̂p is maximal for almost all p. It is also well

known that Σ has only finitely many non-split extension, i.e., Σ̂p splits

for almost all p. In other words, Λ̂p is maximal in a split semi-simple

Σ̂p for almost all p. So, for almost all p, SK2n−1

(
Λ̂p
)

= 0 (see theorem
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7.1.3) and SK2n

(
Λ̂p
)

= 0 (see corollary 7.1.1). Also, it was shown in
theorem 7.1.13 that there exists a surjection

SKn(Λ) → ⊕mi=1SKn

(
Λ̂p

i

)
.

Hence the result.

Remarks 7.1.1 Let R be the ring of integers in a number field F , R̂p the
completion of R at a prime ideal p of R, G a finite group. It follows from
theorem 7.1.11 that, for all n ≥ 1, Kn(RG) is finitely generated; SKn(RG)
and SKn(R̂pG) are finite groups.

To facilitate other computations, we now show that if A is any finite ring,
then Kn(A), Gn(A) are finite Abelian groups.

Theorem 7.1.12 Let A be any finite ring with identity. Then for all n ≥ 1,

(i) Kn(A) is a finite group.

(ii) Gn(A) is a finite group, and G2n(A) = 0.

PROOF

(i) First note that for m ≥ 1, Em(R) is a finite group, and so, for al-
l n ≥ 1, Hn(Em(R)) is finite. (Homology of a finite group is finite.)
Now, put Kn,m(R) = πn (BGL+

m(R)). Then, by the stability result of
Suslin [202], Kn,m(R) � Kn,m+1(R) if m ≥ max(2n + 1, s.r.R + 1),
where s.r.R + 1 is the stable range of R (see [20]). Also for n ≥ 2,
πn (BGL+

m(R)) � πn (BE+
m(R)) since BE+

m(R) is the universal cov-
ering space of BGL+

m(R) (see [220], proof of 4.12, or [136]). Now,
Hn(BEm(R)) � Hn(BEm(R)+) by the property of the plus construc-
tion since BEm(R) → BE+

m(R) is acyclic. Moreover, BE+
m(R) is simply

connected. So Kn(R) = πn (BE+
m(R)) is finite since, by [197], 9.6.16,

πn (BE+
m(R)) is finite if and only if Hn (BE+

m(R)) is finite.

(ii) Note that A = A/radA is a semi-simple ring and hence regular. Also
A is a finite direct product of matrix algebras over finite fields. So, by
Devissage, Gn(A) � Gn(A) � Kn(A), which reduces to computing Kn

of finite fields. Hence the result.

We next prove some finiteness results forGn and SGn of orders (see theorem
7.1.13 below). These results are analogues to theorem 7.1.11 for Kn, SKn of
orders.
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Theorem 7.1.13 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra Σ, Γ a maximal order in Σ containing Λ,
αr : Gr(Γ) → Gr(Λ) the map induced by the functor M(Γ) →M(Λ) given by
restriction of scalars. Then, for all n ≥ 1,

(i) α2n−1 : G2n−1(Γ) → G2n−1(Λ) has finite kernel and cokernel.

(ii) α2n : G2n(Γ) → G2n(Λ) is injective with finite cokernel.

(iii) Gn(Λ) is finitely generated.

(iv) SG2n−1(Λ) is finite and SG2n(Λ) = 0.

(v) SG2n−1(Λp), SG2n−1(Λ̂p) are finite of order relatively prime to the ra-

tional prime p lying below p and SG2n(Λp) = SG2n(Λ̂p) = 0.

PROOF

(i) Since Λ is also a Z-order, there exists a non-zero integer s such that
Λ ⊂ Γ ⊂ 1

sΛ (see [171]). If S = {1, s, s2, . . .}, we have ΛS = R
[
1
s

]
⊗Λ =

R
[

1
s

]
⊗ Γ = ΓS .

Now, since G2n(Γ/sΓ) = G2n(Λ/sΛ) = 0 (see theorem 7.1.12), we have
the following commutative diagram where the top and bottom sequences
are exact and ρ is an isomorphism:

· · · �� G2n−1(Γ/sΓ)

��

γ2n−1 �� G2n−1(Γ)

α2n−1

��

δ2n−1 �� G2n−1(ΓS)

ρ

��

�� 0

· · · �� G2n−1(Λ/sΛ)
γ′

2n−1 �� G2n−1(Λ)
δ′2n−1�� G2n−1(ΛS) �� 0

From the right-hand commutative square, we have an exact sequence

0 → kerα2n−1 → kerδ2n−1 → kerδ′2n−1 → Cokerα2n−1 → 0 .

Now, Kerδ2n−1 = Imγ2n−1 is finite since G2n−1(Γ/sΓ) is a finite group
by theorem 7.1.12. Hence Kerα2n−1 is finite as a subgroup of Kerδ2n−1.
Also Kerδ′2n−1 = Imγ′2n−1 is finite since G2n−1(Γ/sΓ) is finite. So,
Cokerα2n−1 is finite.

(ii) We also have the following commutative diagram where the rows are
exact:

0 �� G2n(Γ)

α2n

��

δ2n �� G2n(ΓS)

ρ

��

ν2n �� G2n−1(Γ/sΓ)

��

�� · · ·

0 �� G2n(Λ)
δ′2n �� G2n(ΛS)

ν′
2n�� G2n−1(Λ/sΛ) �� · · ·



Kn, Gn, SKn, SGn of Arbitrary Orders 139

The result follows from the following exact sequence associated with the
left-hand commutative square:

0 → Kerα2n → Kerδ2n → Kerδ′2n → Cokerα2n → Cokerδ2n → · · · .

where Kerα2n = 0 since Kerδ2n = 0 and Cokerδ2n ≈ Imν2n is finite as
a subgroup of the finite group G2n−1(Γ/sΓ).

(iii) Since ∀n ≥ 1, Kn(Γ) is finitely generated; then, Imαn has a finite index
in Gn(Λ), and so, Gn(Λ) is finitely generated.

(iv),(v) Let X be the set of prime ideals of R. Then ∀n ≥ 1 and we have the
following exact sequences (see example 6.2.1(v)):

· · · → ⊕p∈XGr(Λ/pΛ) → SGr(Λ) → 0. (i)

· · · → Gr(Λp/pΛp) → SGr(Λp) → 0. (ii)

· · · → Gr(Λ̂p/pΛ̂p) → SGr(Λ̂p) → 0. (iii)

Note that Gr(Λ/pΛ) � Gr(Λp/pΛp) � Kr(Λp/radΛp) is a finite group
since Λp/pΛp � Λ/pΛ is a finite ring and (Λp/radΛp) � (Λp/pΛp)/

rad(Λp/pΛp). Furthermore, if r = 2n, G2n(Λ/pΛp) � G2n(Λ̂/pΛ̂p) = 0
by theorem 7.1.12(ii). If r = 2n − 1, then ⊕

p∈X
Gr(Λ/pΛ) is a torsion

group, and so, from (i), SG2n−1(Λ) is torsion. But SG2n−1(Λ) is finitely
generated by (iii). Hence SG2n−1(Λ) is finite.

Now, Λp/radΛp � Λ̂p
li

/radΛ̂p �
k∏
i=1

Mni(Fqi ) where Fqi is a finite

field of order qi = p�i, say for the rational prime p lying below p. So,
K2n−1(Λp/radΛp) �

∏
K2n−1(Fqi) �

∏
(cyclic groups of order (qni −1))

(see example 5.1.1(v)). So, |K2n−1(Λp/radΛp)| ≡ −1 mod p, and so, it

follows from (ii) and (iii) above that SG2n−1(Λp) and SG2n−1(Λ̂p) are
finite groups of order relatively prime to p.

Remarks 7.1.2 (i) Note that theorem 7.1.13 holds for Λ = RG, Λp =

RpG, Λ̂p = R̂pG where G is a finite group, Rp is localization of R at p,

and R̂p = completion of R at p.

(ii) One can also prove easily that for all n ≥ 1, Gn(Λp) is a finitely gener-
ated Abelian group. Hence Gn(RpG) is finitely generated.

(iii) One important consequence of theorem 7.1.13(iii) is the following result,
which says that Gn of arbitrary finite algebras (i.e., R-algebra finitely
generated as R-modules) are finitely generated (see theorem 7.1.14 be-
low).
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(iv) We shall also prove in 7.5 that Gn(RV ) is finitely generated if V is a
virtually infinite cyclic group.

Theorem 7.1.14 Let R be the ring of integers in a number field, A any finite
algebra (i.e., A an R-algebra finitely generated as an R-module). Then Gn(A)
is finitely generated.

PROOF It is well known (see [20] III 8.10) that there exists a nilpotent
ideal N in A such that A/N = T × Λ where T is a semi-simple ring and
Λ is an R-order in a semi-simple F -algebra. Hence Gn(A) � Gn(A/N) �
Gn(T ) × Gn(Λ). Now, Gn(Λ) is finitely generated by theorem 7.1.13(iii).
Note that T is a finite ring since T is torsion and finitely generated. Moreover,
Gn(T ) is finite by theorem 7.1.12(ii). Hence the result.

7.1.5 Our next aim is to prove the following result on the vanishing of
SGn(Λ) under suitable hypothesis on Λ. This result due to R. Lauberbacher
and D. Webb (see [131]) has the interesting consequence that if R is the ring
of integers in a number field F , and G a finite group, the SGn(RG) = 0
for all n ≥ 1. We also have some other consequences due to A. Kuku, i.e.,
SGn(Λ̂p) = 0 and SGn(R̂pG) = 0, for any prime ideal p of R (see [117] or
chapter 8).

Theorem 7.1.15 [131] Let R be a Dedekind domain with quotient field F ,
Λ any R-order in a semi-simple F -algebra. Assume that

(i) SG1(Λ) = 0.

(ii) Gn(Λ) is finitely generated for all n ≥ 1.

(iii) R/p is finite for all primes p of R.

(iv) If ζ is an �s-th root of unity for any rational prime � and positive integer
s, R̃ the integral closure of R in F (ζ), then SG1(R̃⊗R Λ) = 0.

Then SGn(Λ) = 0 for all n ≥ 1.

The proof of theorem 7.1.15 will depend on the next two results – lemma
7.1.5 and theorem 7.1.16 below.

7.1.6 In the notation of theorem 7.1.15, let S = R− 0, MS(Λ) the category
of finitely generated S-torsion Λ-modules, m a maximal two-sided ideal of Λ,
k(m) a finite field extension of R/R ∩m such that Λ/m is a full matrix ring
over k(m). Recall that for any exact category C, Kn(C,Z/s) is the mod-s K-
theory of C as defined in example 5.2.2(viii). These groups are also discussed
further in chapter 8.

We now prove the following.
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Lemma 7.1.5 In the notation of 7.1.6, there is an isomorphism∏
m⊂Λmax ideal

Kn(k(m),Z/�ν)
∼=→ Kn(MS(Λ); Z/�ν) .

PROOF Using Devissage argument, one has that Kn(MS(Λ)) � ⊕Kn

(End(T )) where T runs through all isomorphism classes of simple Λ-modules.
Now, let T be a simple Λ-module. Then, annΛ(T ) is a two-sided ideal of Λ,
which contains a product m1 ·m2 · · ·mr = m1∩m2∩· · ·∩mr of maximal two-
sided ideals m1,m2, · · · ,mr of Λ. Hence T is a simple module over Λ/m1 ·
m2 · · ·mr

∼= Λ/m1 × Λ/m2 × · · ·Λ/mr. Hence T is a simple module over
Λ/mi for some i. If m is a maximal two-sided ideal of Λ, then Λ/m is a
simple finite-dimensional algebra over R/(R ∩m).

Since the residue fields of R are finite, it follows that Λ/m is a full matrix
ring over a finite field extension k(m) of R/R∩m, and the result follows from
the fact that K-theory is Morita-invariant.

Theorem 7.1.16 In the notation of theorem 7.1.1, we have that for all odd
n ≥ 1 and rational primes �

SGn(Λ,Z/�v) = Ker(Gn(Λ,Z/�v) → Gn(Σ,Z/�v)) = 0

where ν ≥ 2 if � = 2.

PROOF Recall that Quillen’s localization sequence

· · ·Gn+1(Σ) → Gn(MS(Λ)) → Gn(Λ) → Gn(Σ) → · · ·

is induced by the sequence of exact categories

MS(Λ) →M(Λ) →M(Σ). (I)

Since R is contained in the centre of Λ, we obtain a commutative diagram of
exact functors and exact categories

MS(Λ)× P(R)

��

�� M(Λ)× P(R)

��

�� M(Λ)× P(R)

��
MS(Λ) �� M(Λ) �� M(Σ)

(II)

where the vertical functors are given by −⊗R− and are biexact. Since �ν 	= 2,
the vertical functors induce pairing on K-groups with or without coefficients.
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From [131] corollary 7.14, we now have a commutative diagram

G2(Σ,Z/�ν)×Kn−1(R,Z/�ν)

∂2×id
��

�� Gn+1(Σ,Z/�ν)

∂n+1
��∏

m⊂Λ

K1 (k(m); Z(�ν)×Kn−1(R,Z/�ν) ��
∏
m⊂Λ

Kn (k(m); Z/�ν)

(III)

So, in order to prove theorem 7.1.16, it suffices to show that ∂n+1 is surjective.
Now, consider the following commutative diagram of exact functors∏

m
M(Λ/m)× P(R)

��

��
∏
m
M(Λ/m)

��
MS(Λ)× P(R) �� MS(Λ)

(IV)

where the top arrow is given by (⊕
i
Mi, P ) → ⊕

i
M ⊗R P ) and the vertical

functors induce isomorphisms in K-theory (by Devissage); then the bottom
horizontal map in III is induced by the top horizontal map in IV.

If char(F ) = �, then char(k(m)) = � for all m ⊂ Λ. Since k(m) is finite,
then Kn(k(m)) contains no �-torsion for n odd, and so, it follows from the
Bockstein sequence (see chapter 8)

Kn(k(m) �ν→ Kn(k(m) → Kn(k(m),Z/�ν) → Kn−1(k(m) → · · ·

that Kn(k(m),Z/�ν) = 0 for all odd n. Hence, in this case, ∂r+1 is trivially
surjective.

Now, suppose char(F ) 	= �. We shall prove the theorem under the as-
sumption that R contains a primitive �ν-th root of unity ζ. Let p ⊂ R be a
prime ideal such that char(R/p) 	= �. It was shown in [30] theorem 2.6 that
⊕
n≥0

;Kn(R/p; Z/�ν) is a graded Z/�ν-algebra isomorphic to Λ(αp)⊗Z/�ν P (βp)

where Λ(αp) is the exterior algebra generated over Z/�ν by a generator αp of
the cyclic group K1(R/p; Z/�ν) ∼= (R/p)∗/�ν(R/p)∗ and P (βp) is the polyno-
mial algebra generated over Z/�ν by an element βp ∈ K2(R/p; Z/�ν) mapped
by the Bockstein to the image of ζ ∈ R∗ ∼= K1(R) in K1(R/p) (see [30]).
In the case where char(R/p) = �, we have that Kn(R/p; Z/�ν) = 0 for all odd
n (see [30]).

If k is a finite field extension of R/p, then, if char(R/p) 	= �,

⊕n≥0Kn(k; Z/�ν) ∼=
∧

(α′)⊗Z/�ν P (βp)

where α′ is a generator of K1(k; Z/�ν) ∼= k∗/�νk∗ [131]. Squares in an exterior
algebra are zero, and so, for odd n, Kn(R/p; Z/�ν), resp. Kn(k; Z/�ν), is a
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cyclic Z/�ν-module, generated by αp · β(n−1)/2
p , resp. α′ · β(n−1)/2

p . As shown
above, ⊕n≤0Kn(m); Z/�ν) ∼=

∧
(αm) ⊗Z/�ν P (β), where αm is a generator of

K1(k(m); Z/lν), and βm is the image of the Bott element β ∈ K2(R; Z/lν)
(see [131]) under the map

K2(R; Z/lν) −→ K2(R/p; Z/lν)
∼=−→K2(k(m); Z/lν).

Our aim is to show that ∂n+1 in square III is onto. So, let Σmym(β)(n−1)/2
m

be a typical element of
∐

Kn(k(m); Z/lν). From diagram (IV) we see that
this element is the image of (σmym)(β)(n−1)/2) in

∐
mK1(k(m); Z/�ν) ×

Kn−1(R; Z/�ν) under the bottom horizontal map in square III, which, there-
fore, is onto. By assumption, ∂2 is onto, hence so is ∂2 × id. It follows that
∂n+1 is onto. This proves the theorem under the assumption that R contains
a primitive �νth root of unity.

In the general case, let ζ be a primitive �νth root of unity in an algebraic
closure of R, and let F̃ = F (ζ) and R̃ be the integral closure of R in Λ̃ =
R̃⊗RΛ, and Σ̃ = F̃ ⊗F Σ. Restriction of scalars induces a map of localization
sequences

Gn+1(Σ̃; Z/�ν)

��

∂̃n+1 ��
∐
p̃⊂M̃

Kn(k(m̃); Z/�ν)

��

Gn+1(Σ; Z/�ν) ��
∐
p⊂M

Kn(k(m); Z/�ν)

It follows from the ideal theory of orders (see [38]) that for given m̃ and m,
the corresponding component of f is zero unless m̃ lies over m.
In this case, it is the transfer mapKn (k(m̃); Z/�ν) → Kn(k(m); Z/�ν) induced
by the field extension k(m̃/k.

Since n is odd, the map Kn (k(m̃); Z/�ν) → Kn(k(m); Z/�ν) is onto ([196],
Lemma 9). Therefore, f is onto. Since ˜∂n+1 is also onto, this completes the
proof.

Proof of theorem 7.1.15. If n is even, then it follows from lemma that
Kn(MS(Λ)) = 0. Therefore SGn(Λ) = 0 also.

So, assume that n is odd. By hypothesis, Gn(Λ) is finitely generated, and
so, SGn(Λ) is finite by hypothesis (iii). Let x ∈ SGn(Λ). We shall show that
the �-primary component xi of x is zero for all primes �. Let ν be an integer
large enough so that �ν annihilates the �-primary component of Gn(Λ). (If
� = 2, also choose ν ≥ 2.) Since the Bockstein sequence for K-theory with
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Z/�ν-coefficients is functorial, we obtain a commutative diagram

Gn(Λ)

�ν

��

�� Gn(Σ)

��
Gn(Λ)

f

��

g �� Gn(Σ)

k

��
Gn(Λ; Z/�ν) h �� Gn(Σ; Z/�ν)

Write Gn(Λ) = B⊕C⊕D, where B is the torsion-free part of Gn(Λ), C is the
prime-to-� torsion, and D is the �-primary part. Then the kernel of f equals
(�ν ·B)⊕ C.

Write x = y + xi with xi ∈ D, and y ∈ C. Then, since g(x) = 0, we have

0 = hf(x) = hf(xi + y) = hf(xi) + hf(y) = hf(xi) .

But h is one-to-one by theorem 7.1.16, and hence f(xi) = 0. Since xi ∈ D,
this implies that xi = 0.

This completes the proof of Theorem 7.1.15.

Corollary 7.1.3 Let R be the ring of integers in a number field F , G a finite
group. Then SGn(RG) = 0 for all n > 0.

PROOF It was proved in [100] that SG1(RG) = 0. Also, by theo-
rem 7.1.13, Gn(RG) is finitely generated for all n ≥ 1. So, the hypothesis
of 7.1.15 are satisfied for Λ = RG and the result follows.

Remarks 7.1.3 (i) In [117] A.O Kuku showed that in the notation
of 7.1.1, SGn(Λ̂p) = 0 for any prime ideal p of R if Λ satisfies the

hypothesis of 7.1.15. Hence SGn(R̂pG) = 0 (see chapter 8).

(ii) Recall that 7.1.16 was proved for odd n. In [117] A. Kuku showed that
for all even n, SGn(Λ,Z/�ν) = 0 in the notation of 7.1.16 if Λ satisfies
the hypothesis of 7.1.15 (see chapter 8). Hence SGn(RG,Z/�ν) = 0 for
all even n.

(iii) In [117] A. Kuku showed also that if Λ satisfies the hypothesis of 7.1.15,
then for all n ≥ 1 SKn(Λ) ∼= Ker(Kn(Λ) → Gn(Λ)), i.e., SKn(Λ) is
isomorphic to the kernel of the Cartan map (see chapter 8).

Before we close the section, we present the following computation (theo-
rem 7.1.17) due to A. Kuku that, if G is a finite p-group, then SK2n−1(ZG),
SK2n−1(Ẑ�G) are finite p-groups for all n ≥ 1 (see [121]). Recall that we
showed already in 7.1.8 (ii) that SKn(ZG) is finite for all n ≥ 1, and for any
finite group G.
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Theorem 7.1.17 Let G be a finite p-group. Then

(a) SK2n−1(ZG) is a finite p-group.

(b) For any rational prime �, SK2n−1(Ẑ�G) is a finite p-group (or zero) for
all n ≥ 1.

PROOF

(a) Let Γ be a maximal order containing ZG.
If |G| = ps and we write b = psΓ, then the Cartesian square

ZG

��

�� Γ

��
ZG/b �� Γ/b

yields a long Mayer - Vietoris sequence

· · · → Kn+1(Γ/b)
(

1
p

)
→ Kn(ZG)

(
1
p

)
→ Kn(Γ)

(
1
p

)
⊕Kn(ZG/b)

(
1
p

)
→ Kn(Γ/b)

(
1
p

)
→ Kn−1(ZG)

(
1
p

)
→ · · ·

(I)
(see [33, 237]).

Since ps annihilates (ZG)/b and Γ/b then (ZG)/b and Γ/b are Z/ps-
algebras. Moreover, I = rad((ZG)/b), J = rad(Λ/b) are nilpotent in
the finite rings (ZG)/b and Γ/b, respectively, and so, by [236] 5.4, we
have for all n ≥ 1 that Kn(ZG)/b, I) and Kn(Γ/b, J) are p-groups. By
tensoring the exact sequences II and III below by Z

(
1
p

)
· · · → Kn+1((ZG)/b)/I) → Kn((ZG)/b, I) → Kn((ZG)/b) → (II)

· · · → Kn+1((Γ/b)/J) → Kn((Γ)/b, J) → Kn((Γ)/b) → · · · (III)

we have Kn(Γ/b)
(

1
p

)
∼= Kn((Γ/b)/J)

(
1
p

)
and Kn((ZG/b)

(
1
p

)
∼=

Kn((ZG/b)/I)
(

1
p

)
.

Now, (ZG/b)/I and (Γ/b)/J are finite semi-simple rings and hence di-
rect products of matrix algebras over finite fields. So, by Quillen’s result-
s, K2r(ZG/b)

(
1
p

)
� K2r((ZG/b)/I)

(
1
p

)
= 0 and K2r((Γ/b))

(
1
p

)
∼=

K2r((Γ/b)/J)
(

1
p

)
= 0. So, the exact sequence I above becomes

0 → K2r−1(ZG)
(

1
p

)
→ K2r−1(Γ)

(
1
p

)
⊕K2r−1(ZG/b)

(
1
p

)
→ · · ·
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which shows that K2r−1(ZG) → K2r−1(Γ) is a monomorphism mod p-
torsion: i.e., Ker(K2r−1(ZG) → K2r−1(Γ)) is a p-torsion group. It is
also finite since it is finitely generated as a subgroup of K2r−1(ZG),
which is finitely generated (see theorem 7.1.13). Hence Ker(K2r−1(ZG)
β→ K2r−1(Γ)) is a finite p-group.

Now, the exact sequence associated to composite α = γβ in the com-
mutative diagram

K2r−1(ZG)
β

�������������
α �� K2r−1(QG)

K2r−1(Γ)

γ
�������������

is
0 → Kerβ → SK2r−1(ZG) → SK2r−1(Γ) → · · ·

where Kerβ is a finite p-group.

Now, Γ = Z⊕ (⊕ti=1Mni(Z[ωi]). But it is a result of Soule [196] that if
F is a number field and OF the ring of integers of F , then SKn(OF ) =
0 ∀n ≥ 1. Hence SKn(Γ) = 0 ∀n ≥ 1. So, SK2r−1(ZG) � Kerβ is a
finite p-group.

(b) Let S = Z− 0, Ŝ� = Ẑ� − 0. Then by applying the Snake lemma to the
following commutative diagram

0 → K2n(QG)
Im(K2n(ZG))

��

�� K2n−1(HS(ZG)

��
��

�� SK2n−1(ZG) → 0

��

0 → ⊕
�

K2n(Q̂�G)
Im(K2n(Z�G))

�� ⊕
�
K2n−1(HŜi

(Ẑ�G) �� ⊕
�
SK2n−1(Ẑ�G) → 0

where K2n−1(HS(ZG)) ∼→ ⊕
�
K2n−1(HŜi

(Ẑ�G)) is an isomorphism, we
obtain a surjective map

SK2n−1(ZG) � ⊕
�
(ŜK2n−1(Ẑ�G). (I)

Now, it is well known that for � 	= p, Ẑ�G is a maximal order in a
split semi-simple algebra Q̂�G. Now, when Ẑ�G is a maximal order in
Q̂�G, we have from theorem 7.1.3 that SK2n−1(Ẑ�G) = 0 iff Q̂�G splits.
Hence

⊕
�

SK2n−1(Ẑ�G) in I reduces to only SK2n−1(ẐpG).

But by (a), SK2n−1(ZG) is a finite p-group. Hence so is SK2n−1(ẐpG).
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Remarks 7.1.4 Even though we do not have finite generation results for
Kn(Λ), Gn(Λ), of p-adic orders Λ, the following results, theorem 7.1.18 con-
cerning finite kernel and cokernel, are quite interesting.

Theorem 7.1.18 Let R be the ring of integers in a p-adic field F , Λ any
R-order in a semi-simple F -algebra Σ, Γ a maximal R-order containing Λ.
Then, for all n ≥ 2,

(i) The canonical map Kn(Γ) → Kn(Σ) has finite kernel and cokernel.

(ii) The canonical map Gn(Λ) → Gn(Σ) has finite kernel and cokernel.

(iii) αn : Gn(Γ) → Gn(Λ) has finite kernel and cokernel where αn is the map
induced by the functor M(Γ) →M(Λ) given by restriction of scalars.

PROOF Left as an exercise.

7.2 Ranks of Kn(Λ), Gn(Λ) of orders and grouprings plus
some consequences

(7.2)A Ranks of Kn and Gn of orders Λ

7.2.1 Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra Σ. We proved in theorem 7.1.11(i) that for all n ≥ 1,
Kn(Λ) is a finitely generated Abelian group, and in 7.1.13(iii) that Gn(Λ) is
also finitely generated.

The aim of this section is to obtain information about the ranks of these
groups. More precisely, we show in theorem 7.2.1 that if Γ is a maxi-
mal R-order containing Λ, then for all n ≥ 2, rankKn(Λ) = rankGn(Λ) =
rank(Kn(Γ)) = rank(Kn(Σ)). It follows that if Λ = RG (G a finite group),
then rankKn(RG) = rankGn(RG) = rankKn(Γ) = rankKn(FG). These re-
sults are due to A.O. Kuku (see [115]).

We also prove an important consequence of the results above, namely that
for all n ≥ 1, K2n(Λ), G2n(Λ) are finite groups. This is also due to A.O. Kuku
(see [121]).

Theorem 7.2.1 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra Σ, Γ a maximal R-order containing Λ.
Then for all n ≥ 2 rankKn(Λ) = rankKn(Γ) = rankGn(Λ) = rankKn(Σ).

The proof of theorem 7.2.1 will be in several steps.
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Theorem 7.2.2 Let R be the ring of integers in a number field F , and Γ
a maximal R-order in a semi-simple F -algebra Σ. Then the canonical map
Kn(Γ) → Kn(Σ) has finite kernel and torsion cokernel for all n ≥ 2. Hence,
rankKn(Γ) =rankKn(Σ).

PROOF Since Γ, Σ are regular, we have Kn(Γ) � Gn(Γ) and Kn(Σ) �
Gn(Σ). So, we show that Gn(Γ) → Gn(Σ) has finite kernel and torsion
cokernel. Now, SGn(Γ) = SKn(Γ) is finite for all n ≥ 1 (being finitely
generated and torsion, see theorem 7.1.11). Also the localization sequence of
Quillen yields

· · · → Gn+1(Γ) → Gn+1(Σ) → ⊕
p
Gn(Γ/pΓ) · · · ,

where p runs through the prime ideals ofR. Now, for all n ≥ 1, eachGn(Γ/pΓ)
is finite since Γ/pΓ is finite (see theorem 7.1.12(ii)). So, ⊕pGn(Γ/pΓ) is tor-
sion. Hence, Gn+1(Σ)/Im(Gn+1(Γ) is torsion, as required.

Lemma 7.2.1 (Serre) Let A→ B ⊕K → C ⊕L→ D be an exact sequence
of Abelian groups. If A,B,C and D are finite (resp. torsion), then the kernel
and cokernel of K → L are both finite (resp. torsion).

Theorem 7.2.3 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra, Γ a maximal order containing Λ. Then,
for all n ≥ 1, the map Gn(Γ) → Gn(Λ) induced by the functor M(Γ) →
M(Λ) given by restriction of scalars has finite kernel and cokernel. Hence,
rankGn(Γ) = rankKn(Γ) = rankGn(Λ).

PROOF There exists a non-zero element s ∈ R such that Λ ⊂ Γ ⊂ Λ(1/s).
Let S = {si}, i ≥ 0. Then ΛS = Λ ⊗R RS � Γ ⊗R RS = ΓS . We show that
for all n ≥ 1, αn : Gn(Γ) → Gn(Λ) has finite kernel and cokernel.

Consider the following commutative diagram of exact sequences:

· · · → Gn(Γ/sΓ)

��

βn �� Gn(Γ)

σn

��

�� Gn(ΓS)

δ

��

�� Gn−1(Γ/sΓ) → · · ·

��
· · · → Gn(Λ/sΛ)

β′
n �� Gn(Λ)

ρ′n ���� Gn(ΛS) �� Gn−1(Λ/sΛ)

(I)

where δ is an isomorphism.
From I we extract the Mayer - Vietoris sequence

Gn(Γ/sΓ) → Gn(Λ/sΛ)⊕Gn(Γ) → Gn(Λ) → Gn−1(Γ/sΓ) . (II)

Now, since Γ/sΓ and Λ/sΛ are finite and n ≥ 1, all the groups in II above
are finite (see theorem 7.1.12(ii)) except Gn(Γ) and Gn(Λ). The result now
follows from Lemma 7.2.1.
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Theorem 7.2.4 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra, Γ a maximal order containing Λ. Then,
for all n ≥ 1 the map Kn(Λ) → Kn(Γ) has finite kernel and cokernel. Hence
rankKn(Λ) =rankKn(Γ).

To be able to prove theorem 7.2.4, we first prove the following.

Theorem 7.2.5 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra, Γ a maximal order containing Λ. Then,
for all n ≥ 1, the map Kn(Λ) → Kn(Γ) (induced by the inclusion map Λ → Γ)
is an isomorphism mod torsion.

PROOF First note that since every R-order is a Z-order, there exists a
non-zero integer s such that Λ ⊂ Γ ⊂ Λ(1/s). Put q = sΓ. Then we have a
Cartesian square

Λ

��

�� Γ

��
Λ/q �� Γ/q

(I)

Now, by tensoring I with Z(1/s), if we write A(1/s) for A ⊗ Z(1/s) for any
Abelian group A, we have long exact Mayer - Vietoris sequence (see [33, 237])

· · ·Kn+1(Γ/q)
(

1
s

)
ρ→ Kn(Λ)

(
1
s

)
η→ Kn(Γ)

(
1
s

)
⊕Kn(Λ/q)

(
1
s

)
α→ Kn(Γ/q)

(
1
s

)
→ Kn−1(Λ)

(
1
s

)
→ · · · (II)

Now, Λ/q and Γ/q are finite rings, and so, Kn(Λ/q) and Kn(Γ/q) are
finite groups (see theorem 7.1.12). The result is now immediate from
Lemma 7.2.1.

Proof of theorem 7.2.4. Let αn : Kn(Λ) → Kn(Γ) denote the map. By
Theorem 7.2.5, the kernel and cokernel of αn are torsion. Also, for all n ≥ 1,
Kn(Λ) are finitely generated (see theorem 7.1.11). Hence, the kernel and
cokernel of αn are finitely generated and hence finite. So, rankKn(Γ) =
rankKn(Λ).

As a fallout from the above, we now have the following result, which also
proves that SKn(Λ) is finite for any R-order Λ.

Theorem 7.2.6 Let R be the ring of integers in a number field F , Λ any R-
order in a semi-simple F -algebra Σ. Then the canonical map Kn(Λ) → Kn(Σ)
has finite kernel and torsion cokernel.
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PROOF From the commutative diagram

Kn(Λ)

α
���

��������
β �� Kn(Σ)

Kn(Γ)

γ
�����������

we have an exact sequence

0 → ker α→ SKn(Λ) → SKn(Γ) → Kn(Γ
ImKn(Λ)

→ Kn(Σ
ImKn(Λ)

→ Kn(Σ
Im(Kn(Γ))

→ 0 .

Now, by theorem 7.2.4, kerα is finite, and by theorem 7.1.13, SKn(Γ) =
SGn(Γ) is finite for all n ≥ 1. Hence, from the exact sequence I above,
SKn(Λ) is finite.

Also, by theorem 7.2.4, Kn(Γ)/ImKn(Λ) is finite, and by Theorem 7.2.2,
Kn(Σ)/Im(Kn(Γ)) is torsion. Hence the result.

Remarks 7.2.1 (i) The above results hold for Λ = RG where G is any
finite group.

(ii) The ranks of Kn(R) and Kn(F ) are well known and are due to Borel
(see [26, 27]). More precisely, let r1 be the number of embeddings of F
in R and r2 the number of distinct conjugate pairs of emebeddings of F
in C with image not contained in R. Then

rankKn(F ) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if n = 0 ,
∞ if n = 1 ,
0 if n = 2k k > 0 ,
r1 + r2 if n = 4k + 1 ,
r2 if n = 4k + 3 ,

rankKn(R) =

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
1 if n = 0 ,
r1 + r2 − 1 if n = 1 ,
r1 + r2 if n = 4k + 1 ,
r2 if n = 4k + 3 ,
0 if n = 2k k > 0 ,

It means that if Σ is a direct product of matrix algebras over fields and
Γ is a maximal order in Σ, then rankKn(Γ) = rankKn(Σ) is completely
determined since Σ =

∏
Mni(Fi) and Γ =

∏
Mni(Ri) where Ri is the

ring of integers in Fi. Also, by theorem 7.2.1, this is equal to rank Gn(Λ)
as well as rank Kn(Λ) if Λ is any R-order contained in Γ.
However, if Σ does not split, there exists a Galois extension E of F that
splits Σ, in which case we can reduce the problem to that of computation
of ranks of Kn of fields.
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(7.2)B K2n(Λ), G2n(Λ) are finite for all n ≥ 1 and for all
R-orders Λ

Theorem 7.2.7 Let R be the ring of integers in a number field F , Λ any R-
order in a semi-simple F -algebra Σ. Then K2n(Λ), G2n(Λ) are finite groups
for all n ≥ 1. Hence, K2n(RG), G2n(RG) are finite groups for all n ≥ 1.

To prove 7.2.7 we shall first prove the following.

Theorem 7.2.8 Let R be the ring of integers in a number field F , Γ a maxi-
mal R-order in a semi-simple F -algebra Σ. Then K2n(Γ) is a finite group for
all n ≥ 1.

Remarks 7.2.2 Since Γ is Morita equivalent to
r∏
i=1

Mni(Γi), and Σ =
r∏
i=1

Mni(Di), say, where Γi is a maximal R-order in a division algebra Di, it
suffices to prove that K2n(Γ) is finite if Γ is a maximal order in a central
division algebra D over a number field F . To accomplish this, we first prove
the following result 7.2.2.

Lemma 7.2.2 (a) Let D be a division algebra of dimension m2 over its
center F . For n ≥ 0, let

in : Kn(F ) → Kn(D)

be the homomorphism induced by the inclusion map i : F ↪→ D; and

trn : Kn(D) → Kn(F )

the transfer map. Then for all n ≥ 0, each of in ◦ trn and trn ◦ in is
multiplication by m2.

(b) Let R be the ring of integers in a number field F and D a central di-
vision algebra over F of dimension m2, Γ a maximal R-order in D,
i1n : Kn(R) → Kn(Γ) the homomorphism induced by the inclusion
i1 : R ↪→ Γ, and tr1n : Kn(Γ) → Kn(R) the transfer map. Then, for all
n ≥ 0, i1n ◦ tr1n and tr1n ◦ i1n are multiplication by m2.

PROOF

(a) Every element d of D acts on the vector space D of dimension m2 over
F via left multiplication, i.e., there is a natural inclusion

t : D →Mm2(F ) .

This inclusion induces the transfer homomorphism of K-groups

tn : Kn(D) → Kn(Mm2(F )) � Kn(F ) .
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The composition of t with i : F ↪→ D, namely,

F
i→ D

t→Mm2(F )

is diagonal, i.e.,
t ◦ i(x) = diag(x, x, . . . , x).

So, by Lemma 1 of [65], tn ◦ in is multiplication by m2.

The composition

D
t→Mm2(F ) i→Mm2(D)

is not diagonal. But we will prove that it is equivalent to the diagonal
map. By the Noether - Skolem Theorem, there is an inner automorphism
ϕ such that the following diagram commutes.

D

diag

��

t �� Mm2(F )

i

��
Mm2(D) ϕ

�� Mm2(D),

where diag is the diagonal map. By the Lemma 2 of [65], the induced
homomorphism Kn(ϕ) is an identity. So in ◦ trn is multiplication by
m2, also by Lemma 1 of [65].

(b) Proof of (b) is similar to that of (a) above with appropriate modifica-
tion, which involves the use of a Noether - Skolem theorem for maximal
orders, which holds since any R-automorphism of a maximal order can
be extended to an F -automorphism of D.

Proof of 7.2.8. As observed in 7.2.2, it suffices to prove the result for Γ, a
maximal order in a central division F -algebra D of dimension m2, say. Now,
we know that for all n ≥ 1, K2n(Γ) is finitely generated. So, it suffices to
show that K2n(Γ) is torsion. So, let tr : K2n(Γ) → K2n(R) be the transfer
map and i : K2n(R) → K2n(Γ) the map induced by the inclusion R ↪→ Γ. Let
x ∈ K2n(Γ). Then i ◦ tr(x) = xm

2
(I). Since K2n(R) is torsion (see [196]),

tr(x) is torsion, and so, from (I), x is torsion. Hence K2n(Γ) is torsion. But
K2n(Γ) is finitely generated. Hence K2n(Γ) is finite.

Proof of theorem 7.2.7. Let Γ be a maximal order in Σ containing Λ.
By theorem 7.1.12, K2n(Λ) is finite, and so, rankK2n(Γ) = 0. Also, by 7.2.1,
rankK2n(Λ) = rankG2n(Λ) = rankK2n(Γ) = 0. Hence K2n(Λ), G2n(Λ) are
finite groups for all n ≥ 1.
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7.3 Decomposition of Gn(RG) n ≥ 0, G finite Abelian
group; Extensions to some non-Abelian groups, e.g.,
quaternion and dihedral groups

7.3.1 The aim of this section is, first, to obtain decompositions for Gn(RG)
n ≥ 0, R a left Noetherian ring with identity, G a finite Abelian group as a
generalization of Lenstra’s decomposition theorem 2.4.2, and then to extend
the decomposition to some non-Abelian groups. Note that the results in
(7.3)A, (7.3)B, and (7.3)C below are all due to D. Webb (see [231]).

Recall from 2.4 that if C is a finite cyclic group < t >, say, Z(C) :=
ZC/(Φ|C|(t)) ∼= Z[ζ|C|] and Z < C >= Z(C)

(
1
|C|
)

– all in the notation of
2.4. If R is an arbitrary ring, R(C) = R⊗Z Z(C), R < C >= R⊗ Z < C >.

If G is a finite Abelian group, QG � Π
C∈X(G)

Q(C),Γ = Π
C∈X(G)

Z(C) is

a maximal Z-order in QG containing ZG. (Here X(G) is the set of cyclic
quotients of G.) If we write A = Π

C∈X(G)
Z < C >, and R is an arbitrary ring,

R⊗ Γ = Π
C∈X(G)

R(C), R⊗A = Π
C∈X(G)

R < C >.

Note that M ∈ M(ZG) implies that R ⊗ M ∈ M(RG) and that
we have a functor (I)M(R ⊗ Γ) res−→ M(RG) induced by restriction of s-
calars. Also flatness of A over Γ yields a functor (extension of scalars)
M(R⊗ Γ) ext−→ M(R⊗A)(II).

In this section we shall prove among other results the following.

Theorem 7.3.1 [231] If G is a finite Abelian group and R a Noetherian
ring, then for all n ≥ 0, Gn(RG) �

⊕
C∈X(G)

Gn(R < C >), i.e., Gn(RG) �

Gn(R⊗A).

(7.3)A Lenstra functor and the decomposition

7.3.2 Let S = Z − 0. The proof of theorem 7.3.1 above involves the def-
inition of Lenstra functor L : MS(Γ) → MS(Γ), which is a homotopy e-
quivalence of classifying spaces. The functor res : M(Γ) →M(ZG) induces
a functor res : MS(Γ) → MS(ZG), and ext : MS(Γ) → M(A) induces
ext : MS(Γ) → MS(A), and we shall see that L carries the homotopy fiber
of res into the homotopy fiber of ext (a topological analogue of Lenstra’s
observation that L carries the relations R, in the Heller - Reiner presenta-
tion G0(ZG) � G0(Γ)/R1 (see [82]), into the relation R2 in the presentation
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G0(A) ∼= G0(Γ)/R2 arising in the localization sequence Γ → A. This enables
one to map the homotopy fiber sequence

ΩBQM(ZG) −→ ΩBQM(QG) −→ BQMS(ZG)

to the sequence

ΩBQM(A) −→ ΩBQM(QG) −→ BQMS(A)

in such away that ΩBQM(ZG) → ΩBQM(A) is a weak equivalence and thus
results in the isomorphism Gn(ZG) � Gn(A). We now go into more details.

7.3.3 Let G be a finite group, G(p) its Sylow-p-subgroup. If G is also A-
belian, let G(p′) =

⊕
q prime
q �=p

G(q) so that we have the primary decomposition

G � G(p) × G(p′). For any set P of primes, let G(P) := Π
p∈P

G(p), the

P-torsion part of G.
If C is a cyclic quotient of G, write P(C) for the set of all rational primes

dividing |C|. If P ′ ⊂ P(C), the inclusion C(P ′)
iP′
↪→ C induces a map of

grouprings iP′ : BC(P ′) → BC where B is any ring with identity.

Similarly, the projection C
rP′
� C(P ′) induces r̂P′ : BC � BC(P ′). Note

that r̂P′ , îP′ = identity on BC(P ′). The map îP′ : BC(P ′) � B(C) induces

a map iS : BC(P ′) → B(C) such that the diagram
BC(P ′) îP′−→ BC

↓↓ ↓↓
B(C(P ′)) iP′−→ B(C).

commutes.

7.3.4 Note that in 7.3.3, the map r̂P′ does not descend like îP′ . However,
if we put P ′ = P(C) − {p}, we see that r̂P′ descends modulo p. Indeed
let i = iP(C)−{p} : Fp(C(p′)) → Fp(C). Then there exists a left inverse
r : Fp(C) � Fp(C(P ′)) of i such that Ker(r) = radical J(Fp(C)) – a nilpotent
ideal of Fp((C)).

Now, put Rp = R/pR. Then we have induced maps i : Rp(C(p′)) → Rp(C)
and r : Rp(C) → Rp(C(p′)) such that ri = id and Ker(r) is nilpotent.

Let î = îP(C)−{p} : RpC(p′) → RpC, r̂ = r̂P(C)−{p} : RpC → RpC(p′),
νC : RpG � RpC � Rp(C); ν∗C : M(Rp(C) → M(RpG). We now have the
following lemma.

Lemma 7.3.1 In the diagrams below, î∗ and r̂∗ are homotopy inverse. So
also are i∗ and r∗. Moreover, the diagrams

BQM(Rp(C))
ν∗

C−→ BQM(RpG)⏐⏐8i∗ ⏐⏐8î∗
BQM(Rp(C))

ν∗
C(p′)−→ BQM(RpG(p′))

(I)
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BQM(Rp(C(p′)))
ν∗

C−→ BQM(RpG)9⏐⏐r∗ 9⏐⏐r̂∗
BQM(Rp(C(p′)))

ν∗
C(p′)−→ BQM(RpG(p′))

(II)

commute, the first strictly and the second up to homotopy.

PROOF r̂ is left inverse to î, i.e., r̂î = id. To show that î∗ and r̂∗ are
homotopy inverses, it suffices to show that either is a homotopy equivalence.
But r̂ has a nilpotent kernel, and so, by Devissage, r∗ is a homotopy equiv-
alence. Similarly, i∗ and r∗ are homotopy inverses since r has a nilpotent
kernel.

Since the diagram

RpG � RpC � Rp(C)

↑i ↑i ↑i
RpG(p′) � RpC(p′) � Rp(C(p′))

commutes, then homotopy-commutativity of the diagram (II) follows from
strict commutativity of (I).

7.3.5 Note that Rp ⊗ Γ ∼= Π
C∈X(G)

Rp(C), and so, we have an identification

BQM(Rp ⊗ Γ) ∼−→ Π
C∈X(G)

BQM(Rp(C)).

Now define a functor

E : Π
C∈X(π)

M(Rp(C)) → Π
C′∈X(G(p′))

M(Rp(C′))

by
(M, (C)) → (i∗P (0)−pM, (C(p′)));

here (M, (C)) denotes the vector

(0, . . . , 0,M, 0 . . . , 0) ∈ Π
C∈X(G)

M(Rp(C))

with M in the Cth component. The same notation is used for elements of
Π

C′∈X(G(p′))
M(Rp(C′)). Note that addition is by direct sum componentwise.

Lemma 7.3.2 There is a homotopy equivalence

α : BQM(RpG) −→ Π
C′∈X(G(p′))

BQM(Rp(C′))
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such that the diagram

BQM(Rp ⊗ Γ)

�
��

resp �� BQM(RpG)

��∏
C∈X(C)

BQM(Rp(C)) E ��
∏

C∈X(C)

BQM(Rp(C′))

commutes. Hence, resp is given up to a canonical equivalence by (M, (C)) →
(i∗P(C)−pM, (C(p′))).

PROOF Consider the diagram

M(Rp ⊗ Γ)

resp

�����������������������

�
��

Π
C∈X( )

M(Rp(C))

i∗ �
��

f=Σ
C

ν∗
C

�� M(RpG)

î∗ �

��∏
C∈X(π)

M(Rp(C(p′)))

r∗

��

f ′=Σ
C

ν∗
C

�� M(RpG(p′))

r̂∗

��

∏
C′∈X(π(p′))

∏
C∈X(G(p))

M(Rp(C′))
f ′′=Σ

C
Σ
C′ id

��
∏

C1∈X(G(p′))
M(Rp(C1)),

� θ=
∑

ν∗
C′

��

where i∗ denotes the product of maps i∗P(C)−{p} and r∗ the product of the map-
s r∗P(C)−{p}, θ is induced by the isomorphism FpG(p′) ∼= Π

C′∈X(G(p′))
Fp(C′)

of [231], (1.9), the equality in the left column is obtained by writing C′ =
C(p′), C1 = C(p), and the map f ′′ is the sum (over C′) of the maps

Π
C∈X(G(p))

M(Rp(C′)) → M(Rp(C′)) given by (MC1) →
∑
C1

MC1. By lemma

7.3.1, the upper square commutes, while the lower commutes by definition.
Moreover, E is just f ′′ ◦ i∗. Define α as the right-hand column: α = θ−1 ◦ î∗.
Then, α ◦ resp = f ′′ ◦ i∗ = E, as desired.

Next, define F : Π
C∈X(π)

M(Rp(C)) → Π
C′∈X(G(p′))

M(Rp(C′)) by

(M, (C)) −→
{

(M, (C)) if p �| C |
0 if p || C |

Lemma 7.3.3 There is a homotopy equivalence β : BQM(Rp ⊗ A) →
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Π
C′∈X(G(p′))

BQM(Rp(C′)) such that the diagram

BQM(Rp ⊗ Γ)

�
��

extp �� BQM(Rp ⊗A)

� β
��∏

C∈X(π)

BQM(Rp(C))
ε

��
∏

C∈X(G(p′))
BQM(Rp(C′))

commutes. Thus, extp may be replaced, up to a canonical homotopy equiva-
lence, by F .

PROOF In the diagram

M(Rp ⊗ F )
extp ��

�
��

M(Rp ⊗A)

�
��∏

C∈X(π)

M(Rp(C))
∏
p
extp

��

F ���������������

∏
C∈X(π)

M(Rp〈C〉)

∏
C′∈X(π(p′))

M(Rp( )),

the equality in the right-hand column is justified by the observation that
Fp〈C〉 = Fp(C) if p �| C |, i.e., if C ∈ X(G(p′)) (since | C | is already a unit
in Fp), while Fp < C >= 0 if p | |C| (since then p is both zero and a unit).
Define β as the right-hand column; then we have the required result.

7.3.6 Identifying M(R ⊗ Γ) with Π
C∈X(π)

M(R(C)) as above, define

the Lenstra functor L : M(R ⊗ Γ) → M(R ⊗ Γ) by L(M, (C)) =∑
P′⊆P(C)

(i∗P′M, (C(P ′))); as above, (M, (C)) denotes the vector (0, . . . , 0,M,

0, . . . , 0) with M in the Cth component, and the sum is meaningful since one
can add in each factor M(R(C)) by direct sum. The same formula defines
Lenstra functors

L : MS(R⊗ Γ) →MS(R⊗ Γ) and L : M(R⊗QG) →M(R⊗QG)

Lemma 7.3.4 The Lenstra functors are homotopy equivalences.

PROOF We show this for M(R⊗ Γ), the proofs in the other cases being
identical. Since BQM(R ⊗ Γ) is a CW -complex, it suffices to show that L
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is a weak equivalence, i.e., that it induces an automorphism of Gn(R ⊗ Γ) =
πn+1(BQM(R⊗Γ)) for all n 	 0. On Gn(R⊗Γ) ∼= ⊕Gn(R(C)), L∗ is given
by L∗[x, (C)] =

∑
P′⊆P(C)

[i∗P(x), (C(P ′))], where [x, (C)] denotes the vector

(0, . . . , 0, x, 0, . . . , 0) with x in the Cth component. Define an endomorphism
L̃ of

⊕
p∈X(C)

Gn(R(C)) by

L̃[x, (C)] =
∑

P′⊆P(C)

(−1)|P(C)−P′|[i∗P′(x), (C(P ′))].

A purely formal Möbius inversion argument (see [92] or [241] for details)
establishes that L̃ and L∗ are inverse isomorphisms. So, L is a homotopy
equivalence.

Lemma 7.3.5 There is a homotopy equivalence λ : MS(RG) →MS(R⊗A)
such that

MS(R⊗ Γ)

restor

��

L �� MS(R ⊗ Γ)

exttor

��
MS(RG) λ �� MS(R ⊗A)

commutes.

PROOF It suffices, by Devissage, to define equivalences λp : M(RpG) −→
M(Rp ⊗A) such that

M(Rp ⊗ Γ)

resp

��

L �� M(Rp ⊗ Γ)

extp

��
M(RpG)

λp �� M(Rp ⊗A)

commutes, for each prime p. Consider the canonical homotopy equivalences

α : M(RpG) →∼ Π
C′∈X(G(p′))

M(Rp(C′))

and β : M(Rp ⊗A) −→ Π
C∈X(G(p′))

M(Rp(C′))

of lemma 7.3.2 and lemma 7.3.3, relative to which resp and extp can be de-
scribed by resp(M, (C)) = (i∗P (C)−{p}M, (C(p′)),

extp(M, (C)) =
{

(M, (C)) if p �| C |
0 if p || C |
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Define a section s of resp by s(M, (C′)) = (M, (C′)) and λp = extp ◦L ◦ s. We
easily check that the diagram commutes, viz.,

λp ◦ resp(M, (C)) = extp ◦ L ◦ s ◦ resp(M, (C))
= extp ◦ L(i∗PC−{p}(M, (C)))

= extp

⎛⎝ ∑
P′⊆P(C)−{p}

(i∗P′M, (C(P ′)))

⎞⎠
=

∑
P′⊆P(C)−{p}

(i∗P′M, (C(P ′)))

By the above description of extp, p �| C(P ′) | when P ′ ⊆ P(C)− {p}. On the
other hand,

extp ◦ L(M, (C)) = extp

⎛⎝ ∑
P′⊆P(C)

(i∗P′M, (C(P ′)))

⎞⎠
= extp

⎛⎝ ∑
P′⊆P(C)p∈P′

(i∗P′M, (C(P ′)))

+
∑

P′⊆P(C)−{p}
(i∗P′M, (C(P ′)))

⎞⎠
=

∑
P′⊆P(C)−{p}

(i∗P′M, (C(P ′)))

since all terms in the first summation vanish under extp, as p ∈ P ′ ⇒
p‖C(P ′)‖. Thus, λp ◦ resp = extp ◦ L, as desired. The same Möbius in-
version argument as in the proof of lemma 7.3.4 shows that λp induces an
isomorphism on homotopy and hence is a homotopy equivalence.

Theorem 7.3.2 There is a weak equivalence
ΩBQM(RG) → ΩBQM(R⊗ Γ).
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PROOF In the diagram
MS(R ⊗ Γ) �M(R ⊗ Γ) �M(R ⊗ QG)

MS(R ⊗ Γ) �

L

�
M(R ⊗ Γ) �

L

�
M(R ⊗ QG)

L

�

MS(RG)

restor

� �M(RG)
� �M(R ⊗ QG)

�

MS(R ⊗ A)

exttor

� �M(R ⊗ A)
� �M(R ⊗ QG)

id

�

L

�

the rows are homotopy fiber sequences by Quillen’s localization theorem (see
6.2.1 or [165]). So, one obtains a diagram
ΩBQM(R ⊗ Γ) � ΩBQM(R ⊗ QG) � BQMS(R ⊗ Γ)

ΩBQM(R ⊗ Γ) �

ΩL

∼ � id

ΩBQMS(R⊗ QG) �

ΩL

∼ � restor

BQMS(R⊗ Γ)

L

∼ �

ΩBQM(RG)

Ωres

�
� ΩBQM(R ⊗ QG)

�
� BQMS(RG)

�

ΩBQM(R ⊗ A)

Ωext

�
� ΩBQM(R ⊗ QG)

id

�
�

ΩL

∼ �
BQMS(R ⊗ A)

exttor

�

λ

∼ �

in which the rows are homotopy fiber sequences, all squares not involving λ
obviously commute, and the maps L, ΩL, λ are homotopy equivalences. But
the right face commutes, by lemma 7.3.5; so the bottom face also commutes.
Thus there is an induced map ρ : ΩBQM(RG) → ΩBQM(R ⊗ A) on the
fiber, which is a weak equivalence, by the five lemma.

Theorem 7.3.1 now follows since ρ induces an isomorphism on homotopy
groups G∗(RG) ∼−→G∗(R ⊗A) ∼= Π

ρ∈C(π)
G∗(R < C >).

(7.3)B Gn(RH), H dihedral group or non-Abelian group of
order pq

Recall that we defined in 2.4 G-rings, twisted-grouprings, and crossed-
product rings, and we discussed some of their properties. We shall copiously
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use some of these properties for the rest of this section.
We now prove the following result, which is a higher-dimensional analogue

of theorem 2.4.6. Recall that a subgroup G1 of G is cocyclic if G/G1 is cyclic.

Theorem 7.3.3 Let H = G � G1 be the semi-direct product of G and G1,
where G is a finite Abelian group and G1 any finite group such that the action
of G1 on G stabilizes every cocyclic subgroup of G, so that G acts on each
cyclic quotient C of G. Let R be a Noetherian ring.

Then for all n ≥ 0, Gn(RH) �
⊕

C∈X(G)

Gn(R < C > //=G1).

PROOF By 2.4.7(v), QH ∼= QG//=G1, which by 2.4.2 and 2.4.7(iii) is
Π

C∈X(G)
Q(C)//=G. Let Γ = Π

C∈X(G)
Z(C)//=G1, a Z-order containing ZH , and

let A = Π
ρ∈X(π)

Z < C > //=G1. The maps iP , rP , i∗P , and r∗P defined in 7.3A

are all G1-equivariant, and so, one has induced maps

îP : RG(P)//=G1 → RG//=G1 = RH, r̂P : RG//=G1 � RG(P)//=G1,

etc., having the same properties as in lemma 7.3.1. For example, given a cyclic
quotient C ∈ X(G) and prime p,

rP(C)−{p} : Rp(C)//=G1 → Rp(C(p′))//=G1

has a nilpotent kernel, by lemma 2.4.7(ii). Hence, one can define the Lenstra
functor as before, and the proof from this stage is identical to that of theo-
rem 7.3.1.

Proposition 7.3.1 Let H be a non-Abelian group of order pq, p | q− 1. Let
G1 denote the unique subgroup of order p of Gal(Q(ζq)/Q). Then

G∗(ZH) � G∗(Z) ⊕G∗

(
Z

[
ζp,

1
p

])
⊕G∗

(
Z

[
ζq,

1
q

]G1
)
.

PROOF H is a semi-direct product G � G1 where G is cyclic of order
q and G1 is cyclic of order p. By theorem 7.3.3, G∗(ZH) � G∗(Z//=G1) ⊕
G∗
(
Z
[
ζq,

1
q

]
//=G1

)
. In the first summand, G1 acts trivially, and so, this is an

ordinary groupring, and G∗(Z//=G1) = G∗(Z)⊕G∗
([
ζp,

1
p

])
by theorem 7.3.1.

In Z
[
ζq,

1
q

]
//=G1, G1 acts faithfully, hence, as the unique p-element subgroup

of the Galois group. But Z
[
ζq,

1
q

]
is unramified over Z

[
1
q

]
, and hence over
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its invariant subring Z
[
ζq,

1
q

]G1

. Now, by 2.4.6(vi)

Z

[
ζq,

1
q

]
//=G1 �Mp

(
Z

[
ζq,

1
q

]G1
)
,

which is Morita equivalent to Z
[
ζq,

1
q

]G1

. Hence

G∗

(
Z

[
ζq,

1
q

]
//=G1

)
� G∗

(
Z

[
ζq,

1
q

]G1
)
,

Proposition 7.3.2 For the dihedral group D2n of order 2n,

G∗(ZD2n �
⊕
d|2
d>2

G∗

(
Z

[
ζd,

1
d

]
+

)
⊕G∗

(
Z

[
1
2

])ε
⊕G∗(Z),

where

ε =

{
1 if n is odd,
2 if n is even,

and Z
[
ζd,

1
d

]
is the complex conjugation-invariant subring of Z

[
ζd,

1
d

]
.

PROOF D2n � G�G1 where G is cyclic of order n and G1 is of order 2.
So, theorem 7.3.3 yields

G∗(ZD2n) =
⊕

C∈X(G)

G∗(Z < C > //=G1).

Now, let C be a cyclic quotient of order d > 2. Then Z < C > //=G1 �
Z
[
ζd,

1
d

]
//=G1 where G1 acts by complex conjugation. Again, Z

[
ζd,

1
d

]
is un-

ramified over its invariant subring Z
[
ζd,

1
d

]
+
. Hence

Z

[
ζd,

1
d

]
//=G1

∼= M2

(
Z

[
ζd,

1
d

]
+

)

by 2.4.6(v) yielding G∗(Z < C > //=G1) � G∗
(

Z
[
ζd,

1
d

]
+

)
, as above. For

n even, there is a cyclic quotient C of order 2 on which G1 acts trivially.
So, Z < C > //=G1 = Z

[
1
2

]
G1 � Z

[
1
2

]
× Z

[
1
2

]
, yielding a contribution of

G∗
(
Z
[
1
2

])2. Finally, for the trivial cyclic quotient C, Z < C > //=G1 = ZG1,
so that G∗(Z < C > //=G1) � G∗(Z) ⊕ G∗

(
Z
[
1
2

])
, by theorem 7.3.1. This

completes the proof of proposition 7.3.2.
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Example 7.3.1 For the symmetric group S3, G3(ZS3) ∼= Z/48Z⊕ Z/48Z.

PROOF By proposition 7.3.1, G3(ZS3) ∼= G3(Z) ⊕ G3

(
Z
[
ζ3,

1
3

]
+

)
=

G3(Z) ⊕ G3

(
Z
[

1
3

])
. By the calculation of Lee and Szczarba [132], G3(Z) ∼=

Z/48Z. By Soule’s theorem [196], SG3(Z) = SG2(Z) = 0, and it follows easily
that the localization sequence for Z → Z

[
1
3

]
breaks up, yielding 0 → G3(Z) →

G3

(
Z
[
1
3

])
→ G2(F3) → 0. But G2(F3) = 0, and so, G3

(
Z
[
1
3

]) ∼= Z/48Z.

(7.3)C Gn(RH), H the generalized quaternion group of order
4.2s

7.3.7 Let H be the generalized quaternion of order 4.2s, i.e., the subgroup
of the units H× of the Hamilton quaternion algebra generated by x = eπi/2

s

,
y = j. Equivalently, G has a presentation: < x, y | x25

= y2, y4 = 1, yxy−1 =
x−1 >. For n 	 0, let G1 = {1, γ} be a two-element group acting on Q[ζ2n ] by
complex conjugation, with fixed field Q[ζ2n]+, the maximal real subfield. Let
c : G1 ×G1 → Q[ζ2s+1 ]× be the normalized 2-cocycle given by c(γ, γ) = −1,
and let Σ = Q[ζ2s+1 ]//=cG1 the crossed-product algebra usually denoted by

(Q[ζ2s+1 ]/Q[ζ2s+1]+, c).

Let Γ be a maximal Z-order in Σ.

Proposition 7.3.3

G∗(ZH) �
s⊕
j=0

G∗

(
Z

[
ζ2j ,

1
2j

]
+

)⊕
G∗

(
Γ
[

1
2s+1

])⊕
G∗

(
Z

[
1
2

])2

PROOF Let G =< x >, a cyclic subgroup of index 2, and let G1 =
H/G = {1, γ}, where γ is the image of y. Using the normalized transversal
G1 → H given by lifting γ ∈ G1 to y ∈ H , one can see that the extension 1 →
G→ H → G1 → 1 is determined by the normalized 2-cocycle z : G1×G1 → G
defined by z(γ, γ) = ν, where ν = x2s

= y2 is the element of G of order 2.

By 2.4.7(v) and 7.3.1, QH � QG//=zG1 �
(
s+1

Π
j=0

Q[ζ2j ]
)
//=zG1. Since the

identification QG
∼−→

s+1

Π
j=0

Q[ζ2j ] is given by x → (ζ2j )j , the image of z(γ, γ) =

ν is (1, . . . , 1,−1), so by 2.4.7(iii), QH
∼−→

s+1

Π
j=0

Q[ζ2j ]//=cG1, where all cocycles

but the last are trivial. For j = 0 or 1, Q[ζ2j ] = Q, and G1 is acting trivially.
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So, Q[ζ2j ]//=G1 = QG1 � Q × Q. Thus QH
∼−→Q × Q3 ×

s

Π
j=0

Q[ζ2j ]//=G1 × Σ

is the Wedderburn decomposition of QH , where the first factor corresponds
to the trivial representation.

LetB = Z×Z3×
s

Π
j=2

Z[ζ2j ]//=G1,×Z[ζ2s+1 ]//=cG1, a Z-order in QH containing

ZH , and let

A = Z× Z

[
1
2

]3
×

s

Π
j=2

Z

[
ζ2j ,

1
2j

]
//=G1 × Z

[
ζ2s+1 ,

1
2s+1

]
//=cG1.

Then we have restriction-of-scalars and extension-of-scalars maps res :
M(B) → M(ZH), ext : M(B) → M(A). Let B = B1 × · · · × Bs+4,
A = A1×· · ·×As+4. For each factor Bj of B, there is a unique ring map Z =

B0
ij−→ Bj . Let ij denote also the mod-2 reduction F2 = B0/2B0 → Bj/2Bj.

Next, note that each Bj/2Bj admits a map rj : Bj/2Bj → F2, which is
left-inverse to ij and has a nilpotent kernel. For the Z-factors B1, . . . , B4,
this is obvious. For the factors Z[ζ2j ]//=G1 with 2 
 j 
 s, this follows
from the fact that 2 is totally ramified in Z[ζ2j ] ([241], proposition 7.4.1),
so that 2Z[ζ2j ] = p2j−1, where p is the unique prime over 2, and the residue
extension F2 → Z[ζ2j ]

p is trivial. Then there is map Z[ζ2j ]

2Z[ζ2j ]//=G1 � Z[ζ2j ]

p //=G1 �
F2G1 with nilpotent kernel. By decomposing this map with the augmentation

F2G1 � F2, we have the desired map Z[ζ2j ]

2Z[ζ2j ]//=Γ
rj

� F2. It is clear that rj is

left-inverse to ij since ij is just the structure map of F2-algebra Z[ζ2j ]

2 Z[ζ2j ]//=G1.
Note that the same argument works for the last factor Bs+4 = Z[ζ2s+1 ]//=cG1

since the cocycle c becomes trivial modulo 2.

Let î : F2 → F2H denote the structure map, r̂ : F2H � F2 the augmenta-
tion, so that r̂î = id; r̂ has nilpotent kernel by [230] 1.6.
The following lemma is analogous to lemma 7.3.1.

Lemma 7.3.6 Fix a factor Bj of B; then i∗j and r∗j are homotopy inverses,
as are î∗ and r̂∗. Moreover, the diagrams

BQM(Bj/2Bj) −→ BQM(F2H) BQM(Bj/2Bj) −→ BQM(F2H)

i∗j

⏐⏐8 î∗
⏐⏐8 r∗j

9⏐⏐ r̂∗
9⏐⏐

BQM(F2)
id−→ BQM(F2) BQM(F2)

id−→ BQM(F2)

commute, the first strictly, the second up to homotopy.

PROOF Identical to that of lemma 7.3.1; the left diagram is obviously
strictly commutative, since both vertical maps are the F2-algebra structure
maps.
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Now, identify M(B/2B) with
s+4

Π
j=1

M(Bj/2Bj) in the obvious way. Define a

functor E :
s+4

Π
j=1

M(Bj/2Bj) →M(F2) by (M, j) → (i∗jM, 1), where, as usual,

(M, j) denotes the vector (0, . . . , 0,M, 0, . . . , 0) with M the jth entry.

Lemma 7.3.7 The diagram

BQM(B/2B)

�
��

res2 �� BQM(F2H)

î∗

��s+4∏
j=1

BQM(Bj/2Bj)
E �� BQM(F2)

commutes; thus res2 is given up to canonical homotopy equivalences by
(M, j) → (i∗jM, 1).

PROOF Consider the diagram

M(B/2B)

μ �
��

res2

�������������

s+4∏
j=1

M(Bj/2Bj)

i∗ �
�� R

���
�����

������

�� (F2H)

� î∗

��s+4∏
j=1

M(F2) ∑
j

id
�� M(F2).

where i∗ is the product of the maps i∗j : M(Bj/2Bj) → M(F2). The square
commutes, by (4.3), and the lower triangle commutes by definition of E. Thus
î∗ ◦ res2 = E ◦ μ, as claimed.

7.3.8 Define F :
s+1

Π
j=1

BQM(Bj/2Bj) →M(F2, j) by

(M, j) −→
{

(M, j) if j = 1
0 if j > 1.
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Lemma 7.3.8 The diagram

BQM(B/2B) ext2−→ BQM(B/2B)

�
⏐⏐8 ∥∥∥β

s+4

Π
j=1

BQM(Bj/2Bj)
F−→ BQM(F2)

commutes.

PROOF The identification β comes from the fact that for j > 1, Aj/2Aj =
0, since 2 is a unit; the assertion is then obvious.

7.3.9 Define the Lenstra functor L : M(B) →M(B) (via the identification

M(B) �
s+4

Π
j=1

M(Bj) ), by

L(M, j) =

{
(M, j) + (i∗jM, 1) for j > 1
(M, j) for j = 1.

The same formula defines functors L : MS(B) →MS(B), L : M(QH) →
M(QH). These functors are homotopy equivalences by the Whitehead the-
orem since the induced maps on homotopy groups are isomorphisms; for ex-

ample, the induced map π∗(BQM(B)) =
s+4
⊕
j=1

G∗−1(Bj) has matrix⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 i∗2 i∗3 . . . i∗s+4

1 0 . . . 0

1
...

. . .
...

0
. . .
1

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
and hence is an isomorphism.

Lemma 7.3.9 There is a homotopy equivalence λ : MS(ZH) →MS(Λ) such
that

MS(B)

restor

��

L �� MS(B)

exttor

��
MS(ZH) λ �� MS(A)

commutes.



Decomposition of Gn(RG), G a Finite Group, n ≥ 0 167

PROOF By Devissage, it suffices to define equivalences λp : M(FpH) →
M(A/pA) such that the diagram

M(B/pB)

resp

��

L �� M(B/pB)

extp

��
M(FpH)

λp ��M(A/pA)

commutes, for each prime p. For odd p, this is trivial, since both resp and
extp are then isomorphisms. So, it suffices to treat the case p = 2. By
7.3.7 and 7.3.8, the above diagram can be replaced up to canonical homotopy
equivalences by

s+4

Π
j=1

M(Bj/2Bj)

E

��

L ��
s+4

Π
j=1

M(Bj/2Bj)

F

��
M(F2)

λ2 �� M(F2)

For j > 0, F ◦ L(M, j) = F (M, j) + F (i∗jM, 1) = i∗jM = E(M, j), while for
j = 0, manifestly F ◦L(M, 0) = (M, 0) = E(M, 0). Thus one can simply take
λ2 = id.

We conclude the proof of theorem 7.3.3 with the same formal argument as
that of theorem 7.3.2. One obtains the diagram

ΩBQM(B) �ΩBQM(QH) �BQMS(B)

ΩBQM(B) �

ΩL

∼
�

id

ΩBQM(QH) �

ΩL

∼
�

restor

BQMS(B)

L

∼

�

ΩBQM(ZG)

Ωres

� �ΩBQM(QG)
� �BQMS(ZG)

�

ΩBQM(A)

Ωext

� �ΩBQM(QH)

id

� �

ΩL

∼
�

BQMS(A)

exttor

�

λ

∼

�

in which the rows are homotopy fiber sequences and the right face com-
mutes; hence the bottom face commutes, inducing a weak equivalence :
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ΩBQM(ZH) → ΩBQM(A) on the fiber. It follows that

G∗ (ZH) � G∗(A) � G∗(Z)⊕G∗

(
Z

[
1
2

])3

⊕
(

s
⊕
j=2

G∗

(
Z

[
ζ2j ,

1
2

]
//=G1

))
⊕G∗

(
Z

[
ζ2s+1 ,

1
2s+1

]
//=G1

)
.

But by remarks 2.4.6(vi), Z
[
ζ2j , 1

2j

]
//=G1 �M2

(
Z
[
ζ2j , 1

2j

]
+

)
, which is Mori-

ta equivalent to Z
[
ζ2j , 1

2j

]
+
. Similarly, since Z[ζ2s+1 ]//=cG1 ⊆ Γ, 2.4.7(iv)

shows that

Z

[
ζ2s+1 ,

1
2s+1

]
//=cG1 = Γ

[
1

2s+1

]
.

Hence,

G∗(Z) �
s
⊕
j=0

G∗

(
Z

[
ζ2j ,

1
2j

]
+

)
⊕G∗

(
Γ
[

1
2s+1

])
⊕G∗

(
Z

[
1
2

])2

and the proof of theorem 7.3.3 is complete.

(7.3)D Gn(RH), (H a nilpotent group) plus a conjecture of
Hambleton, Taylor, and Williams

7.3.10 The aim of this subsection is to discuss a formula, due to Hambleton,
Taylor, and Williams, henceforth abbreviated as HTW. In [76], HTW proved
that this formula for Gn(RH) holds for H any finite nilpotent group, and
then conjectured that the formula should hold for any finite group H . This
conjecture is seen from [231, 233, 234] to hold for dihedral groups, non-Abelian
groups of order pq, and groups of square-free order.

However, D. Webb and D. Yao proved in [235] that this conjecture fails for
the symmetric group S5. This means that the conjecture must be revised. D.
Webb and D. Yao think that it is reasonable to conjecture that 7.3.12 holds
for solvable groups.

7.3.11 The HTW formula for any finite group H has the form 7.3.12 below.
Let H be a finite group. We first obtain a decomposition of QH a follows:

Let ρ : H → GL(Vρ) be a rational irreducible representation of H . Then,
we can associate to ρ a division algebra Dρ = EndQH(Vρ), and the rational
group algebra of H has a decomposition

QH ∼= Π
ρ

EndDρ(Vρ) ∼= Π
ρ
Mnρ(Dρ) (I)
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where ρ ranges over the set X(H) of irreducible rational representations of H .
For such a ρ, let r be the order of the kernel of ρ and s the degree of any

of the irreducible complex constituents of C ⊗Q Vρ. Put ωρ =| H | /rs. Let
Γρ be a maximal Z(1/ωρ)-order in Dρ (or equivalently in Mnρ(Dρ) since both
are Morita equivalent).

Jacobinski theorem [171] 41.3 provides some useful information about ωρ.
Firstly, both Z [1/ωρ]H and Z [1/ωρ]⊗Z Γ (where Γ is a maximal Z-order in
QH containing ZH) are subrings of QH , and their projections into the factor
EndDρ(Vρ) of QH are equal. More generally, suppose that for ρ1, . . . , ρt, each
ωρi divides r (where r is a fixed integer). Then the projections of Z

[
1
r

]
H and

Z [1/r]⊗Z Γ into
τ

Π
i=1

EndDρi
(Vρi) are equal.

We now state the HTW conjecture.

7.3.12 HTW Conjecture. In the notation of 7.3.11, suppose that R is a
Noetherian ring. Then for all n ≥ 0, Gn(RH) ∼= ⊕

ρ∈X(H)
Gn(R⊗Z Γρ) for any

finite group H .

The following theorem 7.3.4, due to HTW, shows that conjecture 7.3.12 is
true for finite p-groups.

Theorem 7.3.4 [76] Let R be a Noetherian ring and H a finite p-group,
(p any prime). Then, in the notation of 7.3.11, we have for all n ≥ 0 that
Gn(RH) ∼= ⊕

ρ∈X(H)
Gn(R ⊗Z Γρ).

Sketch of Proof. The proof uses the result that if H is a finite p-group and
R is a Noetherian ring, then we have a split exact sequence

0 → Gn(RH) → Gn

(
R

(
1
p

))
H)⊕Gn(R) → Gn

(
R

(
1
p

))
→ 0 (I)

(see [76] for the proof of (I)).
Now for any p-group H , Z( 1

P )H is a maximal Z( 1
p )-order in QH (see [171]

41.1) and hence is a product of maximal Z( 1
p )-orders in the factors in the

decomposition of QH . But each of this is Morita equivalent to a maximal
Z( 1

p )-order in Dρ (see [171] 21.7). If ρ is non-trivial, let Γρ denote a maximal
Z( 1

p )-order in Dρ. It is Morita equivalent to a maximal order in Mnρ(Dρ). If
ρ is trivial put Γρ = Z.

Since Gn preserves products and Morita equivalences yields isomorphisms
of Gn-groups, we have the required result by applying (I).

Remarks 7.3.1 (i) HTW observe in [76] that the Lenstra - Webb theorem
for Gn(RH), H Abelian, can be derived from theorem 7.3.5 as follows:
Let H = H ′ ⊕ H(p) where H(p) is the Sylow-p-subgroup of H . Then
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Gn(RH) = ⊕
ρ
Gn(RH ′)⊗Z Γρ where the sum runs over the irreducible

rational representations ofH(p). MoreoverGn((RH)⊗ZΓρ) ≡ Gn((R⊗Z

Γp))H , and so, we can proceed by induction on the order of H .

(ii) The following generalization of the above discussion is also due to HTW.
So, let P be a p-group that is normal inH . Then, one can obtain a Mayer
- Vietoris sequence

. . .Gn(R[H/P ]) → Gn (R(1/p) [H/P ]⊕Gn(RH) → Gn(R(1/p)H) → . . .
(II)

One could write Z(1/p)G = Z(1/p)[H/P ] → Z[1/p]G. This map sends
g ∈ H/P to 1/ | P |

∑
h∈π−1(g)

h where π : H → H/P is the projection.

From this splitting and the M − V sequence (II), we have

Gn(RH) = Gn(R[H/P ]⊕Gn(R ⊗Z A).

Now, the quotient H/P acts on the irreducible complex representation
of P . Suppose that the isotropy group of each non-trivial irreducible
representation is a p-group. Then Clifford’s theorem shows that ωρ is
a power of p for each irreducible rational representation that does not
factor through H/P . We can then identify A above with a piece of
the maximal Z(1/p)-order of QH . Hence the conjecture holds for QH
if it holds for Q[H/P ]. HTW claim that this situation holds for the
alternating and symmetric group on four letters and certain metacyclic
groups H (e.g., H having a cyclic normal subgroup P of order pr, say,
such that the composite H/P → Aut(P ) → Aut(Z/pZ) has p-torsion
kernel.

(iii) HTW also observes that conjecture 7.3.12 holds for all finite nilpotent
groups. This is because if the conjecture holds for two groups H , H ′

whose orders are relatively prime, then the conjecture holds for H ⊕H ′
(see [76]).

(iv) In [234], D. Webb proves that conjecture 7.3.12 holds for finite groups
of square-free order by methods already discussed in (7.3)A. For details,
see [234].

(v) However, D. Webb and D. Yao proves that the conjecture fails for the
symmetric group S5. We close this section with a brief discussion of the
counterexample.

7.3.13 First observe that if R = Z, conjecture 7.3.12 becomes

Gn(ZH) ∼= ⊕Gn(Γρ).

Also note that ωρ =| imρ |/s (in the notation of 7.3.11).
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The group S5 provides a counterexample because the rank of Gn(ZS5)
predicted by the HTW conjecture is different from the rank of G1(ZS5) (based
on the the formula of rank G1(ZG) for any finite group G by M.E. Keating,
see [100]).

7.3.14 Counterexample to HBT conjecture Now consider the case of
G = Sn. It is well known ([90], theorem (4.12)) that the irreducible rational
representations of Sn are in bijective correspondence with the partitions of n.
As λ ranges over the partitions of n, the Specht modules Sλ furnish a complete
set of irreducible rational representations. Moreover, the Specht modules are
absolutely irreducible. The dimensions of the Specht modules are given by
the Hook length formula ([90] theorem (20.1)):

dim(Sλ) = n!/Π(hook lengths).

The meaning of this is the following: given a partition λ of n, consider the
associated Young diagram. The hook length of an entry in the diagram is the
number of entries in the hook consisting of all entries below and to the right of
the given entry (in the same row or column as the given entry) in the diagram.
For example, in the Young diagram

O X ∗
O ∗

associated to the partition (3.2) of 5, the hook length of the entry labeled X
is 3, its hook consisting of the X and the asterisks. The Specht modules S(3,2)

has dimension 5!/3 · 4 · 2 = 5. From the hook length formula, it is easy to
determine the degrees of the irreducible rational representations of S5; they
are tabulated below:

Partition λ : (5) (4, 1) (3, 2) (3, 12) (22, 1) (2, 13) (15)

dim(Sλ) : 1 4 5 6 5 4 1

Thus, the rational group algebra decomposes as

QS5 = Q×M4(Q)×M5(Q)×M6(Q)×M5(Q)×M4(Q)×Q;

the first factor (associated to the partition (5)) corresponds to the one-dimen-
sional trivial representation, and the last factor (associated to (15)) corre-
sponds to one-dimensional parity representation. Since each representation
except the trivial representation S(5) and the parity representation S(15) is
faithful, each of the integers | imρλ |, except for these two, is just 5!, while
| imρ5 |= 1 and | imρ(15) |= 2. Since each irreducible representation is ab-
solutely irreducible, each integer gλ defined above coincides with dim(Sλ).
From this, one easily tabulates the integers wλ appearing in the conjecture;
for example, w(4,1) = 5!/ dim(S(4,1)) = 5!/4 = 2 · 3 · 5. The result is:

λ : (5) (4, 1) (3, 2) (3, 12) (22, 1) (2, 13) (15).

wλ : 1 2.3.5 23.3 22.5 23.3 2.3.5 2.
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Since G1(Z[1/wρλ
]) is the group of units of Z[1/wρλ

], its rank is the number
of prime divisors of wρλ

. Thus, the conjecture 7.3.12 predicts that the rank
of G1(ZS5) should be 13.

7.3.15 Keating’s computation In [100], Keating computated G1(ZG) for
any finite group G. His formula for the rank of G1(ZG) is the following. If
the decomposition of the rational group algebra is QG ∼= Σ1 × · · · × Σk, let
℘i be the maximal Z-order in the center of Σi. Let ri be the rank of the
group of units of ℘i, and let vi be the number of primes of ℘i that divide |G|.
Finally, let ε denote the number of isomorphism classes of simple ZG modules
annihilated by | G |. Then Keating’s rank formula is:

rank(G1(ZG)) = r1 + · · ·+ rk + v1 + · · ·+ vk − ε. (1.2)

In the case G = S5, each ℘i is just Z, so each ri is 0 and each vi = 3.
To determine ε, it suffices to determine the number of simple FS5-modules,
where F is the finite field of order 2, 3, or 5. For this, recall that for any
field F , there is a natural bilinear form on the permutation module Mλ over
F arising from the Young subgroup Sλ of S5; the Specht module Sλ is a
subspace of Mλ, and one defines Dλ = Sλ/(Sλ ∩ Sλ⊥). For a prime p, a
partition λ = (λ1, λ2, λ3, . . . ) of n is p-singular if there is some i for which
0 	= λi+1 = λi+2 = · · · = λi+p; λ is p-regular otherwise. By [90] theorem
(11.5), the simple FS5-modules are precisely the spaces Dλ as λ ranges over
all p-regular partitions of 5, where p is the characteristic of F . Since the 2-
regular partitions of 5 are (5), (4,1), and (3,2), there are precisely three simple
F2S5-modules. Similarly, there are five simple F3S5-modules and six simple
F5S5-modules. Thus ε = 14.

Substituting into (2.1), it follows that the rank of G1(ZG5) is 7. Since this
disagrees with the prediction of 7.3.12, the conjecture cannot hold in general.

It may be reasonable to conjecture that 7.3.12 holds for solvable groups.

7.4 Higher dimensional class groups of orders and
grouprings

(7.4)A Generalities on higher class groups

7.4.1 In 2.3, we introduced class groups of Dedekind domains, orders, and
grouprings and reviewed some of their properties.

Now, if R is a Dedekind domain with quotient field F and Λ any R-order in
a semi-simple F -algebra Σ, the higher class group C�n(Λ) n ≥ 0 are defined
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as
C�n(Λ) := Ker(SKn(Λ) → ⊕

p
SKn(Λ̂p)) (I)

where p runs through all the prime ideals of R and C�n(Λ) coincides with
the usual class group C�(Λ) at zero-dimensional level. Our attention in this
section is focused on C�n(Λ) for R-orders Λ when R is the ring of integers in
a number field, and we assume in the ensuing discussion that our R-orders
are of this form.

The groups C�1(Λ), C�1(RG), which are intimately connected with White-
head groups and Whitehead torsion, have been extensively studied by R. Oliv-
er (see [159]). It is classical that C�0(Λ), C�1(Λ) are finite groups. However,
it follows from some results of this author that C�n(Λ) is finite for all n ≥ 1
(see theorem 7.1.11(ii)). If Γ is maximal R-order, it follows that C�n(Γ) = 0
for all n ≥ 1. This result is due to M.E. Keating (see [99]).

7.4.2 A lot of work has been done, notably by R. Oliver, on C�1(Λ) and
C�1(ZG) where G is a finite group, in connection with his intensive study of
SK1(Λ) and SK1(ZG), SK1(ẐpG), etc. (see [159]). We note in particular the
following properties of C�1(Λ), where R is the ring of integers in a number
field and Λ any R-order in a semi-simple F algebra.

(i) C�1(Λ) is finite.

(ii) If G is any Abelian group, C�1(RG) = SK1(RG).

(iii) C�1(ZG) 	= 0 if G is a non-Abelian p-group.

(iv) C�1(ZG) = 0 if G is Dihedral or quaternion 2-group.

For further information on computations of C�1(ZG), see [159].
We now endeavor to obtain information on C�n(Λ) for all n ≥ 1.
We first see that for all n ≥ 1, C�1(Λ) is a finite group. This follows from

some earlier results of the author. We state this result formally.

Theorem 7.4.1 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra Σ. Then C�n(Λ) is a finite group for all
n ≥ 1.

PROOF It suffices to show that SKn(Λ) is finite (see theorem
7.1.11(ii)).

We next present a fundamental sequence involving C�n(Λ) in the following.

Theorem 7.4.2 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra Σ. If p is any prime = maximal ideal of
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R, write Λ̂p = R̂p ⊗ Λ, Σ̂p = F̂p ⊗ Σ where R̂p, F̂p are completions of R and
F , respectively, at p. Then we have the following exact sequence:

0 → Kn+1(Σ)/Im(Kn+1(Λ)) →

⊕
p∈max(R)

(Kn+1(Σ̂p)/Im(Kn+1(Λ̂p)) → C�n(Λ) → 0 (I)

PROOF See theorem 7.1.10.

Lemma 7.4.1 In the exact sequence

0 → C�n(Λ) → SKn(Λ) → ⊕
p
SKn(Λ̂p) → 0,

SKn(Λ̂p) = 0 for almost all p, i.e., ⊕
p
SKn(Λ̂p) is a finite direct sum.

PROOF See theorem 7.1.9.

Remarks 7.4.1 (i) In view of theorem 7.1.10, there exists a finite set P(Λ)
of prime ideals ofR such that, for p ∈ P(Λ), Λ̂p is maximal and Σ̂p splits,
in which case SKn(Λ̂p) = 0 for all n ≥ 1. We shall often write P for
P(Λ) when the context is clear, as well as P̆ = P̆(Λ) for the set of
rational primes lying below the prime ideals in P = P(Λ).

(ii) If Λ = RG where G is the finite group, then the prime ideals p ∈ P lies
above the prime divisors of |G|. In particular, if R = Z, then P̌ consists
of the prime divisors of |G|.

(iii) If Γ is a maximal order containing Λ such that p does not divide [Γ :
Λ] := the index of Λ in Γ, then p ∈ P̆ (see [159]).

Theorem 7.4.3 Let R be the ring of integers in a number field F , Λ any R-
order in a semi-simple F -algebra, Γ a maximal R-order containing Λ. Then
for all n ≥ 1, there exists an exact sequence

0 −→ Kn+1(Γ)
ImKn+1(Λ)

−→ ⊕
p∈P

Kn+1(Γ̂p)

ImKn+1(Λ̂p)
−→ C�n(Λ) −→ 0.

Moreover, Kn+1(Γ)
Im(Kn+1Λ) and ⊕

p∈P
Kn+1(Γ̂p)

ImKn+1(Λ̂p)
are finite groups.
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PROOF From theorem 7.4.2 we have a commutative diagram of exact
sequences.

0 −→ Kn+1(Σ)
ImKn+1(Λ) −→ ⊕

p

Kn+1(Σ̂p)

ImKn+1(Λ̂p)
−→ C�n(Λ) −→ 0⏐⏐8 ⏐⏐8 ⏐⏐8

0 −→ Kn+1(Σ)
Im(Kn+1(Γ)) −→ ⊕

p

Kn+1(Σ̂p)

ImKn+1(Γ̂p)
−→ 0

where p ranges over all ideals of R. Taking kernels of vertical arrows, we have
the required sequence.

0 −→ Kn+1(Γ)
Im(Kn+1(Λ))

−→ ⊕
p

Kn+1(Γ̂p)

ImKn+1(Λ̂p)
−→ C�n(Λ) −→ 0 (I)

To be able to replace the middle term of (I) by ⊕
p∈P

Kn+1(Γp)
ImKn+1(Λp) , it suffices

to show that ⊕
p �∈P

Kn+1(Γ̂p)

ImKn+1(Λ̂p)
= 0 for all n ≥ 1.

Recall from remarks 7.4.1 that for p ∈ P , Λ̂p is maximal, and Σ̂p splits.
Now, suppose that n = 2r(even). Then by theorem 7.1.1, SK2n(Λ̂p) = 0, and
so,

K2r+1(Σ̂p)

ImK2r+1(Γ̂p)
= 0 (II)

from the localization sequence

. . . −→ K2r+1(Γ̂p) −→ K2r+1(Σ̂p) −→ SK2r(Λ̂p) = 0.

Now suppose that n = 2r − 1(odd); then by theorem 7.1.3 we also have
SK2r−1(Γ̂p) = 0 since Σ̂p splits. So,

K2r(Σ̂p)

ImK2r(Λ̂p)
= 0 (III)

from the localization sequence

−→ K2r(Λ̂p) −→ K2r(Σ̂p) −→ SK2r−1(Λ̂p) = 0.

Hence, from (II) and (III), we have that for all n ≥ 1

⊕
p�∈P

Kn+1(Σ̂p)

ImKn+1(Λ̂p))
= 0. (IV)
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Now, from the commutative diagram

Kn(Λ̂p)

���
��

��
���

�

β �� Kn(Γ̂p)

������
���

��

Kn(Σ̂p)

we have an exact sequence

· · · → SKn(Γp) →
Kn(Γ̂p)

ImKn(Λ̂p)
→

Kn(Σ̂p)

ImKn(Λp)
→

Kn(Σ̂p)

ImKn(Γ̂p)
→ 0

Now, for all n ≥ 1, SKn(Γ̂p) = 0 (see theorems 7.1.1 and 7.1.3). Also from

(IV) above,
Kn+1(Σ̂p)

Im(Kn+1)(Λ̂p))
= 0 for all n ≥ 1.

Hence, from (V),
Kn+1(Γ̂p)

Im(Kn+1(Λ̂p))
= 0 for all n ≥ 1 and p ∈ P .

That ⊕
p∈P

Kn+1(Γ̂p)

ImKn+1(Λ̂p)
and Kn+1(Γ)

ImKn+1(Λ) are finite groups follows from theo-

rem 7.2.4 and the exact sequence in the statement of theorem 7.4.3.

(7.4)B Torsion in odd dimensional higher class groups

7.4.3 There have been considerable research efforts in recent years to under-
stand torsion in higher class groups of orders. Theorem 7.4.11, due to Kolster
and Laubenbacher [102] provides information on torsion in odd-dimensional
class groups C�2n−1(Λ)(n ≥ 1) of arbitrary orders Λ in semi-simple algebras
over number fields. One important consequence of this result is that the only
p-torsion possible in C�2n−1(RG) (G-finite group) are for those primes p divid-
ing the order of G. These considerations lead to computations of C�2n−1(ZSr)
when Sr is the symmetric group of degree r and C�2n−1(ZD2r), where D2r

is the dihedral group of order 2r. We also express C�2n−1(Λ) as a homomor-

phic image of
r∏
i=1

H0(Ei, Q̂p/Ẑp(n)) under the assumption that local Quillen

- Lichtenbaum conjecture holds. Finally, we indicate some connections of
higher class groups to homogeneous functions.

The results in this subsection are all due to M. Kolster and R. Laubenbacher
(see [102]).

Definition 7.4.1 For any ring A, we shall write Kc
n(A) for the quotient of

Kn(A) modulo its maximal divisible subgroups.
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Now, let F be a number field with ring of integers R,D a division algebra
over F , and Γ a maximal R-order in D. If P is a set of prime ideals in R,
we define C�n(Γ,P) by

C�n(Γ,P) = Coker
(
Kc
n+1(D) → ⊕

p∈P
Kc
n+1

(Dp)⊕ ⊕
p �∈P

Kc
n+1

(Dp)/im(Kc
n+1(Γp))

)
.

We shall write P̆ for the set of rational primes lying below the prime ideals in
P.

If Λ is an R-order in a semi-simple F -algebra Σ, we shall write P(Λ) for
the set of prime ideals p of R such that Λ̂p is not a maximal order in Σ̂p. Note
that P(Λ) is a finite set, with r elements, say. We shall sometimes write P
for P(Λ) and P̆ for P̆(Λ) when the context is clear.

Lemma 7.4.2 For all n ≥ 1 there is an isomorphism

C�n(Λ) ∼= Coker

⎛⎝ ⊕
p∈P(Λ)

Kc
n+1(Λ̂p) −→

r⊕
i=1

C�n(Γi,P(Λ))

⎞⎠ .

PROOF See [102]. The proof makes use of the fact that
C�n(Λ) � Coker

(
Kn+1(Λ̂) ⊕ Kn+1(Σ) → Kn+1(Σ̂)

)
where the ter-

m Kn+1(Λ̂) ⊕ Kn+1(Σ) → Kn+1(Σ̂) is part of the long exact
Mayer - Vietoris sequence associated with the arithmetic sequence
Λ → Σ
↓ ↓
Λ̂ → Σ̂

where Λ̂ = ΠΛ̂p and Σ̂ = Π
p

(Σ̂p, Λ̂p) are the adele

rings of Λ and Σ, respectively. Details are left to the reader (see
[102]).

Theorem 7.4.4 Let F be a number field with ring of integers R, Λ any
R-order in a semi-simple F -algebra Σ. Then, for all n ≥ 1, p-torsion in
C�2n−1(Λ) can only occur for primes p in P̆(Λ), i.e., C�2n−1(Λ)(q) = 0 for
q 	∈ P̆(Λ).

PROOF In view of lemma 7.4.2, it suffices to show that in the situ-
ation of general P in the definition of C�n(Γ,P) in 7.4.1, if q 	∈ P̆ , then
C�2n−1(Γ,P)(q) = 0. If p is a prime ideal of R, let Γp denote the residue
class field of Γ̂p. For any prime q 	= char(Γp), Suslin’s rigidity theorem
yields an isomorphism Kc

2n(Γ̂p) ⊗ Ẑq ∼= K2n(Γp) ⊗ Ẑq (see [204], lemma 2).
This is true in particular if p ∈ P(Λ) and q 	∈ P̌(Λ). Hence the q tor-
sion in C�2n−1(Γ,P) coincides with the q-torsion in the cokernel of the map
Kc

2n(D) → ⊕
p
Kc

2n(D̂p)/Kc
2n(Γ̂p). It is therefore sufficient to show that this

cokernel is zero.
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Consider the following commutative diagram of localization sequences:

0⏐⏐8
Kc

2n(D) −→ ⊕pKc
2n(D̂p)/Kc

2n(Γ̂p)

=

⏐⏐8 ⏐⏐8
Kc

2n(D) −→ ⊕K2n−1(Γp) −→ SK2n−1(Γ) −→ 0⏐⏐8
⊕SK2n−1(Γ̂p)⏐⏐8

0

It follows from a result of Keating (see 7.1.16) that SK2n−1(Γ)
∼= ⊕

p
SK2n−1(Γp), under the hypothesis that certain transfer maps in the

localization sequence of a number ring are zero. This fact was proved later by
Soulé [196] (see [102] for the correction of an error in [196]). The result now
follows from the Snake lemma.

Corollary 7.4.1 Let G be any finite group. Then for all n ≥, the only
possible p-torsion in C�2n−1(OFG) is for those p dividing the order of G.

7.4.4 Local Quillen - Lichtenbaum (Q - L) conjecture Let R be
the ring of integers in a number field E. This conjecture states that for
p = char(kq) where kq = R/q, there is an isomorphism K2n(R̂q)(p) ∼=
H0(Êq, Q̂p/Ẑp(n))∗. Here, for any Abelian group A,A∗ denotes the dual
Hom(A,Q/Z). Also, q is non-zero.

Note. Local (Q - L) conjecture has been proved for p odd if Eq/Q̂p is
unramified.

Theorem 7.4.5 [102] Let R be the ring of integers in a number field F , Λ

any R-order in a semi-simple F -algebra Σ ∼=
r

Π
i=1

Mni(Di), Di skew fields with

center Ei. Then, for each odd prime p ∈ P̆, there is a surjection
r

Π
i=1

H0(Ei, Q̂p/Ẑp(n)) −→ C�2n−1(Λ)(p)

in the following case where | P |= r.

(i) All the skewfields Di = Ei are commutative, and the local Q - L conjec-
ture holds for all local fields Êiq where q lies above p.

(ii) For all q ∈ P and all i, the local degree deg(D̂iq) is not divisible by the
residue characteristic, and the local Q - L conjecture holds for all local
fields Êiq, q above p.
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We now discuss some applications of the above results on odd-dimensional
class groups to some grouprings.

Remarks 7.4.2 Let G be a finite group, R the ring of integers in a number
field F . Let CF be a set of irreducible F -characters. Under the assumptions
of theorem 7.4.5, we obtain a surjection

Π
χ∈CF

H0(Fχ,Qp/Zp(n)) −→ C�2n−1(RG)(p)

for each odd prime p dividing G.
Now, observe that for a skew field D occurring in the decomposition of FG,

the local degrees are prime to the residue characteristic except in the case of
dyadic prime where the local degree may be 2 (see [159]). For example, if the
Sylow-2-subgroups of G is elementary Abelian, then the latter case does not
occur.

Theorem 7.4.6 [102] Let Sr be the symmetric group on r letters, and let
n ≥ 0. Then C�4n+1(ZSr) is a finite 2-torsion group, and the only possible
odd torsion in C�4n−1(ZSr) that can occur are for odd primes p such that p−1

2
divides n.

PROOF Follows from theorem 7.4.5 (2) since the simple factors of QSr
are matrix rings over Q (see [39] theorem 75.19).

Theorem 7.4.7 [102] Let D2r be the Dihedral group of order 2r. If the local
Q - L conjecture is true, then C�4n+1(ZD2r) is a finite 2-torsion group.

PROOF Follows from theorem 7.4.5 (1) since all skew fields appearing as
simple components of ZD2r are commutative (see [38] example 7.3.9)

Remarks 7.4.3 In theorems 7.4.6 and 7.4.7 we can replace Z by the ring of
integers in a number field F that is unramified at all primes dividing | G |.

Remarks 7.4.4 We now provide an application of odd-dimensional higher
class groups to homogeneous functions. We saw earlier in theorem 7.4.5 that
there exists an epimorphism Π

χ∈CF

H0(F (χ), Q̂p/Zp(n)) → C�2n−1(RG)(p).

We provide an alternative description of Π
χ∈CF

H0(F (χ), Qp/Zp(d)) where p

divides | G | and d ≥ 1. First we have the following.

Theorem 7.4.8 Let G be a finite group and d ≥ 1, F a number field and
ΩF = Gal(F/F ) the absolute Galois group of F . Then there is an isomor-
phism

HomΩF (RG, Q̂p/Ẑp(d)) ∼= Π
χ∈CF

H0(F (χ), Q̂p/Ẑp(d))
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PROOF See [102].

Definition 7.4.2 Let G be a finite Abelian group, d a non-negative integer.
A function f : G → Q/Z is homogeneous of degree d if f(nx) = ndf(x)
for all x ∈ G and all n ∈ N such that (n, o(x)) = 1. Denote by hmgd(G) the
(finite) Abelian group (under pointwise addition) of all homogeneous functions
of degree d on G.

A subgroup H of G is called cocyclic if the quotient G/H is cyclic. Let
φ : H → Q/Z be a character. Then the induced character

φH : G −→ Q/Z

defined by

φH(x) =

{
φ(x) if x ∈ H
0 otherwise,

is homogeneous of degree 1, and is called a cocyclic function. Let Coc(G) de-
note the subgroup of Hmg(G) = Hmg1(G) generated by all cocyclic functions.

Theorem 7.4.9 Let G be an Abelian group of odd order. Then there exists
a surjection from Hmg(Ĝ) onto C�1(ZG) with kernel Coc(Ĝ), i.e., we have
an exact sequence

0 −→ Coc(Ĝ) −→ Hmg(Ĝ) −→ C�1(ZG) −→ 0.

PROOF See [42].

For further information, see exercise 7.13 and [102].

(7.4)C Torsion in even-dimensional higher class groups
C�2r(Λ) of Orders

7.4.5 In this subsection we now turn our attention to even-dimensional high-
er class groups C�2r(Λ) with the aim of obtaining information on p-torsion.
Even though an analogue of theorem 7.4.4 for general R-orders is yet to be
proved (if it is true), we do have a result due to Guo and Kuku that provides
an analogue of theorem 7.4.4 for Eichler orders in quaternion algebras and
hereditary orders in semi-simple F -algebras where F is a number field. Guo
and Kuku proved the result simultaneously for “generalized Eichler orders”
that combine the properties of Eichler orders and hereditary orders (see [74]).



Higher Dimensional Class Groups of Orders and Grouprings 181

Definition 7.4.3 Let R be a ring. For each ideal I of R, let (I)m×n denote
the set of all m× n matrices with entries in I. If {Iij : 1 ≤ i, j ≤ r} is a set
of ideals in R, we write

Λ =

⎛⎜⎜⎝
(I11) (I12) . . . (I1r)
(I21) (I22) . . . (I2r)
. . . . . . . . . . . .

(Ir1) (Ir2) . . . (Irr)

⎞⎟⎟⎠
(n1,...,nr)

to indicate that Λ is the set of all matrices (Tij)1≤i,j≤r, where for each pair
(i, j) the matrix Tij ranges over all elements of (Iij)ni×nj .

Definition 7.4.4 Let Σ � Mn(D), where D is a finite-dimensional division
algebra over a number field F with integers R. We call an order Λ in Σ
generalized Eichler order if each Λ̂p has the form⎛⎜⎜⎜⎜⎝

(Δ) (pkP ) (pkP ) . . . (pkP )
(Δ) (Δ) (pkP ) . . . (pkP )
(Δ) (Δ) (Δ) . . . (pkP )
. . . . . . . . . . . . . . .
(Δ) (Δ) (Δ) . . . (Δ)

⎞⎟⎟⎟⎟⎠
n1,...,nr

where kp ≥ 1 and Δ is the unique maximal order in D(p) satisfying D⊗F F̂p �
Mm(D(p). If Σ � ⊕

i
Mni(Di) is a semi-simple algebra, then an order Λ in

Σ is called a generalized Eichler order if Λ � ⊕
i

Λi, where Λi is a generalized

Eichler order in Mni(Di). Note that if all kp = 1, then Λ is hereditary, and
if Σ is a quaternion algebra, then Λ is an Eichler order as defined in [222].

Definition 7.4.5 Let R be a Dedekind domain with quotient field F . An R-
order Λ is said to be hereditary if every left Λ-lattice is projective. Note that
a maximal order is hereditary but not conversely.

7.4.6 Let F be a number field with ring of integers R, D a division algebra
over F , Γ a maximal R-order in D. We shall adopt the notations in (7.4)B.
So, for a set P of prime ideals of R, let C�n(Γ,P) be as defined in 7.4.1. We
have the following lemma.

Lemma 7.4.3 Let R be the ring of integers in a number field F , Λ any R-
order in a semi-simple F -algebra Σ. Then the even-dimensional higher class
group C�2n(Λ) is a homomorphic image of

Coker

⎛⎝ ⊕
p∈P(Λ)

(Kc
2n+1(Λ̂p) −→ Kc

2n+1(Σ̂p))

⎞⎠
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PROOF Let Γ be a maximal R-order containing Λ. Then, by lemma
7.4.2,

C�2n(Λ) � Coker

⎛⎝ ⊕
p∈P(Λ)

Kc
2n+1(Λ̂p) −→ C�2n(Γ,P)

⎞⎠
By theorem 7.1.1 (ii) (b),⊕

p∈P(Λ)

Kc
2n+1(Σ̂p)/im(Kc

2n+1(Γ̂p)) = 0.

So,

C�2n(Γ,P) = Coker

⎛⎝Kc
2n+1(Σ) −→

⊕
p∈P(Λ)

Kc
2n+1(Σ̂p)

⎞⎠ .

Hence C�2n(Λ) is a homomorphic image of

Coker

⎛⎝ ⊕
p∈P(Λ)

Kc
2n+1(Λ̂p) −→

⊕
p∈P(Λ)

Kc
2n+1(Σ̂p)

⎞⎠ .

Proposition 7.4.1 ([101] Theorem A and 2.2) Let R and S be rings,
and U an R − S-bimodule. Then the natural homomorphisms

Kn

((
R 0
0 S

))
−→ Kn

((
R U
0 S

))
are isomorphisms. Let U∗ = Hom(U, S), where U is considered as a right
S-module. If R is the endomorphism ring End(U) of the right S-module U ,
then the natural homomorphisms

Kn

((
R U
0 S

))
−→ Kn

((
R U
U∗ S

))
are surjective.

Lemma 7.4.4 Let R be a ring

R1 =

⎛⎜⎜⎜⎜⎝
(R) (0) (0) . . . (0)
(R) (R) (0) . . . (0)
(R) (R) (R) . . . (0)
. . . . . . . . . . . . . . .
(R) (R) (R) . . . (R)

⎞⎟⎟⎟⎟⎠
n1,...,nr
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and

R2 =

⎛⎜⎜⎜⎜⎝
(R) (R) (R) . . . (R)
(R) (R) (R) . . . (R)
(R) (R) (R) . . . (R)
. . . . . . . . . . . . . . .
(R) (R) (R) . . . (R)

⎞⎟⎟⎟⎟⎠
n1,...,nr

.

Then the natural homomorphisms

Kn(R1) −→ Kn(R2)

are surjective.

PROOF We will prove this lemma by induction. If r = 1, then R1 = R2.
This is the trivial case.

Now suppose that the lemma holds for r − 1. Let

R′3 =

⎛⎜⎜⎝
(R) (0) . . . (0)
(R) (R) . . . (0)
. . . . . . . . . . . .
(R) (R) . . . (R)

⎞⎟⎟⎠
n1,...,nr−1

and

R′4 =

⎛⎜⎜⎝
(R) (R) . . . (R)
(R) (R) . . . (R)
. . . . . . . . . . . .
(R) (R) . . . (R)

⎞⎟⎟⎠
n1,...,nr−1

.

By induction hypothesis, the homomorphisms

Kn(R′3) −→ Kn(R′4)

are surjective. Let

R3 =
(
R′3 0
0 (R)(nr)

)
� R′3 × (R)(nr)

and

R4 =
(
R′4 0
0 (R)(nr)

)
� R′4 × (R)(nr).

Since Kn(R3) � Kn(R′3) ⊕ Kn((R)(nr)) and Kn(R4) � Kn(R′4) ⊕
Kn((R)(nr)), the homomorphisms

Kn(R3) −→ Kn(R4)

are surjective. By proposition 7.4.1, the homomorphisms

Kn(R3) −→ Kn(R1)
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are surjective. Let

R5 =

⎛⎜⎜⎜⎜⎝
(R) (R) . . . (R) (0)
(R) (R) . . . (R) (0)
. . . . . . . . . . . . . . .
(R) (R) . . . (R) (0)
(R) (R) . . . (R) (R)

⎞⎟⎟⎟⎟⎠
n1,...,nr

.

By proposition 7.4.1, the homomorphisms

Kn(R4) −→ Kn(R5)

and
Kn(R5) −→ Kn(R2)

are surjective. Hence the compositions

fn∗ : Kn(R3) −→ Kn(R4) −→ Kn(R5) −→ Kn(R2)

are surjective. Let gn∗ be the composition

Kn(R3) −→ Kn(R1) −→ Kn(R2).

Although fn∗ and gn∗ are obtained in different ways, they are both induced
by the same natural ring inclusion

R3 −→ R2.

By the functoriality of K-theory, fn∗ = gn∗. Hence the maps gn∗ are surjective,
which implies that the maps

Kn(R1) −→ Kn(R2)

are surjective.

7.4.7 Let A �Mn(D) be a simple algebra and Λ a generalized Eichler order
in A. The local order Λp is either maximal or isomorphic to some⎛⎜⎜⎜⎜⎝

(Δ) (pkP ) (pkP ) . . . (pkP )
(Δ) (Δ) (pkP ) . . . (pkP )
(Δ) (Δ) (Δ) . . . (pkP )
. . . . . . . . . . . . . . .
(Δ) (Δ) (Δ) . . . (Δ)

⎞⎟⎟⎟⎟⎠
n1,...,nr

where kp ≥ 1 and Δ is the unique maximal order in Dp. By the Skolem -
Noether theorem this isomorphism is given by an inner automorphism. Hence
there is an element ap ∈ Ap such that

Λ̂p = ap

⎛⎜⎜⎜⎜⎝
(Δ) (pkP ) (pkP ) . . . (pkP )
(Δ) (Δ) (pkP ) . . . (pkP )
(Δ) (Δ) (Δ) . . . (pkp)
. . . . . . . . . . . . . . .
(Δ) (Δ) (Δ) . . . (Δ)

⎞⎟⎟⎟⎟⎠
n1,...,nr

a−1
p .
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We now define Γ̂′p = Λ̂p, if Λp is maximal, and

Γ̂′p = ap

⎛⎜⎜⎜⎜⎝
(Δ) (Δ) (Δ) . . . (Δ)
(Δ) (Δ) (Δ) . . . (Δ)
(Δ) (Δ) (Δ) . . . (Δ)
. . . . . . . . . . . . . . .
(Δ) (Δ) (Δ) . . . (Δ)

⎞⎟⎟⎟⎟⎠
n1,...,nr

a−1
p

otherwise. By Theorem 5.3 in [171] there is a global maximal Γ, so that
Γ̂p = Γ̂′p for all p.

Let
I = ΠpkP

throughout this section, where p runs through all p at which Λ̂p is not maxi-
mal, i.e., through p ∈ P(Λ).

Lemma 7.4.5 For all n ≥ 1, the natural homomorphisms

Kn(Λ̂p/IΓ̂p) −→ Kn(Γ̂p/IΓ̂p)

are surjective.

PROOF If Λp is maximal, then the lemma obviously holds. So, we suppose
that Λp is not maximal. Without loss of the generality, we assume

Λ̂p =

⎛⎜⎜⎜⎜⎝
(Δ) (pkP ) (pkP ) . . . (pkP )
(Δ) (Δ) (pkP ) . . . (pkP )
(Δ) (Δ) (Δ) . . . (pkP )
. . . . . . . . . . . . . . .
(Δ) (Δ) (Δ) . . . (Δ)

⎞⎟⎟⎟⎟⎠
n1,...,nr

and

Γ̂p =

⎛⎜⎜⎜⎜⎝
(Δ) (Δ) (Δ) . . . (Δ)
(Δ) (Δ) (Δ) . . . (Δ)
(Δ) (Δ) (Δ) . . . (Δ)
. . . . . . . . . . . . . . .
(Δ) (Δ) (Δ) . . . (Δ)

⎞⎟⎟⎟⎟⎠
n1,...,nr

where Δ is the unique maximal order in D̂p). Then

Λ̂p/IΓ̂p =

⎛⎜⎜⎜⎜⎝
(R) (0) (0) . . . (0)
(R) (R) (0) . . . (0)
(R) (R) (R) . . . (0)
. . . . . . . . . . . . . . .
(R) (R) (R) . . . (R)

⎞⎟⎟⎟⎟⎠
n1,...,nr
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and

Γ̂p/IΓ̂p =

⎛⎜⎜⎜⎜⎝
(R) (R) (R) . . . (R)
(R) (R) (R) . . . (R)
(R) (R) (R) . . . (R)
. . . . . . . . . . . . . . .
(R) (R) (R) . . . (R)

⎞⎟⎟⎟⎟⎠
n1,...,nr

where R = Δ/pkP .

The lemma now follows from lemma 7.4.4.

7.4.8 For any Abelian group G, let G(1
s ) be the group G ⊗ Z[1s ]. For any

ring homomorphism
f : A −→ B,

we shall write f∗ for the induced homomorphism

Kn(A)
(

1
s

)
−→ Kn(B)

(
1
s

)
.

Lemma 7.4.6 For all n ≥ 1, the natural homomorphism

f1∗ : Kn(Λ̂p)
(

1
s

)
−→ Kn(Γ̂p)

(
1
s

)
is surjective, where s is the generator of I ∩ Z.

PROOF The square

Λ̂p

f2

��

f1 �� Γ̂p

g1

��
Λ̂p/IΓ̂p g2

�� Γ̂p/IΓ̂p

(I)

has an associated K∗(1
s ) Mayer - Vietoris sequence

· · · −→ Kn(Λ̂p)
(

1
s

)
(f1∗ ,f2∗ )−→ Kn(Γ̂p)

(
1
s

)
⊕Kn(Λ̂p/IΓ̂p)

(
1
s

)
(g1∗ ,g2∗ )−→ Kn(Γ̂p)/IΓ̂p)

(
1
s

)
−→ · · ·

by [33, 237], where

(f1∗ , f2∗)(x) = (f1∗(x), f2∗(x))
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for x ∈ Kn(Λp)(1
s ) and

(g1∗ , g2∗)(a, b) = g1∗(a)− g2∗(b)

for a ∈ Kn(Γp)(1
s ) and b ∈ Kn(Γ̂p/IΓ̂p)(1

s ).
For any element x ∈ Kn(Γ̂p)(1

s ), we can find y ∈ Kn(Λ̂p/IΓ̂p)(1
s ) such that

(g1∗ , g2∗)(x, y) = g1∗(x)− g2∗(y) = 0

by lemma 7.4.5. So,

(x, y) ∈ ker(g1∗ , g2∗) = im(f1∗ , f2∗).

Hence x ∈ im(f1∗), which implies that f1∗ is surjective.

Corollary 7.4.2 For all n ≥ 1, the cokernel of

Kn(Λ̂p) −→ Kn(Γ̂p)

has no non-trivial p-torsion, where p is an arbitrary rational prime that does
not divide s.

PROOF By lemma 7.4.6, the cokernel of

Kn(Λ̂p) −→ Kn(Γ̂p)

is s-torsion. Hence the result follows.

Corollary 7.4.3 For all n ≥ 0, the map

f∗ : K2n+1(Λ̂p)
(

1
s

)
−→ K2n+1(Σ̂p)

(
1
s

)
is surjective, where f∗ is induced by the inclusion map f : Λ̂p → Σ̂p.

PROOF The map

f : K2n+1(Λ̂p)
(

1
s

)
−→ K2n+1(Σ̂p)

(
1
s

)
is the composition

K2n+1(Λ̂p)
(

1
s

)
f1∗−→ K2n+1(Γ̂p)

(
1
s

)
h∗−→ K2n+1(Σ̂p)

(
1
s

)
where h∗ is induced by the inclusion h : Γ̂p → Σ̂p. By theorem 7.1.2(b), h∗ is
surjective. Since f1∗ and h∗ are both surjective, f is also surjective.
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Theorem 7.4.10 Let Λ be a generalized Eichler order in a semi-simple al-
gebra A over F . For all n ≥ 1, the q-primary part of C�2n(Λ) is trivial for
q /∈ P̌(Λ).

PROOF Since Λ can be expressed as the direct sum of generalized Eich-
ler order in the semi-simple components of A, we may assume A is simple.
Corollary 7.4.5 implies in this case that

Coker(Kc
2n+1(Λ̂p) −→ Kc

2n+1(Âp))q = 0

for q 	∈ P̌(Λ). So the q-primary part of C�2n(Λ) is trivial for q 	∈ P̌(Λ) by
lemma 7.4.3.

7.5 Higher K-theory of grouprings of virtually infinite
cyclic groups

7.5.1 F.T. Farrell and L.E. Jones conjectured in [54] that algebraicK-theory
of virtually cyclic subgroups V should constitute “building blocks” for the
algebraic K-theory on an arbitrary group G. In [55] they obtained some
results on lower K-theory of V . In this section we obtain results on higher
K-theory of virtually infinite cyclic groups V in the two cases: (i) when V
admits an epimorphism (with finite kernel) to a finite group (see [183]), and
(ii) when V admits an epimorphism (with finite kernel) to the finite dihedral
group (see [183]). The results in this section are due to A. Kuku and G. Tang
(see [123]).

We shall discuss the precise form of this conjecture in chapter 14, which
will be devoted to equivariant homology theories. We recall that we briefly
discussed its formulation in 4.5.4.

Definition 7.5.1 A group is called virtually cyclic if it is either finite or
virtually infinite cyclic, i.e., contains a finite index subgroup that is infinite
cyclic. More precisely, virtually infinite cyclic groups V are of two types,
namely,

i) The group V that admits an epimorphism (with finite kernel G) to the
infinite cyclic group T =< t >, i.e., V is the semi-direct product G�αT ,
where α : G → G is an automorphism and the action of T is given by
tgt−1 = α(g) for all g ∈ G.

ii) The group V that admits an epimorphism (with finite kernel) to the
infinite dihedral group D∞, i.e., V = G0 ∗H G1 where the groups Gi,
i = 0, 1, and H are finite and [Gi : H ] = 2.
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(7.5)A Some preliminary results

In this subsection, we set the stage by proving theorems 7.5.1 and 7.5.2,
which constitute generalizations of theorems 1.2 and 1.5 of [55]. Here, we
prove the results for an arbitrary R-order Λ in a semi-simple F -algebra Σ
(where R is the ring of integers in a number field F ) rather than for the
special case Λ = ZG (G finite group) treated in [55].

7.5.2 Let R the ring of integers in a number field F , Λ an R-order in a semi-
simple F -algebra Σ, and α : Λ → Λ is an R automorphism. The α extends
to F -automorphism on Σ. Suppose that Γ is a maximal element in the set of
all α-invariant R-orders in Σ containing Λ. Let max(Γ) denote the set of all
two-sided maximal ideals in Γ and maxα(Γ) the set of all two-sided maximal
α-invariant ideals in Γ. Recall that a Λ-lattice in Σ is a Λ-Λ submodule of
Σ, which generates Σ as F -vector space. The aim of this section is to prove
theorems 7.5.1 and 7.5.2 below.

Theorem 7.5.1 The set of all two-sided, α-invariant Γ-lattices in Σ is a free
Abelian group under multiplication and has maxα(Γ) as a basis.

PROOF Let a be a two-sided, α-invariant Γ-lattice in Σ. Then {x ∈ Σ |
xa ⊆ a} is an α-invariant R-order containing Γ. Hence, it must be equal to Γ
by the maximality of Γ. Similarly {x ∈ Σ | ax ⊆ a} = Γ.

Now, let a ⊆ Γ be a two-sided, α-invariant Γ-lattice in Σ. Then, B = Γ/a
is a finite ring, and hence, Artinian. So, radB is a nilpotent, α-invariant, two-
sided ideal in B, and B/radB is semi-simple ring. Hence B/radB decomposes
as a direct sum of simple rings Bi, i.e.,

B/radB = B1 ⊕B2 ⊗ · · · ⊕Bn (I)

and α : B/radB → B/radB induces a permutation of the factors Bi, i.e.,

α(Bi) = Bα̂(i) (II)

where α̂ is a permutation of {1, 2, . . . , n}. So, a ∈ maxα(Γ) if and only if both
rad(Γ/a) = 0 and α̂ is a cyclic permutation. Hence, a /∈ maxα(Γ) if and only
if there exist a pair of two-sided, α-invariant Γ-lattices b and c satisfying three
properties:

(i) Both b and c properly contain a.

(ii) b and c are both contained in Γ. (III)

(iii) bc ⊆ a.
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Hence, just as in [55], we deduce the following fact:
If a is a two-sided, α-invariant Γ-lattice, then a contains a (finite) product

of elements from maxα(Γ). (IV)
If a is a two-sided, α-invariant Γ-lattice, then we write

a = {x ∈ Σ | xa ⊆ Γ}, (V)

which is also a two-sided, α-invariant Γ-lattice.

We now prove the following.

Lemma 7.5.1 If p ∈ maxα(Γ), then

p 	= Γ. (VI)

PROOF Choose a positive integer s ∈ Z such that sΓ ⊂ p. Applying (i)
- (iii) with a = sΓ, we can define elements pi ∈ maxα(Γ) such that

p1p2 . . . pn ⊂ Γ.

Let us assume that n is the smallest possible integer with this property.
Using the characterization of maxα(Γ) given above (III and IV), we see that
some pi must be contained in p since p ∈ maxα(Γ). And since pi ∈ maxα(Γ),
p = pi. We can therefore write apb ⊂ sΓ where a = p1 . . . pi−1 and b =
pi+1 . . . pn. Thus, 1

sapb ⊂ Γ, and further, (1
sbap)b ⊂ b. We have (1

sbap) ⊂ Γ.
Hence 1

sba ⊂ p, by the definition of p. Since ba is a product of n− 1 elements
in maxα(Γ), the minimality of n implies that ba ⊂ sΓ, so 1

sba ⊂ Γ. Thus
p 	= Γ.

Lemma 7.5.2 If p ∈ maxα(Γ), then pp = Γ = pp.

PROOF Similar to that in step 4, page 21 of [55].

Lemma 7.5.3 If p1, p2 ∈ maxα(Γ), then p1p2 = p2p1.

PROOF Similar to that of step 5, in [55].
Note that the proof in ([20] p.158) is easily adapted to yield the following

conclusion:
A two-sided, α-invariant Γ-lattice a ⊆ Γ is uniquely, up to order, a product of
elements of maxα(Γ), and we can finish the proof as in [20], p.158.

Corollary 7.5.1 If every element of maxα(Γ) is a projective right Γ-module,
then every element in max(Γ) is also a projective right Γ-module, and conse-
quently, Γ is a hereditary ring.
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PROOF It is the same as the proof of Corollary 1.6 in [55].

Theorem 7.5.2 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra Σ. If α : Λ → Λ is an R automorphism,
then there exists an R-order Γ ⊂ Σ such that

1) Λ ⊂ Γ.
2) Γ is α-invariant.
3) Γ is a (right) regular ring. In fact, Γ is a (right) hereditary ring.

PROOF Let S be the set consisting of all α-invariant R-orders M of Σ,
which contains Λ. Then S is not empty since Λ ∈ S. Choose Γ to be any
maximal member of S. Such a member exists by Zorn’s Lemma. Note that
this R-order Γ satisfies properties (1) and (2) by definition and is clearly a
right Noetherian ring. Hence, it suffices to show that Γ is a right hereditary
ring; i.e., that every right Γ-module is either projective or has a length 2
resolution by projective right Γ-modules. To do this, it suffices to show that
every maximal two-sided ideal in Γ is a projective right Γ-module. Let max(Γ)
denote the set of all two-sided maximal ideals in Γ, and maxα(Γ) the set of
all members among the two-sided α-invariant proper ideals in Γ. Note that
if a ∈ maxα(Γ), then Γ/a is a finite ring. To see this, first observe that
Γ/a is finitely generated as an Abelian group under addition. If it were not
finite, then there would exist a prime p ∈ Z such that the multiples of p in
Γ/a would form a proper two-sided α-invariant proper ideals in Γ/a. But this
would contradict the maximality of a. Also Γ/a is a (right) Artinian ring since
it is a finite ring. But rad(Γ/a) is an α-invariant two-sided ideal in Γ/a. So
the maximality of a again shows that rad(Γ/a) = 0. Hence, Γ/a is semi-simple
ring. We finally remark that a is a two-sided Γ-lattice in Σ since a has finite
index in the lattice Γ.

By corollary 7.5.1, it suffices to show that every element p ∈ maxα(Γ) is a
projective right Γ-module. Let q be the inverse of p given by theorem 7.5.1;
i.e., q is a two-sided Γ-lattice in Σ, which is α-invariant and satisfies the
equations pq = qp = Γ. Consequently, there exist elements a1, a2, . . . , an ∈ p
and b1, b2, . . . , bn ∈ q such that

a1b1 + a2b2 + · · ·+ anbn = 1.

Now define (right) Γ-module homomorphisms f : p → Γn and g : Γn → p by

f(x) = (b1x, b2x, . . . , bnx)
g(y1, y2, . . . , yn) = a1y1 + a2y2 + · · ·+ anyn

where x ∈ p and (y1, y2, . . . , yn) ∈ Γn. Note that the composite g ◦ f = idp.
Consequently, p is a direct summand of Γn, which shows that p is a right-
projective Γ-module.
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(7.5)B K-theory for the first type of virtually infinite cyclic
groups

In this subsection, we prove that if R is the ring of integers in a number
field F , Λ an R-order in a semi-simple F -algebra Σ, and α an automorphism
of Λ, then for all n ≥ 0, NKn(Λ, α) is s-torsion for some positive integer s
and that the torsion-free rank of Kn(Λα[t]) is equal to the torsion-free rank
of Kn(Λ), which is finite by theorem 7.1.11. When V = G�α T is a virtually
infinite cyclic group of the first type, we show that for all n ≥ 0, Gn(RV ) is a
finitely generated Abelian group and that for all n < −1, Kn(RV ) = 0. We
also show that for all n ≥ 0, NKn(RV ) is |G|-torsion.

First, we prove the following result for later use

Theorem 7.5.3 Let A be a Noetherian ring and α an automorphism of A,
and Aα[t] the twisted polynomial ring. Then,

(i) Gn(Aα[t]) ∼= Gn(A) for all n ≥ 0

(ii) There exists a long exact sequence

. . . −→ Gn(A) 1−α∗−→ Gn(A) −→ Gn(Aα[t, t−1]) −→ Gn−1(A) −→ . . .

PROOF (i) follows directly from Theorem 2.18 of (cf. [88], p.194). To
prove the long exact sequence in (ii), we denote by A = M(Aα[t]) the category
consisting of finitely generatedAα[t]-modules. Consider the Serre subcategory
B of A = M(Aα[t]), which consists of modules M ∈ objA on which t is
nilpotent, i.e.,

objB = {M ∈ objA | there exists an m ≥ 0 such that Mtm = 0}.

Applying the localization theorem to the pair (A,B), we obtain a long exact
sequence

. . . −→ Kn+1(A/B) 1−α∗−→ Kn(B) −→ Kn(A) −→ Kn(A/B) −→ . . .

By definition and (i) Kn(A) = Gn(Aα[t]) ∼= Gn(A). We will prove that

Kn(B) ∼= Gn(A)

and
Kn(A/B) ∼= Gn(Aα[T ]) := Gn(Aα[t, t−1])

for all n ≥ 0. At first M(A) ⊆M(Aα[t]/tAα[t]) ⊆ B (Note that although t /∈
center(Aα[t]), we have tAα[t] = Aα[t]t�Aα[t]). Using the Devissage theorem
one gets

Kn(B) ∼= Kn(M(Aα[t]/tAα[t]))
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But
0 −→ tAα[t] −→ Aα[t] t=0−→ A −→ 0

is an exact sequence of homomorphisms of rings. So we have

Aα[t]/tAα[t] ∼= A

as rings, and so, Kn(M(Aα[t]/tAα[t])) ∼= Gn(A). Thus

Kn(B) ∼= Kn(M(Aα[t]/tAα[t])) ∼= Gn(A).

Next we prove that
Kn(A/B) ∼= Gn(Aα[T ]).

Since Aα[T ] is a direct limit of free Aα[t]-modules Aα[t]t−n, it is a flat Aα[t]-
module, and this implies that− ⊗Aα Aα[T ] is an exact functor from A to
M(Aα[T ]) and further induces an exact functor

F : A/B −→M(Aα[T ]).

We now prove that F is an equivalence. For any M ∈ objM(Aα[T ]), pick a
generating set {x1, x2, . . . , xl} of the finitely generated Aα[T ]-module M . Let

M1 =
l∑
i=1

xiAα[t].

ThenM1 ∈ A andM1⊗Aα[t]Aα[T ] ∼= M . The exact sequence of Aα[t]-modules

0 −→M1 −→M −→M/M1 −→ 0

induces an exact sequence

0 →M1 ⊗Aα[t] Aα[T ] →M ⊗Aα[t] Aα[T ] →M/M1 ⊗Aα[t] Aα[T ] → 0.

Since {x1, x2, . . . , xl} is a generating set for the Aα[T ]-module M , then for
any x ∈ M , there exist fi ∈ Aα[T ] (i = 1, . . . , l) such that x =

∑l
i=1 xifi.

Thus, there exists n ≥ 0 such that xtn =
∑l

i=1 xi(fit
n) ∈ M1, i.e., M/M1 is

t-torsion. Thus M/M1 ⊗Aα[t] Aα[T ] = 0. It follows that

0 −→M1 ⊗Aα[t] Aα[T ] −→M ⊗Aα[t] Aα[T ] −→ 0

is exact. That is

M1 ⊗Aα[t] Aα[T ] ∼= M ⊗Aα[t] Aα[T ].

For any M,N ∈ A, we have, by definition

HomA/B(M,N) = lim→ HomAα[t](M ′, N/N ′)
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where M/M ′ and N ′ are t-torsion. One gets easily:

HomA/B(M,N) = lim−→ HomAα[t](M ′, N/N ′) = lim−→ HomAα[t](M ′, N/Nt)

where Nt = {x ∈ N | and there exists an m ≥ 0 such that xtm = 0}. Define
a map

φ : HomA/B(M,N) −→ HomB(M ⊗Aα[T ] Aα[T ], N ⊗Aα[t] Aα[T ]).

For any f ∈ HomB(M ⊗Aα[t] Aα[T ], N ⊗Aα[t] Aα[T ]), since M is a finitely
generated Aα[T ]-module, and there exists an m ≥ 0 such that

f(Mtm ⊗ 1) ⊆ N ⊗ 1.

We can define Mtm
σ→ N/Nt, xtm → n if f(xtm ⊗ 1) = n ⊗ 1. This is well

defined and σ maps to f under φ.
If σ ∈ HomAα[t](M ′, N/Nt) is such that its image in HomB(M⊗Aα[t]Aα[T ]),

N⊗Aα[t]Aα[T ] is zero, then σ⊗1 = 0 implies that σm⊗1 = (σ⊗1)(m⊗1) = 0
in N/Nt ⊗Aα[t] Aα[T ]. Hence σ(m) = 0, and so,

HomA/B(M,N) ∼= HomB(M ⊗Aα[t] Aα[T ], N ⊗Aα[t] Aα[T ]),

that is,
A/B ∼= M(Aα[T ]).

Hence Kn(A/B) ∼= Kn(M(Aα[T ])), completing the proof of 2).

Theorem 7.5.4 Let R be the ring of integers in a number field F , Λ any
R-order in semi-simple F -algebra Σ, α an automorphism of Λ. Then

For all n ≥ 0.

(i) NKn(Λ, α) is s-torsion for some positive integer s. Hence the torsion-
free rank of Kn(Λα[t]) is the torsion-free rank of Kn(Λ) and is finite.
If n ≥ 2, then the torsion-free rank of Kn(Λα[t]) is equal to the torsion
free rank of Kn(Σ).

(ii) If G is a finite group of order r, then NKn(RG,α) is r-torsion, where
α is the automorphism of RG induced by that of G.

PROOF (i) By theorem 7.5.2, we can choose an α-invariant R-order Γ
in Σ, which contains Λ and is regular. First note that since every R-order
is a Z-order, there is a non-zero integer s such that Λ ⊆ Γ ⊆ Λ(1/s), where
A(1/s) denote A⊗ Z(1/s) for an Abelian group A. Put q = sΓ, and then we
have a Cartesian square

Λ

��

�� Γ

��
Λ/q �� Γ/q

(I)
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Since α induces automorphisms of all the four rings in the square (I) (cf. [55]),
we have another Cartesian square

Λα[t]

��

�� Γα[t]

��
(Λ/q)α[t] �� (Γ/q)α[t]

(II)

Note that both (Λ/q)α[t] and (Γ/q)α[t] are Z/sZ-algebra, and so, it follows
from (II) that we have a long exact Mayer - Vietoris sequence (cf. [33] or [237])

. . . −→ Kn+1(Γ/q)α[t](1/s) −→ Kn(Λα[t])(1/s)

−→ Kn(Λ/q)α[t](1/s)⊕Kn(Γα[t])(1/s)

−→ Kn(Γ/q)α[t](1/s) −→ Kn−1(Λα[t])(1/s) −→ . . . (III)

Since we also have a long exact Mayer - Vietoris sequence

. . . −→ Kn+1(Γ/q)α[t](1/s) −→ Kn(Λα[t])(1/s)

−→ Kn(Λ/q)α[t](1/s)⊕Kn(Γα[t])(1/s)

−→ Kn(Γ/q)α[t](1/s) −→ Kn−1(Λα[t])(1/s) −→ . . . (IV)

then, by mapping sequence (III) to sequence (IV) and taking kernels, we
obtain another long exact Mayer - Vietoris

. . . −→ NKn+1(Γ/q)α[t](1/s) −→ NKn(Λα[t])(1/s)
−→ NKn(Λ/q)α[t](1/s)⊕NKn(Γα[t])(1/s)
−→ NKn(Γ/q)α[t](1/s) −→ NKn−1(Λα[t])(1/s) −→ . . .

However, by [55], Γα[t] is regular since Γ is. So, NKn(Γ, α) = 0 by theo-
rem 7.5.3 (i) since Kn(Γα[t]) = Gn(Γα[t]) = Gn(Γ) = Kn(Γ). Both Λ/q and
Γ/q are finite, and hence quasi-regular. They are also Z/sZ-algebras, and so,
it follows that (Λ/q)α[t] and (Γ/q)α[t] are also quasi-regular and Z/sZ-algebra.
We now prove that for a finite Z/sZ-algebra A, NKn(A,α) is a s-torsion. S-
ince A is finite, its Jacobson radical J(A) is nilpotent, and by corollary 5.4
of [236], the relative K-groups Kn(A, J(A)) are s-torsion for any n ≥ 0. This
implies that

Kn(A)(1/s) ∼= Kn(A/J(A))(1/s)

from the relative K-theory long exact sequence tensored with Z(1
s ). Similarly,

one gets
Kn(Aα[x])(1/s) ∼= Kn((A/J(A))α[x](1/s).

However, A/J(A) is regular, and so,

Kn(A/J(A))α[x])(1/s) ∼= Kn((A/J(A))(1/s).
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by theorem 7.5.3(i).
Hence, we have

Kn(Aα[x])(1/s) ∼= Kn(A)(1/s).

From the finiteness of A one gets that Kn(A) is finite (see theorem 7.1.12).
Hence both Kn(Aα[x])(1/s) and Kn(A)(1/s) have the same cardinality. From
the exact sequence

0 −→ NKn(A,α) −→ Kn(Aα[x]) → Kn(A) −→ 0

tensored with Z(1
s ), we obtain the exact sequence

0 −→ NKn(A,α)(1/s) −→ Kn(Aα[x])(1/s) −→ Kn(A)(1/s) −→ 0.

Hence NKn(A,α)(1/s) is zero since Kn(Aα[x])(1/s) and Kn(A)(1/s) are iso-
morphic. Hence, both NKn+1(Γ/q, α)(1/s) and NKn(Λ/q, α)(1/s) are zero,
and so, NKn(Λ/q, α) is s-torsion.

Since Kn(Λα[t]) = Kn(Λ) ⊕ NKn(Λ, α) and NK(Λ, α) is torsion, the
torsion-free rank of Kn(Λα[t]) is the torsion-free rank of Kn(Λ). By theorem
7.1.11 the torsion-free rank of Kn(Λ) is finite, and if n ≥ 2, the torsion-free
rank of Kn(Σ) is the torsion-free rank of Kn(Λ) (see [115]).

(ii) is a direct consequence of (i) since if | G |= r, and we take Λ = RG,
then rΓ ⊆ Λ.

Theorem 7.5.5 Let V = G � T be the semi-direct product of a finite group
G of order r with an infinite cyclic group T =< t > with respect to the
automorphism α : G→ G : g → tgt−1. Then,

(i) Kn(RV ) = 0 for all n < −1.

(ii) The inclusion RG → RV induces an epimorphism K−1(RG) →
K−1(RV ). Hence K−1(RV ) is a finitely generated Abelian group.

(iii) For all n ≥ 0, Gn(RV ) is a finitely generated Abelian group.

(iv) NKn(RV ) is r-torsion for all n ≥ 0.

PROOF

(i) By theorem 7.5.2 there exists an α-invariant regular ring Γ in FG that
contains RG. Then, for the integers s =| G |, RG ⊆ Γ ⊆ RG(1/s). Put
q = sΓ. Then we have a Cartesian square

RG

��

�� Γ

��
RG/q �� Γ/q

(VI)
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Since α induces automorphisms of all the four rings in the square (VI),
we have another Cartesian square

RV

��

�� Γα[T ]

��
(RG/q)α[T ] �� (Γ/q)α[T ]

(VII)

(see [55]).

Since lower K-theory has excision property, it follows from [20] that we
have lower K-theory exact sequence

K0(RV ) → K0((RG/q)α[T ])⊕K0(Γα[T ]) → K0((Γ/q)α[T ]) →

(VIII)

→ K−1(RV ) → K−1((RG/q)α[T ])⊕K−1(Γα[T ]) → . . .

However, (Γ/q)α[T ] and (RG/q)α[T ]) are quasi-regular since Γ/q and
RG/q are quasi-regular (see [55]). Also, Γα[T ] is regular since Γ is
regular (see [55]).

Hence

Ki(Γα[T ]) = Ki((RG/q)α[T ]) = Ki((Γ/q)α[T ]) = 0

for all i ≤ −1. Thus Ki(RV ) = 0 for all i < −1, from the exact sequence
(VIII).

(ii) The proof of (ii) is similar to the proof of a similar statement for ZV
in [55], corollary 1.3, and is omitted.

(iii) Is a direct consequence of theorem 7.5.3 (2) since Gn(RG) is finitely
generated for all n ≥ 1 (see theorem 7.1.13).

(iv) By [55] 1.3.2, we have a Cartesian square

RV

��

�� Γα[T ]

��
(RG/q)α[T ] �� (Γ/q)α[T ]

where Γα[T ] is regular and (RG/q)α[T ] are quasi-regular (see [55] 1.1
and 1.41).

Moreover, since r annihilates RG/q and Γ/q it also annihilates (RG/q)α[T ],
(Γ/q)α[T ] since for A = RG/q, or Γ/q, Aα[T ] is a direct limit of free Aα[t]-
module Aα[t]t−n. Hence by [236], corollary 3.3(d), NKn(Aα[T ]) is r-torsion.
(Note that [236], corollary 3.3(d), is valid when p is any integer r.)
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We also have by [33, 237] a long exact Mayer-Vietoris sequence

· · · → NKn+1(Γ/q)α[T ]
(

1
r

)
→ NKn(RV )

(
1
r

)
→ NKn(Γ/q)α[T ]

(
1
r

)

⊕NKn(Γ)α[T ]
(

1
r

)
→ NKn(Γ/q)α[T ]

(
1
r

)
→ . . . (IX)

But NKn(Γα[T ]) = 0 since Γα[T ] is regular. Hence, we have NKn(RV )(1
r ) =

0 from (IX), and also, NKn(RV ) is r-torsion.

(7.5)C Nil-groups for the second type of virtually infinite
cyclic groups

7.5.3 The algebraic structure of the groups in the second class is more
complicated. We recall that a group V in the second class has the for-
m V = G0 ∗H G1 where the groups Gi, i = 0, 1, and H are finite, and
[Gi : H ] = 2. We will show that the nil-groups in this case are torsion, too.
At first we recall the definition of nil-groups in this case.

Let T be the category of triples R = (R;B,C), where B and C are R-
bimodules. A morphism in T is a triple

(φ; f, g) : (R;B,C) −→ (S;D,E)

where φ : R −→ S is a ring homomorphism and both f : B −→ D and
g : C −→ E are R− S-bimodule homomorphisms. There is a functor ρ from
the category T to Rings defined by

ρ(R) = Rρ =
(

TR(C ⊗R B) C ⊗R TR(B ⊗R C)
B ⊗R TR(C ⊗R B) TR(B ⊗R C)

)
where TR(B⊗RC)(resp.TR(C⊗B)) is the tensor algebra of B⊗RC (resp.C⊗R
B) and ρ(R) is the ring with multiplication given as matrix multiplication and
each entry by concatenation. There is a natural augmentation map (cf. [37])

ε : Rρ −→
(
R 0
0 R

)
The nil-group NKn(R) is defined to be the kernel of the map induced by ε
on Kn-groups.

We now formulate the nil-groups of interest. Let V be a group in the second
class of the form V = G0 ∗HG1 where the groups Gi, i = 0, 1 and H are finite,
and [Gi : H ] = 2. Considering Gi −H as the right coset of H in Gi, which
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is different from H , the free Z-module Z[Gi −H ] with basis Gi −H is a ZH-
bimodule that is isomorphic to ZH as a left ZH-module, but the right action is
twisted by an automorphism of ZH induced by an automorphism of H . Then
the nil-groups are defined to be NKn(ZH ; Z[G0 −H ],Z[G1 − H ]) using the
triple (ZG; Z[G0 −H ],Z[G1 −H ]). This inspires us to consider the following
general case. Let R, a ring with identity α : R→ R, be a ring automorphism.
We denote by Rα the R−R-bimodule, which is R as a left R-module but with
right multiplication given by a · r = aα(r). For any automorphism α and β
of R, we consider the triple R = (R;Rα, Rβ). We will prove that ρ(R) is in
fact a twisted polynomial ring, and this is important for later use.

Theorem 7.5.6 Suppose that α and β are automorphisms of R. For the
triple R = (R;Rα, Rβ), let Rρ be the ring ρ(R), and let γ be a ring automor-

phism of
(
R 0
0 R

)
defined by

γ :
(
a 0
0 b

)
→
(
β(b) 0
0 α(a)

)
.

Denote by 1α (resp. 1β) the generator of Rα (resp. Rβ) corresponding to 1.
Then, there is a ring isomorphism

μ : Rρ −→
(
R 0
0 R

)
γ

[x],

defined by mapping an element∑
i≥0

(
ai 0
0 ai

)(
(1β ⊗ 1α)i 0

0 (1α ⊗ 1β)i

)

+
∑
i≥0

(
a′i 0
0 a′i

)(
0 1β ⊗ (1α ⊗ 1β)i

1α ⊗ (1β ⊗ 1α)i 0

)
to an element ∑

i≥0

(
ai 0
0 bi

)
x2i +

∑
i≥0

(
a′i 0
0 b′i

)
x2i+1.

PROOF By definition, each element of Rρ can be written uniquely as

∑
i≥0

(
ai 0
0 ai

)(
(1β ⊗ 1α)i 0

0 (1α ⊗ 1β)i

)

+
∑
i≥0

(
a′i 0
0 a′i

)(
0 1β ⊗ (1α ⊗ 1β)i

1β ⊗ (1β ⊗ 1α)i 0

)
.
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It is easy to see that μ is an isomorphism from the additive group of Rρ to(
R 0
0 R

)
[x]. To complete the proof, we only need to check that μ preserves

any product of two elements such as

ui =
(
ai 0
0 bi

)(
(1β ⊗ 1α)i 0

0 1α ⊗ 1β)i

)
i ≥ 0

and

vi =
(
a′j 0
0 b′j

)(
0 (1β ⊗ (1α ⊗ 1β)j

1α ⊗ (1β ⊗ 1α)j 0

)
j ≥ 0.

We check these case by case. Note that for any a, b ∈ R, 1α ·a = α(a)1α, and
1β · b = β(b) · 1β . Thus,(

(1β ⊗ 1α)i 0
0 1α ⊗ 1β)i

)(
aj 0
0 aj

)

=
(

(βα)i(aj) 0
0 (αβ)ibj

)(
(1β ⊗ 1α)i 0

0 1α ⊗ 1β)i

)
.

Note that the following equations hold in Rρ:

(1β ⊗ 1α)i(1β ⊗ 1α)j = (1β ⊗ 1α)i+j .
(1α ⊗ 1β)i(1α ⊗ 1β)j = (1α ⊗ 1β)i+j .

(1β ⊗ 1α)i(1β ⊗ (1α ⊗ 1β)j) = 1β ⊗ (1α ⊗ 1β)i+j .
(1α ⊗ 1β)i(1α ⊗ (1β ⊗ 1α)j) = 1α ⊗ (1β ⊗ 1α)i+j .

This implies that μ(uiuj) = μ(ui)μ(uj), and μ(uivj) = μ(ui)μ(vj). Similarly,
we have (

0 1β ⊗ (1α ⊗ 1β)i

1α ⊗ (1β ⊗ 1α)i 0

)(
a′j 0
0 b′j

)

=
(

(βα)i(b′j) 0
0 (αβ)iα(a′j)

)(
0 1β ⊗ (1α ⊗ 1β)i

1α ⊗ (1β ⊗ 1α)i 0

)
.

We have also equations in Rρ:

(1β ⊗ (1α ⊗ 1β)i)(1α ⊗ 1β)j = 1β ⊗ (1α ⊗ 1β)i+j .
(1α ⊗ (1β ⊗ 1α)i)(1β ⊗ 1α)j = 1α ⊗ (1β ⊗ 1α)i+j .

(1β ⊗ (1α ⊗ 1β)i)(1α ⊗ (1β ⊗ 1α)j) = 1β ⊗ (1α)i+j+1.

(1α ⊗ (1β ⊗ 1α)i)(1β ⊗ (1α ⊗ 1β)j) = 1α ⊗ (1β)i+j+1.

It follows that μ(vjui) = μ(vj)μ(ui), and μ(vjvi) = μ(vj)μ(vi). Hence μ is an
isomorphism.

From Theorem 3.1 above, we obtain the following important result.
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Theorem 7.5.7 If R is regular, then NKn(R;Rα, Rβ) = 0 for all n ∈ Z. If
R is quasi-regular, then NKn(R;Rα, Rβ) = 0 for all n ≤ 0.

PROOF Since R is regular, then
(
R 0
0 R

)
is regular too. By theorem

7.5.6, Rρ is a twisted polynomial ring over
(
R 0
0 R

)
, and so, it is regu-

lar [57]. By the fundamental theorem of algebraic K-theory, it follows that
NKn(R;Rα, Rβ) = 0 for all n ∈ Z (see 6.3). If R is quasi-regular, then Rρ
is quasi-regular also [55]. By the fundamental theorem of algebraic K-theory
for lower K-theory, NKn(R;Rα, Rβ) = 0 for all n ≤ 0.

Remark 7.5.1 When n ≤ 1, the result above is proved in [36] using isomor-

phism between NKn(R;Rα, Rβ) and Waldhausen’s groups Ñil
W

n−1(R;Rα, Rβ)

and the fact that Ñil
W

n−1(R;Rα, Rβ) vanishes for regular rings R [224]. We
have given here another proof of the vanishing of lower Waldhausen’s groups

Ñil
W

n−1(R;Rα, Rβ) based on the isomorphism of NKn(R;Rα, Rβ) and

Ñil
W

n−1(R;Rα, Rβ) for n ≤ 1.

7.5.4 Now, we specialize to the case that R = ZH , the groupring of a
finite group H of order h. Let α and β be automorphisms of R induced by
automorphisms of H . Choose a hereditary order Γ as in Theorem 1.6. Then
we can define triples in T .

R = (R;Rα, Rβ).
Γ = (Γ; Γα,Γβ).

R/hΓ = (R/hΓ; (R/hΓ)α(R/hΓ)β).
Γ/hΓ = (Γ/hΓ; (Γ/hΓ)α(Γ/hΓ)β).

The triples determine twisted polynomials rings

Rρ corresponding to R,
Γρ corresponding to Γ,

(R/hΓ)ρ corresponding to R/hΓ,
(Γ/hΓ)ρ corresponding to Γ/hΓ.

(1)

Hence there is a Cartesian square

RG

��

�� Γ

��
RG/q �� Γ/q

(2)



202 A.O. Kuku

which implies that the square(
R 0
0 R

)
−→

(
Γ 0
0 Γ

)
⏐⏐8 ⏐⏐8(

R/hΓ 0
0 R/hΓ

)
−→

(
Γ/hΓ 0

0 Γ/hΓ

) (3)

is a Cartesian square. By theorem 7.5.6, we have the following Cartesian
square

Rρ

��

�� Γρ

��
(R/hΓ)ρ �� (Γ/hΓ)ρ

(4)

Theorem 7.5.8 Let V be a virtually infinite cyclic group in the second class
having the form V = G0 ∗HG1 where the group Gi, i = 0, 1, and H are finite,
and [Gi : H ] = 2. Then the nil-groups

NKn(ZH ; Z[G0 −H ],Z[G1 −H ])

defined by the triple ZH ; Z[G0 −H ], Z[G1 −H ] are | H |-torsion when n ≥ 0
and 0 when n ≤ −1.

PROOF The proof is similar to that of theorem 7.5.4(i) using the Carte-
sian squares (2) and (3) above instead of (I) and (II) used in proof of theo-
rem 7.5.4(i). Details are left to the reader.

7.6 Higher K-theory of modules over ‘EI’ categories

7.6.1 In this section, we study higher K- and G-theory of modules over ‘EI’
categories. Modules over ‘EI’ categories constitute natural generalizations for
the notion of modules over grouprings, and K-theory of such categories are
known to house topological and geometric invariants and are replete with ap-
plications in the theory of transformation groups (see [137]). For example,
if G is a finite group, and or(G) the orbit category of G (an ‘EI’ catego-
ry; see 7.6.2 below), X a G-CW-complex with round structure (see [137]),
then the equivariant Riedemester torsion takes values in Wh(Qor(G)) where
(Wh(Qor(G)) is the quotient of K1(Qor(G)) by subgroups of “trivial units”
(see [137]). We shall obtain several finiteness results, which are extensions
of results earlier obtained for K-theory of grouprings of finite groups. For
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example, if C is a finite ‘EI’ category, and R the ring of integers in a number
field F , we show that Kn(RC), Gn(RC) are finitely generated Abelian groups,
SKn(RC) are finite groups for all n ≥ 0, and SGn(RC) = 0 for all n ≥ 1.

(7.6)A Generalities on modules over ‘EI’ categories C

Definition 7.6.1 An ‘EI’ category C is a small category in which every en-
domorphism is an isomorphism. C is said to be finite if the set Is(C) of
isomorphism classes of C-objects is finite and for any two C-objects X,Y , the
set C(X,Y ) of C-morphism from X to Y is finite.

Examples 7.6.1 (i) Let G be a finite group. Let obC = {G/H |H ≤ G}
and morphisms be G-maps. Then C is a finite EI category called
the orbit category of G and denoted or(G). Here C(G/H,G/H) �
Aut(G/H) ≈ NG(H)/H where NG(H) is the normalizer of H in G
(see [137]). We shall denote the group NG(H)/H by NG(H).

(ii) Suppose that G is a Lie group, obC = {G/H |H compact subgroup of
G} is also called the orbit category of G and denoted orb(G). Here,
morphisms are also G-maps.

(iii) Let G be a Lie group. Let obC = {G/H |H compact subgroup of G},
and for G/H,G/H ′ ∈ obC, let C(G/H,G/H ′) be the set of homotopy
classes of G-maps. Then, C is an EI category called the discrete orbit
category of G and denoted by or/(G).

(iv) Let G be a discrete group, orFin(G) a category whose objects consist of
all G/H , where H runs through finite subgroups of G. Morphisms are
G-maps. The orFin(G) is an EI category.

Note. For further examples of EI categories, see [137].

Definition 7.6.2 Let R be a commutative ring with identity, C an EI cate-
gory. An RC-module is a contravariant functor C → R-Mod.

Note that for any EI category C, the RC-modules form an Abelian category
RC-Mod, i.e., (i) RC-Mod has a zero object, and has finite products and
coproducts. (ii) Each morphism has a kernel and a cokernel, and (iii) each
monomorphism is a kernel and each epimorphism is a cokernel.

Examples 7.6.2 (i) Let G be a discrete group, and Ǧ the groupoid with
one object, (i.e., G) and left translation �g : G → G : h → gh as
morphisms. A left RG-module M is an R-module M together with a
group homomorphism α : G → AutR(M) : g → �g : M → M where
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�g(m) = gm. Hence, a left RG-module M uniquely determines an RǦ-
module and vice-versa, i.e., RG-Mod = RǦ-Mod.

(ii) If S is a set and R(S) the free R-module generated by S, we have an
RC-module RC(?, x) : C → R-Mod, y → RHom(y, x) for any x ∈ obC.

(iii) If G is a finite group and S a G-set, we have an ROr(G)-module orG→
R-Mod: G/H → R(SH) = Rmap(G/H,S)G.

Definition 7.6.3 Let C be an EI category. If we think of obC as an index
set, then an obC-set A is a collection {Ac|c ∈ C} of sets indexed by C. We
could also think of obC as a category having obC as a set of objects and only
the identity as morphisms, in which case we can interpret an obC-set as a
functor obC → sets and a map between obC-sets as a natural transformation.
Alternatively an obC-set could be visualized as a pair (L, β) – L a set and
β : L→ obC a set map. Then L = {β−1(c)|c ∈ obC}.

Note that any RC-module M has an underlying obC-set also denoted by M .

Definition 7.6.4 An RC-module M is free with obC-set B ∈ M as a base if
for any RC-module N , and any map f : B → N of obC-sets, there is exactly
one RC-homomorphism F : M → N extending f .

An obC-set (N, β) is said to be finite if N is a finite set. If S is an (N, β)-
subset of an RC-module M , define spanS as the smallest RC-submodule of M
containing S. Say that M is finitely generated if M = spanS for some finite
obC-subset S of M .

If R is a Noetherian ring and C a finite EI category, let M(RC) be the
category of finitely generated RC-modules. Then M(RC) is an exact category
in the sense of Quillen.

An RC-module P is said to be projective if any exact sequence of RC-
modules 0 → M ′ → M → P → 0 splits, or equivalently if HomRC(P,−) is
exact, or P is a direct summand of a free RC-module.

Let P(RC) be the category of finitely generated projective RC-modules.
Then P(RC) is also exact. We write Kn(RC) for Kn(P(RC)).

Finally, let R be a commutative ring with identity, C an EI category,
PR(RC) the category of finitely generated RC-modules such that for each
X ∈ obC,M(X) is projective as R-module. Then PR(RC) is an exact cate-
gory and we write Gn(R, C) for Kn(PR(RC)). Note that if R is regular, then
Gn(R, C) ∼= Gn(RC).

7.6.2 Let C1, C2 be EI categories, R a commutative ring with identity, B a
functor C1 → C2. Let RC2(??, B(?)) be the RC1 − RC2-bimodule: C1 × C2 →
R-Mod given by (X1, X2) → RC2(X2, BX1). Define RC2 − RC1 bimodule
analogously. Now define induction functor indB : RC1-Mod → RC2-Mod
given by M →M ⊗

RC1
RC2(??, B(?)).
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Also define a restriction functor resB : RC2-Mod → RC1-Mod by N →
N ◦B.

7.6.3 A homomorphismR1 → R2 of commutative rings with identity induces
a functor B : R1-Mod → R2-Mod : N → R2 ⊗

R1

N . So, if C is an EI-category,

we have an induced functor R1C-Mod → R2C-Mod : M → B ◦M where
(B ·M)(X) = B(M(X)).

We also have an induced exact functor P(R1C) → P(R2C) : M → B ◦M
and hence a homomorphism Kn(R1C) → Kn(R2C).

Now, suppose that R is a Dedekind domain with quotient fields F , and R ↪→
F the inclusion map; it follows from above that we have group homomorphisms
Kn(RC) → Kn(FC) and Gn(RC) → Gn(FC).

Now, define SKn(RC) := Kernel of Kn(RC) → Kn(FC) and SGn(RC) :=
Kernel of Gn(RC) → Gn(FC).

(7.6)B Kn(RC), SKn(RC)

The following splitting theorem for Kn(RC), where R is a commutative ring
with identity and C any EI category, is due to W. Lück (see [137]).

Theorem 7.6.1 Let R be a commutative ring with identity, C any EI cate-
gory. Then

Kn(RC) ∼=
⊕

X∈Is(C)
Kn(R(Aut(X))).

PROOF We give a sketch of the proof of this theorem. Details can be
found in [137].

Step I: For X ∈ obC, define the “splitting functor” SX : RC-Mod →
R(Aut(X))-Mod by SX(M) = M(X)/M ′(X) where M ′(X) is the R-
submodule of M(X) generated by the images of the R-homomorphisms
M(f) : M(Y ) →M(X) induced by all non-isomorphisms f : X → Y .

Step II: Define the ‘extension functor’ EX : R(Aut(X))-Mod → RC-Mod
by

(EX(M) = M
⊗

RAut(X)

RC(?, X).
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Step III: For U ∈ Is(C), the objects X ∈ U constitute a full subcategory of
C, which we denote by C(U). Now define

splitKn(RC) :=
⊕

U∈Is(C)
Kn(RC(U)).

Step IV: For each U ∈ obC, define the functor ÊU : RC(U)-Mod → RC-
Mod by

ÊU (M) = M
⊗
RC(U)

RC(?, ??)

This induces a functor P(RC(U)) → P(RC) and a homomorphism
Kn(ÊU ) : Kn(RC(U)) → Kn(RC) and hence a homomorphism

En(RC) = ⊕Kn(ÊU ) : ⊕ Kn
U∈IsC

(RC(U)) → Kn(RC),

that is, a homomorphism

En(RC) : splitKn(RC) → Kn(RC).

Step V: For any U ∈ ob(C), define a functor ŜU : RC-Mod → RC(U)-
Mod by ŜU (M) = M ⊗

RC
B for the RC − RC(U) bimodule B given by

B(X,Y ) = RC(X,Y ) if Y ∈ U and B(X,Y ) = {0} if Y 	∈ U , where X
runs through obC(U), and Y ∈ ob(C). Then each ŜU induces a homomor-
phism Kn(ŜU ) : Kn(RC) → Kn(RC(U)) and hence a homomorphism

Sn(RC) : Kn(RC) →
⊕

U∈Is(C)
Kn(RC(U))

i.e.,
Sn(RC) : Kn(RC) → splitKn(RC).

Step VI:
En(RC) : Kn(RC) →

⊕
U∈Is(C)

KnRC(U)

and
Sn(RC) :

⊕
U∈Is(C)

Kn(RC(U)) → Kn(RC)

are isomorphisms, one the inverse of the other.

Step VII:
Kn(RC(U)) � Kn(R(Aut(X)))

(for anyX ∈ U , via the equivalence of categoriesAut(X)′ → C(U) where
for any group G, Ǧ is the groupoid with one object G, and morphisms
left translations 1 : G ↪→ G : h ↪→ gh.
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The next result follows from theorem 7.1.11.

Theorem 7.6.2 Let C be a finite EI category, R the ring of integers in a
number field F . Then for any C-object X,Kn(R(AutX)) is a finitely generated
Abelian group for all n ≥ 1, and SKn(R(Aut(X)) is a finite group.

The next result follows from theorem 7.6.1 and theorem 7.6.2.

Corollary 7.6.1 Let R be the ring of integers in a number field F , C any
finite EI category. Then for all n ≥ 1,

(i) Kn(RC) is a finitely generated Abelian group.

(ii) SKn(RC) is a finite group.

Remarks 7.6.1 Let G be a finite group and C = or(G) the orbit category of
G.

It is well known that there is one-one correspondence between Is(C) and
the conjugacy classes con(G) of G, i.e., G/H � G/H ′, if H is conjugate to H ′.
It is also well known that C(G/H,G/H) = Aut(G/H) = NG(H)/H := NGH
where NGH is the normalizer of H in G.

So, for any commutative ring R with identity,
Kn(Ror(G)) = ⊕

H∈con(G)
KnRNG(H).

(7.6)C Gn(RC), SGn(RC)

The following splitting result for Gn(RC) is due to W. Lück see [137].

Theorem 7.6.3 Let R be a commutative Noetherian ring with identity, C
any finite EI category. Then for all n ≥ 1,

Gn(RC) ∼=
⊕

X∈Is(C)
Gn(R(Aut(X))).

PROOF We sketch the proof of 7.6.3 and refer the reader to [137] for
missing details.

Step I: For each X ∈ obC, define ResX : RC-Mod → (RAut(X))-Mod
ResX(M) = M(X). Then an RC-module M is finitely generated iff
ResX(M) is finitely generated for all X in obC (see [137]).
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Moreover, ResX induces an exact functor M(RC) → M(R(Aut(X))),
which also induces for all n ≥ 0 homomorphisms Gn(RC) →
Gn(R(Aut(X))) and hence homomorphism Res : Gn(RC) →
⊕

X∈Is(C)
Gn(R(Aut(X))). We write splitGn(RC) for ⊕

X∈IsC
Gn(R(Aut(X))).

Step II: For X ∈ obC, define a functor IX : R(Aut(X)) → RC by

IX(M) =

{
M ⊗

RAut(X)
RC(Y,X) if Y = X

0 if Y 	= X

Then we have an induced homomorphism

I : splitGn(RC) =
⊕
X∈IsC

Gn(R(Aut(X))) → Gn(RC).

Step III: Res and I are isomorphisms inverse to each other.

The following result follows from theorem 7.1.13 and theorem 7.1.15.

Theorem 7.6.4 Let R be the ring of integers in a number field F, C a finite
EI category. Then, for any X ∈ obC, and all n ≥ 1 Gn(R(Aut(X))) is a
finitely generated Abelian group, and SGn(R(Aut(X))) = 0.

The following result is a consequence of theorem 7.6.3 and theorem 7.6.4.

Corollary 7.6.2 Let R be the ring of integers in a number field F, C a finite
EI-category. Then for all n ≥ 1,

(i) Gn(RC) is a finitely generated Abelian group.

(ii) SGn(RC) = 0.

(7.6)D Cartan map Kn(RC) → Gn(RC)

7.6.4 In this subsection we briefly discuss Cartan maps and some conse-
quences. Recall that if R is a commutative ring with identity and C an EI
category, then for all n ≥ 0, the inclusion functor P(RC) →M(RC) induces
a homomorphism called the Cartan map.

First, we observe that if R is regular and C a finite EI category, then
Kn(RC) � Gn(RC).
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We record here the following result whose proof depends on ideas from
equivariant K-theory (see theorem 10.4.1).

Theorem 7.6.5 Let k be a field of characteristic p, C a finite EI category.
Then for all n ≥ 0, the Cartan homomorphism Kn(kC) → Gn(kC) induce
isomorphism

Z

(
1
p

)
⊗Kn(kC) ∼= Z

(
1
p

)
⊗Gn(kC).

The next result is a consequence of theorem 10.4.2. (Also see corollary 10.4.2.)

Corollary 7.6.3 Let R be the ring of integers in a number field F , m a prime
ideal of R lying over a rational prime p. Then for all n ≥ 1,

(a) the Cartan map Kn((R/m)C) → Gn((R/m)C) is surjective.

(b) K2n(R/m)C) is a finite p-group.

(7.6)E Pairings and module structures

7.6.5 Let E , E1, E2 be three exact categories, and E1×E2 the product category.
An exact pairing E1 × E2 → E : (M1,M2) → M1 ◦M2 is a covariant functor
from E1 × E2 to E such that E1 × E2((M1,M2), (M ′1,M

′
2)) = E1(M1,M

′
1) ×

E2(M2,M
′
2) → E(M1 ◦M2,M

′
1 ◦ M ′2) is a bi-additive and bi-exact, that is,

for a fixed M2, the functor E1 → E given by M1 → M1 ◦M2 is additive and
exact, and for fixed M1, the functor E2 → E : M2 →M1 ◦M2 is additive and
exact. It follows from [224] that such a pairing gives rise to a K-theoretic
cup product Ki(Ej)×Kj(E2) → Ki+j(E), and in particular to natural pairing
K0(E1) ◦Kn(E2) → Kn(E), which could be defined as follows:

Any object M1 ∈ E induced an exact functor M1 : E2 → E : M2 →M1 ◦M2

and hence a map Kn(M1) : Kn(E2) → Kn(E). If M ′1 →M1 →M ′′1 is an exact
sequence in E1, then we have an exact sequence of exact functorsM ′1 →M∗1 →
M ′′∗1 from E2 to E such that, for each objectM2 ∈ E2, the sequenceM ′1(M2) →
M∗1 (M2) → M ′′∗1 (M2) is exact in E , and hence, by a result of Quillen (see
6.1.1), induces the relation Kn(M ′∗1 ) + Kn(M ′′∗1 ) = Kn(M∗1 ). So, the map
M1 → Kn(M1) ∈ Hom(Kn(E2),Kn(E)) induces a homomorphism K0(E1) →
Hom(Kn(E),Kn(E)) and hence a pairing K0(E1) × Kn(E) → Kn(E). We
could obtain a similar pairing Kn(E1)×K0(E2) → Kn(E).

If E1 = E2 = E and the pairing E × E is naturally associative (and
commutative), then the associated pairing K0(E) × K0(E) → K0(E) turn-
s K0(E) into an associative (and commutative ring, which may not contain
the identity). Suppose that there is a pairing E ◦ E1 → E1 that is natu-
rally associative with respect to the pairing E ◦ E → E , then the pairing
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K0(E) × Kn(E1) → Kn(E1) turns Kn(E1) into a K0(E)-module that may or
may not be unitary. However, if E contains a natural unit, i.e., an object E
such that E ◦M = M ◦ E are naturally isomorphic to M for each E-object
M , then the pairing K0(E) ×Kn(C1) → Kn(E1) turns Kn(E1) into a unitary
K0(E)-module.

7.6.6 We now apply the above to the following situation. Let R be a com-
mutative ring with identity, C a finite EI category.

Let E = PR(RC) be the category of finitely generated RC-modules such
that for all, X ∈ ob(C). M(X) is projective as an R-module. So, PR(RC) is
an exact category on which we have a pairing

⊗ : PR(RC)× PR(RC) → PR(RC). (I)

If we take E1 = P(RC), then the pairing

⊗ : PR(RC)× PR(RC) → P(RC) (II)

is naturally associative with respect to the pairing (I), and so, Kn(RC) is
a unitary (K0(PR(RC)) = G0(R, C)-module. Also, Gn(R, C) is a G0(R, C)-
module.

7.6.7 Let C be a finite EI category and Z(Is(C)) the free Abelian group
on Is(C). Note that Z(Is(C)) = ⊕

Is(C)
Z. If Z(Is(C)) is the ring of Z-valued

functions on IsC, we can identify each element of Z(Is(C)) as a function
Is(C) → Z via an injective map β : Z(Is(C)) → ZIs(C)) given by β(X)(Y ) =
|C(Y,X)| for X,Y ∈ obC. Moreover, β identifies Z(Is(C)) as a subring of
Z(Is(C)). Call Z(Is(C)) the Burnside ring of C and denote this ring by Ω(C).
Note that if C = orb(G), G a finite group, then Z(Is(C)) is the well-known
Burnside ring of π, which is denoted by Ω(G).

7.6.8 If R is a commutative ring with identity and C a finite EI category,
let F(RC) be the category of finitely generated free RC-modules. Then, for
all n ≥ 1, the inclusion functor F(RC) → P(RC) induces an isomorphism
Kn(F(RC)) � Kn(RC) and K0(F(RC)) � Z(IsC) (see [137] 10.42). Now, by
the discussion in 4.1, the pairing K0(F(RC)) × Kn(P(RC)) → Kn(P(RC))
makes Kn(RC) a unitary module over the Burnside ring Z(is(C)) �
K0(F(RC)).

7.7 Higher K-theory of P(A)G; A maximal orders in
division algebras; G finite group

The initial motivation for the work reported in this section was the author’s
desire to obtain a non-commutative analogue of a fundamental result of R.G.
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Swan in the sense we now describe.
If B is a (not necessarily commutative) regular ring, G a finite group,

let K0(G,P(B)) be the Grothendieck group of the category [G,P(B)] of
G-representations in the category P(B) of finitely generated projective B-
modules (see 1.1). In [209], Swan proved that if R is a semi-local Dedekind
domain with quotient field F , then the canonical map K0(G,P(R)) δ→ K0(G,
P(F )) is an isomorphism. The question arises whether this theorem holds
if R is non-commutative. Since the map is always surjective, whether R is
commutative or not, the question reduces to asking whether δ is injective if
R is a non-commutative semi-local Dedekind domain. We show in theorem
7.7.6 that δ is not always injective via a counterexample of the canonical map
K0(G,P(A)) δ→ K0(G,P(D)) where A is a maximal order in a central divi-
sion algebra D over a p-adic field F , and in (2.7) prove that if G is a finite
p-group, then the kernel of δ in this example is a finite cyclic p-group.

Now, since [G,P(B)] is an exact category, and Kn(G,P(B)) ∼= Gn(BG)
(see lemma 7.7.4), the K-theory of the category [G,P(B)] reduces to the K-
theory of the groupring BG. First we obtain as much result as we can in the
local situation AG where A is a maximal order in a central p-adic division
algebra D and then in the global situation of A being a maximal order in a
central division algebra over an algebraic number field.

The results of this section are due to A. Kuku (see [110]).

(7.7)A A transfer map in higher K-theory and non-
commutative analogue of a result of R.G. Swan

7.7.1 Let C be a category, G any group (not necessarily finite). A G-object
in C, or equivalently, a G-representation in C is a pair (X,α), where X is
a C-object and α : G → AutC(X) is a group homomorphism from G to the
group AutC(X) of C-automorphisms of X . The G-objects form a category
that can be identified with the category [G,C] of functors from G (considered
as a category with one object, with morphism elements of G to C). Note that
[G, C] was denoted by CG or [G/G, C] in 1.1.

Now, let C be an exact category, then [G, C] or equivalently CG or [G/G, C]
is also an exact category (see 10.1.1). If X,Y are pointed spaces, let [X,Y ]
be the set of free homotopy classes of free maps from X to Y . In [191], C.
Sherman constructs, for all n ≥ 0, homomorphisms

Kn(G,C) → [BG,Ωn+1BQC] (I)

where for any category D, BD is the classifying space of D (see 5.2), and
Ωn+1BQC is the (n + 1)th loop space of BQC. Now, put G = π1(X)
the fundamental group of X , where X is a connected pointed CW-complex.
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Then there exists a canonical pointed homotopy class of maps φ : X →
Bπ1X corresponding to the identity map of π1X under the isomorphism

[X,Bπ1X ] ∼→Hom(π1X,π1X). Composition with φ defines a homomorphism

[Bπ1X,Ωn+1BQC] → [X,Ωn+1BQC]. (II)

By composing (II) with (I), we obtain a homomorphism

Kn(π1(−), C) → [−,Ωn+1BQC], (III)

which represents a natural transformation of bifunctors Kn(π1( ), C) →
[−,Ωn+1BQC] from the pointed homotopy category of connected CW-
complexes and the category of small categories to the category of group-
s. For n = 0, the map (III) is universal for all natural transformations
K0(π1(−), C) → [−, H ] whereH is a connectedH-space (see [191]) and agrees
with Quillen’s construction in [59], section 1, where C = P(A) is the category
of finitely generated projective modules over the ring A. Now, if C, C′ are
two exact categories and F : C → C′ an exact functor, it follows from the
universal properties of the construction that we have a commutative diagram

K0(π1(X), C)

��

�� K0(π1(X), C′)

��
[X,BQC] �� [X,BQC′],

(IV)

and if we put X = Sn (the nth sphere), then the bottom row of (IV) yields a
map Kn(C) → Kn(C′).

7.7.2 We now apply 7.7.1 to the following setup. Let F be a p-adic field (i.e.,
F is any finite extension of Q̂p, the completion of the field Q of rational num-
bers at a rational prime p), R the ring of integers of F (i.e., R is the integral
closure of Ẑp in F ), A a maximal R-order in a central division F -algebra D,
and m the unique maximal ideal of A (such that F ⊗m = D). Observe that
the restriction of scalars defines an exact functor P(A/m) → M(A), which

induces homomorphisms Kn(A/m)]
βn→Gn(A). Now, the inclusion functor

P(A) → M(A) induces a homomorphism Kn(A) σn→Gn(A) (called the Car-
tan homomorphism), which is an isomorphism since A is regular. Composing
βn with σ−1

n , we obtain the transfer map Kn(A/m) → Kn(A).
Also the exact functor P(A/m) →M(A) described above induces an exact

functor [G,P(A/m)] → [G,M(A)] for any group G, and hence a homomor-

phismKn(G,P(A/m))
βn→Kn(G,M(A)) for all n ≥ 0. Moreover, the inclusion

functor P(A) →M(A) induces an exact functor [G,P(A)] → [G,M(A)] and
hence a homomorphism Kn(G,P(A) σ̂n→Kn(G,M(A)), which can be shown to
be an isomorphism when n = 0, by slightly modifying Gersten’s proof of a sim-
ilar result for A, a Dedekind ring R (see [59], theorem 3.1(c)). (The same proof
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works by putting A/m for R/p where m is the unique prime = maximal ideal
of A lying above p, and in this case, only one prime is involved, so it is easier.)
Composing σ̂−1

n with β0 yields the map K0(G,P(A/m)) → K0(G,P(A)). If
we now put G = π1(X), where X is a finite connected CW-complex, it follows
from 7.7.1 (III) and (IV) that we have a commutative diagram

K0(π1(X),P(A/m))
β̂0−→ K0(π1(X),M(A))

σ̂−1
0−→ K0(π1(X),P(A))⏐⏐8 ⏐⏐8 ⏐⏐8

[X,BQP(A/m)] δn−→ [X,BQM(A)] −→ [X,BQP(A)]

where the vertical arrows on the left and right are universal maps of Quillen
(see [191]), and the bottom row yields the transfer map described above when
X = Sn. We shall need the above in 7.7.4.

7.7.3 Now, let R be a Dedekind domain with quotient field F , A a maximal
R-order in a central division algebra over F , and G a finite group. Then the
groupring AG is an R-order in the semi-simple F -algebra DG. Note that D is
a separable F -algebra, and since FG is also a separable F -algebra if and only
if the characteristic of F does not divide the order |G| of G, DG = D⊗F FG
would be separable if Char F � |G|. In particular, DG is separable if F is a
p-adic field or an algebraic number field (i.e., any finite extension of the field
Q of rational numbers). If B = R or A, Λ a B-algebra finitely generated and
projective as a B-module, we shall write PB(Λ) for the category of finitely
generated Λ-modules that are B-projective and write PB(G) for PB(BG).
Note that [G,P(B)] ∼= PB(G).

Lemma 7.7.1 In the notation of 7.7.3,

(i) PA(G) = PR(AG).

(ii) The inclusion PA(G) →M(AG) induces an isomorphism Kn(PA(G)) ∼=
Gn(AG) for all n ≥ 0.

(iii) If R/p is finite for every prime ideal p of R, and mp is the unique
maximal ideal of A such that mp ⊇ pA, then there exist isomorphisms
Gn(AG/pAG) ∼= Gn(AG/mpAG) ∼= Gn(AG/rad(AG)) for all n ≥ 0.

PROOF

(i) If M ∈ PA(G), then M ∈ M(AG) and M ∈ P(A). But A is an R-
order in a separable F -algebra D, and so, A is an R-lattice, i.e., A is
R-projective. So, M ∈ P(R).
Conversely, suppose that M ∈ PR(AG). Then, M ∈ M(AG) and M ∈
P(R). But M ∈ M(AG) implies that M ∈ M(A) and AG ∈ M(A).
So, M ∈ M(A) and M ∈ P(R) imply that M ∈ P(A) (see [213], p.93,
theorem 5.12).
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(ii) Let M ∈ M(AG). Then, since AG is Noetherian, there exists a resolu-
tion 0 → Dn → Pn−1 → · · · → P0 → M → 0 where each Pi ∈ P(AG),
and Dn ∈ M(AG). Now, M ∈ M(AG) implies that M ∈ M(A), and
since A is regular, each Pi ∈ P(A) and Dn ∈ P(A) also. So, each
Pi ∈ PA(G), and so is Dn. Hence, by the resolution theorem of Quillen
(see (6.1)A), Kn(PA(G)) ∼= Gn(AG). That Kn(G,P(A)) ∼= Gn(AG)
follows from the fact that [G,P(A)] ∼= PA(G).

(iii) Note that pAG ⊆ mpAG ⊂ rad(AG), and so, AG/pAG, AG/mpAG
are finite Artinian rings since they are both finite-dimensional algebras
over the finite field R/p. Hence Gn(AG/pAG) ∼= Gn(((AG)/pAG)/
rad(AG/pAG)) ∼= Gn(AG/rad(AG)). Similarly, Gn(AG/mpAG) ∼=
(AG/radAG).

Remark 7.7.1 (i) Let R be a Dedekind ring with quotient field F such
that R/p is finite for all prime ideals p of R. Suppose that A is a max-
imal R-order in a central division algebra D over F , then Quillen’s lo-
calization sequence connecting Gn(AG) and Gn(DG), Kn(G,P(A)) and
Kn(G,P(D)), plus the usual Devissage argument, yields the following
commutative diagram where the vertical arrows are isomorphisms:

· · · → ⊕
p
Kn(G,P(A/mp)) → Kn(G,P(A)) → Kn(G,P(D)) → . . .

θ

⏐⏐8� ⏐⏐8� ⏐⏐8�
· · · → ⊕

p
Gn(AG/pAG) → Gn(AG) → Gn(DG) → . . .

Note that the isomorphism θ follows from lemma 7.7.1(iii) since
Kn(G,P(A/m)) ∼= Gn(AG/mpAG) ∼= Gn(AG/pAG). Note also
that the canonical map G0(AG) → G0(DG) is always surjective
(see [174, 213]).

(ii) Our next aim is to show that a non-commutative analogue of Swan’s
theorem is not true in general for grouprings whose coefficient rings
are non-commutative local Dedekind rings, via the counterexample of
AG, where G is a finite group and A a maximal order in a central
division algebra over a p-adic field F . Since by 7.7.3 and lemma 7.7.1
Kn(G,P(A)) ∼= Gn(AG), we then try to determine as much of the K-
theory of AG as possible.

Theorem 7.7.1 Let R be the ring of integers in a p-adic field F , A a maximal
R-order in a central division algebra D over F , and G any finite group. Then
the canonical map K0(G,P(D))

η0−→ K0(G,P(D)) is not always injective.
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PROOF Suppose that η0 was injective for all finite groups G, then the
transfer map K0(G,P(A/m)) δ→ K0(G,P(A)) would be zero where m =
rad A and A/m is a finite field, and by an argument due to Gersten (see [59],
p.224 or p.242, or [191]) one can show that K0(G,P (A/m)) → K0(G,P(A))
is zero for all groups G. This is because there exists a commutative diagram

K0(G′,P(A/m))

��

�� K0(G′,P(A))

��
K0(G,P(A/m)) �� K0(G,P(A))

(I)

where G′ is a finite group since any representation φ : G → AutA/m(V ) in
PA/m(G) factors through a finite quotient G′ of G, and so, from the commu-
tative diagram (I), the transfer map K0(G,P (A/m)) → K0(G,P (A)) would
be zero for all groups G. Now, by the universal property of Quillen K-theory
discussed in 7.7.1 and 7.7.2, we have, for any finite connected CW-complex
X , a commutative diagram

K0(π1(X),P(A/m))

��

�� K0(π1(X),P(A))

��
[X,BQP(A/m)] �� [X,BQP(A)]

(II)

and hence a map Kn(A/m) → Kn(A), which would be zero for all n ≥ 1
by the universality of the construction, i.e., Kn(A) → Kn(D) is injective
for all n ≥ 1, contradicting lemma 7.1.3 which says that for all n ≥ 1,
K2n−1(A) → K2n−1(D) is injective if and only ifD = F . Hence, the canonical
map K0(G,P (A)) → K0(G,P (D)) is not always injective.

(7.7)B Higher K-theory of P(A)G, A a maximal order in a
p-adic division algebra

Remark 7.7.2 Theorem 7.7.1 says that there are finite groups G for which
η0 is not injective. We shall exhibit one such class of groups in theorem 7.7.4
below. Meanwhile, we try to obtain more information on the K-theory of AG
in this local situation.

7.7.4 Since AG is anR-order in the p-adic semi-simple algebraDG, it follows
from theorem 7.1.13(iv) that for all n ≥ 1, SG2n(AG) = 0, and SG2n−1(AG)
is a finite group of order relatively prime to p. So, we regard SGn(Aπ) as
known for n ≥ 1. Before considering the case n = 0, we first exploit the
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above information to obtain information on SKn(AG). Note that we have
the following commutative diagram

· · · → Kn+1(AG)
δn+1−→ Kn+1(DG)

γn+1−→ Kn(HS(AG))
ρn−→ SKn(AG) → 0⏐⏐8 ⏐⏐8� ⏐⏐8βn

⏐⏐8αn

· · · → Gn+1(AG)
δ̄n+1−→ Gn+1(DG)

γ̄n+1−→ Gn((A/m)G)
ρ̄n−→ SGn(AG) → 0

(III)
from which we obtain the following commutative diagram where the rows are
short exact sequences:

0 → Coker(δn+1
γn+1−→ Kn(HS(AG)

ρn−→ SKn(AG) → 0⏐⏐8 ⏐⏐8βr

⏐⏐8αr

0 → Coker (δ̄n+1)
γ̄n+1−→ Gn((A/m)G)

ρ̄n−→ SGn(AG) → 0.

(IV)

Theorem 7.7.2 In the notation of 7.7.4 we have:

(i) (a) The Cartan homomorphisms Kn((A/m)G)
μn−→ Gn((A/m)G) are

surjective for all n ≥ 1. Coker μn maps onto Coker βn for all
n ≥ 0. Hence Coker βn = 0 for all n ≥ 1, and Coker β0 is a finite
p-group.

(b) For all n ≥ 1, the Cartan homomorphism Kn(AG) → Gn(AG)
induces a surjection SKn(AG) → SGn(AG). For n = 0, the Car-
tan homomorphism K0(AG)

χ0−→ G0(AG) induces a homomorphis-
m α0 : SK0(AG) → SG0(AG) whose cokernel is a finite p-group.

(ii) SK2n(AG) = Ker(K2n(AG)
χ2n−→ G2n(AG)).

PROOF

(i) First note that A/m is a finite field of characteristic p since A is a lo-
cal ring, and A/m is a finite-dimensional skewfield over the finite field
Z/p of order p (Wedderburn theorem!). So, by theorem 10.4.1, for each
n ≥ 0 the Cartan homomorphism Kn((A/m)G)

μn−→ Gn((A/m)G) in-
duces an isomorphism Z(1/p)⊗Kn((A/m)G) ∼= Z(1/p)⊗Gn((A/m)G),
i.e., the μn is an isomorphism mod p-torsion ∀ n ≥ 0. Hence the cok-
ernel of μn are finite p-groups, for all n ≥ 1, since Gn((A/m)G) is
finite for all n ≥ 1 (see theorem 7.1.12), (A/m)G being a finite ring.
However, by theorem 7.1.12, G2n((A/m)G) = G2n(AG/rad AG) = 0,
and G2n−1((A/m)G) is finite of order relatively prime to p. So, Coker
μ2n = 0, and Coker μ2n−1 is also zero since |Coker μ2n−1| is a power of p
and divides |G2n−1((A/m)G)|, which is ≡ 1 mod p, and this is possible
if and only if Coker μ2n−1 = 0.
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That Coker μn maps onto Coker βn, n ≥ 0 would follow once we show
that P((A/m)G) ⊆ HS(AG) (see [20], p.533] for a similar argument for
n = 0). This we now set out to do. Let P ∈ P(AG/mAG). Then
P ∈ MS(AG). Now, for any P ∈ P(AG/mAG), there exists Q such
that P ⊕ Q ∼= (AG/mAG)n for some n. We only have to show that
hdAG(AG/mAG) < ∞. Note that m is A-projective since A is hered-
itary, mAG = m ⊗A AG ∈ P(A), and so, is AG-projective. Hence
0 → mAG → AG → AG/mAG → 0 is a finite P(AG)-resolution of
AG/(mAG). Hence hdAG(AG/mAG) is finite.

That Coker βn = 0 ∀ n ≥ 1 follows immediately from above. The
statement that Coker β0 is a finite p-group follows from the well-known
result that Coker μ0 is a finite p-group (see [187], p.132, corollary 1
to theorem 2.5]). That SKn(AG) αn−→ SGn(AG) is surjective ∀ n ≥ 1
follows by applying the Snake lemma to diagram (IV) and using the fact
that Coker βn = 0 ∀ n ≥ 1. The last statement follows by applying the
Snake lemma to diagram (IV) for n = 0 and using the fact that Coker
β0 is a finite p-group.

(ii) Consider the commutative diagram

0 −→ SKr(AG) νr−→ Kr(AG) δr−→ Kr(DG) −→ . . .⏐⏐8αr

⏐⏐8χr

⏐⏐8�θ
0 −→ SGr(AG) ν̄r−→ Gr(AG) δ̄r−→ Gr(DG) −→ . . .

(V)

where the rows are exact and θ is an isomorphism. If r is even ≥ 2, i.e.,
r = 2n, n ≥ 1, then SG2n(AG) = 0 for all n ≥ 1, and so, ν̄rαr is a zero
map. By considering the exact sequence associated with the composite
δr = δ̄rχr, we have SK2n(AG) ∼= Ker χ2n, as required.

Remarks 7.7.1 Our next aim is to obtain explicit results on SK0(G,P(A)) ∼=
SG0(AG). Note that we have the following commutative diagrams (VI) and
(VII):

−→ K1(DG)
γ1−→ K0(HS(AG))

ρ0−→ K0(AG) δ0−→ K0(DG)∥∥∥ ⏐⏐8β0

⏐⏐8 ∥∥∥
−→ G1(DG)

γ̄1−→ G0((A/m)G))
ρ̄0−→ G0(AG) δ̄0−→ G0(DG)

(VI)

and

−→ G1(DG) −→ G0(Γ/rad Γ) −→ G0(Γ) −→ G0(DG) −→ 0∥∥∥ ⏐⏐8 ⏐⏐8 ∥∥∥
−→ G1(DG) −→ G0((A/m)G) −→ G0(AG) −→ G0(DG) −→ 0

(VII)
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where in (VII), Γ is a maximal R-order containing AG, and in both cases the
rows are exact. We now prove the following.

Theorem 7.7.3 Let R be the ring of integers in a p-adic field F , G a finite
group, and A a maximal R-order in a central division algebra D over F . Then

(i) The canonical map K0(AG) → K0(DG) is injective. Hence,
SK0(G,P(A)) ∼= Coker(K0(HS(AG))) → G0(AG/(mAG)).

(ii) If Γ is a maximal R-order containing AG, then SK0(Γ) = 0. Let
G0(Γ) → G0(AG) be the map induced by restriction of scalars; then
SK0(G,P(A)) ∼= Coker(K0(Γ)) → G0(AG)).

PROOF Note that AG is an R-order in DG, and so, the generators of
K0(AG) have the form x = [P ] − [Q], where P,Q are in P(AG). Suppose
that x ∈ Ker δ0. Then K ⊗R P ∼= K ⊗R Q. Now, since AG is an R-algebra
finitely generated as an R-module, and the Cartan map K0((A/m)G) →
G0((AG) → G0((A/m)G) is a monomorphism (see [187], p.132, corollary 1
to theorem 35, then by [213], p.12, theorem 1.10), P ∼= Q, i.e., x = 0. So,
K0(AG) → K0(DG) is injective.

Now, it is clear from the diagram (VI) that SK0(G,P(A)) ∼= SG0(AG) ∼=
Coker γ̄1. So, by considering the exact sequence associated with the left-hand
square, namely, β0γ1 = γ̄1, we have Ker β0 → Coker γ1 → Coker γ̄1 →
Coker β0 → 0. Now Coker γ1

∼= Ker δ0 = 0. Hence Coker γ̄1
∼= Coker β0

∼=
Ker δ̄0 = SK0(G,P(A)).

(ii) Since Γ is regular, we show that SG0(Γ) = 0. Now DG is a separable
F -algebra. So, if x = [M ] − [N ] ∈ G0(Γ), and F ⊗R M ∼= F ⊗R N ,
then M ∼= N (see [213], p.101, theorem 5.27). So G0(Γ) → G0(DG) is
injective.

The last statement follows by considering the exact sequence associated
with the right-hand square of diagram (VII).

Theorem 7.7.4 Let G be a finite p-group of order ps, R the ring of integers
in a p-adic field F , and A a maximal R-order in a central division F -algebra
D, then SK0(G,P(A)) is a finite cyclic p-group of order ≤ ps.

PROOF Note that A/m = k is a finite field of characteristic p. So,
(A/m)G is Artinian, and G0(kG) is freely generated by the simple kG-
modules (see [213]). But the only simple kG-module is k, and so, G0(kG) ∼= Z.
Moreover, K0(kG) is freely generated by the indecomposable projective kG-
modules, namely, the projective envelopes of the simple kG-modules which,
in this case, is the only envelope of the simple module k. So, the Cartan map
is multiplication by ps, and so, Coker μ0 is isomorphic to Z/ps, and hence
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Coker β0
∼= SK0(G,P (A)) as a homomorphic image of Z/ps is a finite cyclic

group of order pr, r ≤ s.

(7.7)C Higher K-theory of P(A)G, A a maximal order in
division algebras over number fields

The aim of this subsection is to obtain global results. So, let F be an
algebraic number field (i.e., F is any finite extension of Q) and R the ring
of integers of F (i.e., R is the integral closure of Z in F ). If A is a maximal
R-order in a central division algebra D over F , the AG is an R-order in DG.

We now have the following.

Theorem 7.7.5 Let R be the ring of integers in an algebraic number field F ,
A a maximal R-order in a central division algebra D over F , G a finite group,
p a prime ideal of R,Ap = A⊗R Rp. Then for all n ≥ 1, we have:

(i) K2n−1(G,P(Ap)) is finitely generated.

(ii) Kn(G,P(A)) is finitely generated.

(iii) SK2n−1(G,P(A)) is finite, and SK2n(G,P(A)) = 0.

PROOF Since [G,P(A)] = PA(G), we identify Kn(G,P(A)) with
Gn(AG). Also, AG is an R-order in DG. Hence the above results follow
from earlier results on Gn of R-orders (see, e.g., 7.1.13).

7.7.5 The next result is the global version of the local result stated in
theorem 7.7.3 on the Cartan maps. For each prime ideal p of R, let mp

be the unique maximal two-sided ideal of A lying above p, i.e., such that
mp ⊇ ppA, Ap = Rp ⊗R A, Âp = R̂p ⊗R A, where Rp is the localization
of R at p, and R̂p is the completion of R at p. It is well known that
A/mp

∼= Ap/mpAp
∼= Ap/rad Ap

∼= Âp/rad Âp (see [171], theorem 22.4
and its proof), and so, A/mp is a finite simple algebra of characteristic p,
where p is the rational prime lying below p. Moreover, we have the following
commutative diagram:

. . . −→ Kn+1(DG)
γn+1−→ Kn(HS(AG))

ρn−→ SKn(AG) −→ 0⏐⏐8 ⏐⏐8βn

⏐⏐8αn

. . . −→ Gn+1(DG) −→ ⊕
p
Gn((A/mp)G)

ρ̄n−→ SKn(AG) −→ 0

(I)
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and the following global version of diagram (IV) of 2.3, i.e.,

0 −→ Coker(δn+1)
γ1−→ Kn(HS(AG))

ρn−→ SKn(AG) −→ 0⏐⏐8 ⏐⏐8 ⏐⏐8αn

0 −→ Coker(δ̄n+1) −→ ⊕
p
Gn((A/mp)G)

ρ̄n−→ SKn(AG) −→ 0.

(II)

Theorem 7.7.6 Let R be the ring of integers in a number field F , A a max-
imal R-order in a central division algebra D over F , and G a finite group.
Then, for each n ≥ 1, the Cartan homomorphisms Kn(AG)

χn−→ Gn(AG)
induce a surjection SKn(AG) αn−→ SGn(AG).

For n = 0, K0(AG)
χ0−→ G0(AG) induces a homomorphism SK0(AG) α0−→

SG0(AG) whose cokernel is a p-torsion group.

PROOF Let kp = Âp/rad Âp, which we have seen to be isomorphic to
A/mp. By using an argument similar to that in the proof of theorem 7.7.2, we
see that ⊕p Coker(Kn(kpG) → Gn(kpG)) maps onto Coker βn for all n ≥ 1.
Now, as in theorem 7.7.2, where each (Kn(kpG) → Gn(kpG)) is surjective for
n ≥ 1, we have that Coker βn = 0 for all n ≥ 1, and by applying the Snake
lemma to diagram (II), we obtain that SKn(AG) → (SGn(AG)) is surjective
for n ≥ 1. When n = 0, each Coker (K0(kpG) → G0(kpG)) is a finite p-
group, and so, Coker (β0) is a p-torsion group. So, SK0(AG) → SG0(AG)
has a cokernel that is a p-torsion group.

Remark 7.7.3 It follows from [213], p.112, corollary (Jacobinski) that
K0(AG), G0(AG) ∼= K0(G,P(A)) are finitely generated Abelian groups s-
ince R satisfies Jordan - Zassenhaus theorem (see [213], p.43), and AG is an
R-order in the separable F -algebra DG. We conclude this subsection with
the following theorem.

Theorem 7.7.7 Let R be the ring of integers in a number field F , A a max-
imal R-order in a central division algebra D over F , and G a finite group.
Then,

(i) SK0(AG) = Ker(K0(AG) δ→ K0(DG)) is a finite group.

(ii) SK0(G,P(A)) ∼= SG0(AG) = Ker(G0(AG) → G0(DG)) is a finite
group.

PROOF

(i) Let δ be the canonical map K0(AG) → K0(DG). We know that gen-
erators of K0(AG) have the form [P ] − [Q], where P,Q ∈ P(AG).
Suppose δ([P ] − [Q]) = 0 in G0(DG) ∼= K0(DG), then [K ⊗R P ] =
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[K ⊗R Q] and K ⊗R P ∼= K ⊗R Q. Now, since there exists Q′ such
that Q ⊕ Q′ = T , where T is a finitely generated free AG-module,
[P ]− [Q] = [P ⊕Q]− [Q⊕Q′] = [P ⊕Q]− [T ]. So, Ker δ is generated by
all [P ]−[T ] where T is free and F⊗RP ∼= F⊗RT . Since (|G|, charF ) = 1,
we can show that P = T ′⊕ I, where T = T ′⊕AG, T a free AG-module,
and I an ideal of AG. (Note that a slight modification of the proof of
theorem 3.3 of [213] works where one puts RG = AG, etc., since the
major theorem used in the proof, namely, Roiters’ theorem, holds for
an arbitrary R-order like AG since one needs only consider AG as an
R-algebra finitely generated as an R-module.) So, [P ]− [T ] = I− (AG),
where I is an ideal such that K⊗RI = DG. By the Jordan - Zassenhaus
theorem, there exists only a finite number of such I. So Ker δ is finite.

(ii) Consider the following diagram:

. . . −→ K1(DG) −→ K0(HS(AG)) −→ SK0(AG) −→ 0⏐⏐8�θ ⏐⏐8 ⏐⏐8α0

. . . −→ G1(DG) −→ ⊕
p
G0(Aπ/mpG) −→ SG0(AG) −→ 0

where the rows are exact, and θ is an isomorphism. We know by theorem
7.7.6 that Coker α0 is a p-torsion group. Now, by (i), SK0(AG) is finite,
and so, Im(α0) is a finite subgroup of SG0(AG). Since SG0(AG)/(Im α0)
is p-torsion, it means that SG0(AG) is torsion. Now, we know from remark
7.7.3 that SG0(AG) is a finitely generated Abelian group. So SG0(AG) is
finite.

Exercises

7.1 Let Λ be any Z-order or Ẑp-order where p is any rational prime.
Show that for all n ≥ 1,

(i) K2n(Λ/psΛ) is a finite p-group.

(ii) K2n−1(Λ/psΛ)( 1
p ) � K2n−1((Λ/psΛ)/I)( 1

p ) where I = rad(Λ/psΛ).

7.2 Prove lemma 7.1.4 in the text.

7.3 Let Σ be a semi-simple algebra over a number field F,WKn(Σ) the wild
kernel of Σ, and W ′Kn(D) the pseudo-wild kernel of Σ. (See definition
7.1.1.). Show that WKn(Σ)/W ′Kn(Σ) is a finite 2-group with 8-rank 0 if
n ≡ 0, 4, 6(mod 8).
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7.4 Let R be the ring of integers in a number field F,Λ any R-order in a semi-
simple F -algebra Σ. Show that for all n ≥ 1, Gn(Λp) is a finitely generated
Abelian group for all prime ideals p of R (where Λp is Λ localized at p).

7.5 Let R be the ring of integers in a number field F, p a rational prime. Show
that Gn(RG)(p) � Gn(R( 1

p )G)(p) for all n ≥ 1.

7.6 Let D be a central simple F -algebra of division s2 over F . Show that the
inclusion i : F ⊂ D induces isomorphisms

Kn(i)⊗ id : Kn(F )⊗
Z

Z(
1
s
) � Kn(D)⊗

Z
Z(

1
s
).

7.7 Let R be the ring of integers in a number field F , Γ a maximal R-order in
a semi-simple F -algebra Σ. If for each prime ideal p of R,SK2n−1(Γp) = 0,
show that Σ is unramified over its center (Here Γp is Γ localized at p).

7.8 Let R be a Dedekind domain with field of fractions F , Λ a Noethe-
rian R-algebra that is R-torsion free (e.g., Λ an R-order). Write Σ =
F ⊗R Λ, K̄n(Λ) := Coker(Kn(Λ) → Kn(Σ) for all n ∈ Z. Show that for
all integers n, there exists an exact sequence

0 → K̄n+1(Λ) → ⊕
p
K̄n+1(Λ̂p) → K̄n(Λ) → ⊕

p
Kn(Λ̂p) → 0

whose p ranges over all maximal ideals of R.

7.9 Let R be the ring of integers in a p-adic field F,Λ any R-order in a semi-
simple F -algebra Σ, Γ a maximal R-order containing Λ. Show that for all
n ≥ 2,

(i) The canonical map Kn(Γ) → Kn(Σ) has finite kernel and cokernel.

(ii) The canonical map Gn(Λ) → Gn(Σ) has finite kernel and cokernel.

(iii) αn : Gn(Γ) → Gn(Λ) has finite kernel and cokernel where αn is the map
induced by the functor M(Γ) →M(Λ) given by restriction of scalars.

7.10 Let F be a p-adic field, R the ring of integers of F , Γ a maximal order
in a central division algebra over F , Γ̄ the residue class field of Γ. Show that
for all n ≥ 1,

Kn(Γ)⊗ Ẑq � Kn(Γ̄)⊗ Ẑq, q 	= p.

7.11 Let F be a number field and D a central division algebra over F with
[D : F ] = m2, l an odd rational prime. Show that

(i) If l does not divide m, then div(K3(D)(l)) = WK3(D)(l).



Higher K-theory of P(A)G For Maximal Orders A 223

(ii) If F = Q and l does not divide m, then div (Kn(D))(l) ⊂ WKn(D)(l)
for all n ≥ 1.

7.12 Prove that the conjecture of Hambleton, Taylor, and Williams is true
for groups of square free order.

7.13 Let G be a finite group. Prove that for all odd d > 0, there is an
isomorphism Hmgd(Ĝ) →∼ Π

χεC0
H0(Q(χ), Q/Z(d)) where C0 is the set of

representatives of non-trivial Q-irreducible characters of G.





Chapter 8

Mod-m and profinite higher
K-theory of exact categories, orders,
and groupings

Let � be a rational prime, C an exact category. In this chapter we define and
study for all n ≥ 0, the profinite higher K-theory of C, that is Kpr

n (C, Ẑ�) :=
[Mn+1

�∞ , BQ(C)], as well as Kn(C, Ẑ�) := lim←−s
[Mn+1

�∞ , BQ(C)], where Mn+1
�∞ :=

lim−→s
Mn+1
�S

, and Mn+1
�S

is the (n + 1)-dimensional mod-�S Moore space. We

study connections between Kpr
n (C, Ẑ�) and Kn(C, Ẑ�) and prove several �-

completeness results involving these and associated groups, including the cases
where C = M(Λ) (resp. P(Λ)) is the category of finitely generated (resp.
finitely generated projective) modules over orders Λ in semi-simple algebras
over number fields and p-adic fields. We also define and study continuous
K-theory Kc

n(Λ)(n ≥ 1) of orders Λ in p-adic semi-simple algebras and show
some connections between the profinite and continuous K-theory of Λ. The
results in this chapter are due to A.O. Kuku (see [117]).

8.1 Mod-m K-theory of exact categories, rings, and or-
ders

8.1.1 Let X be an H-space, m, n positive integers, Mn
m an n-dimensional

mod-m Moore space, that is, the space obtained from Sn−1 by attaching an
n-cell via a map of degree m (see [158] or examples 5.2.2(viii) and (ix)). We
shall write πn(X,Z/m) for [Mn

m, X ] for n ≥ 2. Note that πn(X,Z/m) is a
group for n ≥ 2, and that πn(X,Z/m) is an Abelian group for n ≥ 3. For
n = 1, if π1(X) is Abelian, we define π1(X,Z/m) as π1(X)⊗Z/m (see [237]).

8.1.2 The cofibration sequence

Sn−1 m−→ Sn−1 β̄−→Mn
m

ρ̄−→ Sn
m−→ Sn

225
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yields an exact sequence

πn(X) m−→ πn(X)
ρ−→ πn(X,Z/m)

β−→ πn−1(X) m−→ πn−1(X) (I)

where the map ‘m’ means multiplication by m, ρ is the mod-m reduction map,
and β is the Bockstein map (see [158]). We then obtain from (I) the following
short exact sequence for all n ≥ 2:

0 −→ πn(X)/m −→ πn(X,Z/m) −→ πn−1(X)[m] −→ 0

where
πn−1(X)[m] = {x ∈ πn−1(X) | mx = 0}.

Examples 8.1.1 (i) If C is an exact category, we shall write Kn(C,Z/m)
for πn+1(BQC,Z/m), n ≥ 1, and write K0(C,Z/m) for K0(C)⊗ Z/m.

(ii) If in(i), C = P(A), the category of finitely generated projective modules
over any ring A with identity, we shall write Kn(A,Z/m) for Kn(P(A),
Z/m). Note thatKn(A,Z/m) can also be written for πn(BGL(A)+,Z/m),
n ≥ 1.

(iii) If Y is a scheme, let P(Y ) be the category of locally free sheaves of OY −

modules of finite rank. If we write Kn(Y,Z/m) for Kn(P(Y ),Z/m),
then when Y is affine, that is, Y = Spec(A) for some commutative
ring A with identity, we recover Kn(A,Z/m) = Kn(P(A),Z/m) in the
commutative case.

(iv) Let A be a Noetherian ring (non-commutative), M(A) the catego-
ry of finitely generated A-modules. We shall write Gn(A,Z/m) for
Kn(M(A),
Z/m).

(v) If Y is a Noetherian scheme, and M(Y ) the category of coherent sheaves
of OY -modules, we write Gn(Y,Z/m) for πn(M(Y ),Z/m), and when
Y = Spec(A), for some commutative Noetherian ring A, we recover
Gn(A,Z/m) = Kn(M(A),Z/m) as in (iv).

Remarks 8.1.1 (i) If C is an exact category, and m 	≡ 2(4), then the
sequence

0 −→ Kn(C)/m −→ Kn(C,Z/m) −→ Kn−1(C)[m] −→ 0

splits (not naturally), and so, Kn(C,Z/m) is a Z/m-module (see [236]).
If m ≡ 2(4) then Kn(C,Z/m) is a Z/2m-module (see [6]).

(ii) For our applications, we shall be interested in the case m = �s where �
is a rational prime and s is some positive integer.
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(iii) Note that for any Noetherian ring A (not necessarily commutative), the
inclusion map P(A) −→M(A) induces Cartan maps Kn(A) −→ Gn(A)
and also Kn(A,Z/�s) −→ Gn(A,Z/�s).

We now prove the following theorem.

Theorem 8.1.1 Let p be a rational prime, F a p-adic field (i.e., any finite
extension of Q̂p, R the ring of integers of F , Γ a maximal R-order in a semi-
simple F -algebra Σ, m the maximal ideal of Γ, � a prime such that � 	= p.
Then, for all n ≥ 1,

(i) Kn(Γ,Z/�s) � Kn(Γ/m,Z/�s).

(ii) K2n(Γ) is �-divisible.

(iii) K2n−1(Γ)[�s] ∼= K2n−1(Γ/m)[�s].

(iv) There exists an exact sequence

0 −→ K2n+1(Γ)/�s −→ K2n+1(Γ/m)/�s −→ K2n(Γ)[�s] −→ 0.

PROOF

(i) By the Wedderburn theorem, Σ = Πr
i=1Mni(Di) where Di is a division

algebra over F and Γ = Πr
i=1Mni(Γi) where Γi is the maximal order in

Di. Moreover, Γ/m = Πr
i=1Mni(Γi/mi) where Γi/mi is a finite division

ring, that is, a finite field. Now, by the rigidity result of Suslin and
Yufryakov (see [204]), Kn(Γi,Z/�S) � Kn(Γi/mi,Z/�s) for all n ≥ 1.
Hence

Kn(Γ,Z/�s) � Πr
i=1Kn(Γi,Z/�s)

� Πr
i=1Kn(Γi/mi,Z/�

s) � Kn(Γ/m,Z/�s).

(ii) From the following commutative diagram

0 −→ K2n(Γ)/�s −→ K2n(Γ,Z/�s) −→ K2n−1(Γ)[�s] −→ 0⏐8α ⏐8β ⏐8γ
0 −→ K2n(Γ/m)/�s −→ K2n(Γ/m,Z/�s) −→ K2n−1(Γ/m)[�s] −→ 0

(I)
we observe that Γ/m is a finite semi-simple ring, and so, Kn(Γ/m) = 0
since Γ/m is a direct product of matrix algebras over finite fields. So,
by applying the Snake lemma to diagram (I), and using (i) (i.e., β is an
isomorphism), we obtain K2n(Γ) � �sK2n(Γ) proving (ii).

(iii) Applying the Snake lemma to diagram (I) also yields Kerγ = 0 =
Cokerγ, proving (iii).
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(iv) Applying the Snake lemma to the following diagram

0 −→ K2n+1(Γ)/�s −→ K2n+1(Γ,Z/�s) −→ K2n(Γ)[�s] −→ 0⏐8α′
⏐8β′

⏐8γ′

0 −→ K2n+1(Γ/m)/�s −→ K2n+1(Γ/m,Z/�s) −→ K2n(Γ/m)[�s] −→ 0

we observe that Kerα′ = 0,Kerγ′ = Cokerα′. But Kerγ′ =
K2n−1(Γ)[�s]. Hence we have the result.

Definition 8.1.1 Let R be a Dedekind domain with quotient field F , Λ any
R-order in a semi-simple F -algebra Σ. We define

SKn(Γ,Z/�s) := Ker(Kn(Γ,Z/�s) −→ Kn(Σ,Z/�s).
SGn(Γ,Z/�s) := Ker(Gn(Γ,Z/�s) −→ Gn(Σ,Z/�s).

The following result is due to Laubenbacher and Webb (see 7.1.15 for a proof).

Theorem 8.1.2 Let R be a Dedekind domain with quotient field F , Λ any
R-order in a semi-simple F -algebra. Assume that,

(i) SG1(Λ) = 0.

(ii) Gn(Λ) is finitely generated for all n ≥ 1.

(iii) R/p is finite for all primes p of R.

(iv) If ζ is an �Sth root of 1 for any rational prime � and positive integer
s, R̃ the integral closure of R in F (ζ), then SG1(R̃⊗R Λ) = 0.

Then, (a) SGn(Λ,Z/�s) = 0 for all odd n ≥ 1 and rational primes �.
(b) SGn(Λ) = 0 for all n ≥ 1.

PROOF See 7.1.15.

REMARK 8.1 If F is an algebraic number field (i.e., any finite extension
of Q,R the ring of integers of F,G any finite group, then Λ = RG satisfies
the hypothesis of 8.1.7, and so, SGn(RG) = 0.

Theorem 8.1.3 Let R be the ring of integers in a number field F , Σ a
semi-simple F -algebra, and Λ any R-order satisfying the hypothesis of the-
orem 8.1.2, � a rational prime. Then for all n ≥ 1 we have,

(i) SGn(Λ̂p) for all prime ideals p of R.
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(ii) (a) SG2n(Λ,Z/�s) = 0,
(b) SGn(Λ̂p,Z/�s) = 0 for all prime ideals p of R.

(iii) (a) SKn(Λ) � Ker(Kn(Λ) −→ Gn(Λ)),
(b) SKn(Λ̂p) � Ker(Kn(Λ̂p) −→ Gn(Λ̂p)) for all prime ideals p of R.

(iv) (a) SKn(Λ,Z/�s) � Ker(Kn(Λ,Z/�s) −→ Gn(Λ,Z/�s)),
(b) SKn(Λ̂p,Z/�s) � Ker(Kn(Λ̂p,Z/�S) −→ Gn(Λ̂p,Z/�s)) for al-
l prime ideals p of R.

PROOF

(i) First note that for almost all prime ideals p for R, Λ̂p is a maxi-
mal R̂p-order in a split semi-simple F̂p-algebra Λ̂p. So, by remark-
s 7.1.5, SG2n−1(Λ̂p) = 0 for almost all p. Also, by theorem 7.1.13(v),
SG2n(Λ̂p) = 0 for all p. Hence, for all n ≥ 1, SGn(Λ̂p) = 0 for almost all
p. Now suppose that there are r non-maximal orders Λ̂p1 , Λ̂p2 , . . . Λ̂pr .
Then, by applying the Snake lemma to the commutative diagram

0→ Coker(Gn+1(Λ)→ Gn+1(Σ)) → Kn(MS(Λ)) → SGn(Λ) → 0⏐8αn

⏐8γn

⏐8
0→ ⊕

p
(Coker(Gn+1(Λ̂p))→ Gn+1(Σ̂p)) → ⊕

p
Gn(Λ̂p/pΛ̂p) →

r⊕
i=1

SGn(Λ̂pi
) → 0

(I)

where S = R− 0,MS(Λ) is the category of finitely generated S-torsion
Λ-modules, and γn is an isomorphism (see remark 7.1.5), we obtain

0 −→ Cokerαn −→ SGn(Λ) −→
r⊕
i=1

SGn(Λ̂pi) −→ 0.

But SGn(Λ) = 0 by theorem 8.1.2. Hence, each SGn(Λ̂pi) = 0 for
i = 1, . . . r. So we have shown that SGn(Λ̂p) = 0 for all prime ideals p
of R.

(ii)

(a) Apply the Snake lemma to the commutative diagram

0 �� G2n(Λ)/�s

��

�� G2n(Λ,Z/�s)

��

�� G2n−1(Λ)[�s]

��

�� 0

0 �� G2n(Σ)/�s �� G2n(Σ,Z/�s) �� G2n−1(Σ)[�s] �� 0
(II)

and using the fact that SG2n(Λ) = 0 for all n ≥ 1 (see theorem
7.1.32) we have that SG2n(Λ,Z/�s) = 0.
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(b) The argument is similar to that of (i) above using a commuta-
tive diagram of mod-�S localization sequence for Λ and Λ̂p analo-
gous diagram (I) and obtaining a surjective map SGn(Λ,Z/�S) →
⊕ri=1SGn(Λ̂pi ,Z/�

s) for all n ≥ 1 to conclude that each SGn(Λ̂pi =
0) using (ii)(a) and theorem 8.1.2(a). Details are left to the reader.

(iii) (a) Consider the commutative diagram

0 �� SKn(Λ)

αn

��

�� Kn(Λ)

βn

��

�� Kn(Σ)

γn

��
0 �� SGn(Λ) �� Gn(Λ) �� Gn(Σ)

(III)

where the rows are exact and γn is an isomorphism, and use the
fact that SGn(Λ) = 0 for all n ≥ 1. Details are left to the reader.

(b) Proof similar to (a) by using similar diagram to III with respect to
Λ replaced by Λ̂p using the fact that SGn(Λ̂p) = 0.

(iv) (a) Consider the following commutative diagram

0 �� SKn(Λ,Z/�s)

αn

��

ρn �� Kn(Λ,Z/�s)

βn

��

ηn �� Kn(Σ,Z/�s)

γn

��

�� . . .

0 �� SGn(Λ,Z/�s)
ρn �� Gn(Λ,Z/�s)

ηn �� Gn(Σ,Z/�s) �� . . .

(IV)
where the rows are exact and γn is an isomorphism and use the
fact that SGn(Λ,Z/�s) = 0. Details are left to the reader.

(b) Proof similar to (a) using similar diagram to IV but replacing Λ
by Λ̂p, Σ by Σ̂p, and using the fact that SGn(Λ̂p,Z/�s) = 0.

Remarks 8.1.2 Let R be the ring of integers in a number field, and Λ any
R-order in a semi-simple F -algebra Σ. Then the two exact sequences below
are split

0 → Kn(Λ)/�s) → Kn(Λ,Z/�s) → Kn−1(Λ)[�s] → 0.
0 → Gn(Λ)/�s → Gn(Λ,Z/�s) → Gn−1(Λ)[�s] → 0.

This follows from [161], 7.3, and the fact that Kn(Λ), Gn(Λ) are finitely
generated for all n ≥ 1 (see theorem 7.1.11 and theorem 7.1.13).
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8.2 Profinite K-theory of exact categories, rings and
orders

Definition 8.2.1 Let C be an exact category, � a rational prime, s a positive
integer, n non-negative integer, Mn+1

�s the (n+ 1)-dimensional mod-�s-Moore
space and Mn+1

�∞ := lim−→ Mn+1
�s . We define the profinite K-theory of C by

Kpr
n (C, Ẑ�) := [Mn+1

�∞ , BQC],

and also write Kn(C, Ẑ�) for lim←− Kn(C,Z/�s).
If A is any ring with identity (not necessarily commutative), we write
Kpr
n (A, Ẑ�) for [Mn+1

�∞ ;BQP(A)] for all n ≥ 0 and call this profinite K-theory
of A.

If A is a Noetherian ring (not necessarily commutative), we write

Gprn (A, Ẑ�) := [Mn+1
�∞ , BQM(A)]

for all n ≥ 0 and call this profinite G-theory of A. We shall also write
Kn(A, Ẑ�) for lim←−s

Kn(A,Z/�s) and Gn(A, Ẑ�) for lim←−s
Gn(A,Z/�s).

Remarks 8.2.1 (i) Note thatKpr
n (C, Ẑ�) and henceKpr

n (A, Ẑ�), Gprn (A, Ẑ�)
are Ẑ�-modules. So are Kn(C, Ẑ�) and hence Kn(A, Ẑ�), Gn(A, Ẑ�)
where we identify Ẑ� with [Mn+1

�∞ ,Mn+1
�∞ ] (see [13]).

(ii) If X is a scheme and P(X) is the category of locally free sheaves of OX -
modules of finite rank, and we restrict to the affine case X = Spec(A),
where A is a commutative ring with identity, we obtain the theory
Kcts
n (X, Ẑ�) treated by Banaszak and Zelewski in [13]. So, our theory in

this article is a generalization of that in [13] to non-commutative rings.
Note that the case of Noetherian schemes X whose affine specialization
to X = Spec(A)(A-commutative) could yield theories Gctsn (X, Ẑ�) that
was not considered in [13], where

Gcn(X, Ẑ�) := [Mn+1
�∞ , BQM(X)],

and M(X) is the category of coherent sheaves of OX -modules.

Lemma 8.2.1 Let C an exact category, � a rational prime. Then for all
n ≥ 1, there exists an exact sequence

0 −→ lim←−s
1Kn+1(C,Z/�s) −→ Kpr

n (C, Ẑ�) −→ Kn(C, Ẑ�) −→ 0
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PROOF Follows from the fact that [−;BQC] is a cohomology theory
(see [152]).

Remarks 8.2.2 It follows from 8.2.3 that

(i) If A is any ring with identity, then there exists an exact sequence

0 −→ lim←−s
1Kn+1(A,Z/�s) −→ Kpr

n (A, Ẑ�) −→ Kn(A, Ẑ�) −→ 0.

(ii) If A is Noetherian (not necessarily commutative), then we have an exact
sequence

0 −→ lim←−s
1Gn+1(A,Z/ls) −→ Gprn (A, Ẑ�) −→ Gn(A, Ẑ�) −→ 0

Definition 8.2.2 Let R be a Dedekind domain with quotient field F , Λ any
R-order in a semi-simple F -algebra Σ, � a rational prime. We define:

SKpr
n (Λ, Ẑ�) := Ker(Kpr

n (Λ, Ẑ�) −→ Kpr
n (Σ, Ẑ�)).

SGprn (Λ, Ẑ�) := Ker(Gprn (Λ, Ẑ�) −→ Gprn (Σ, Ẑ�)).

SKn(Λ, Ẑ�) := Ker(Kn(Λ, Ẑ�) −→ Kn(Σ, Ẑ�)).

SGn(Λ, Ẑ�) := Ker(Gn(Λ, Ẑ�) −→ Gn(Σ, Ẑ�)).

Remarks 8.2.3 (i) With notation as in definition 8.2.2 and R, F, Λ, Σ
as in theorem 8.1.3, p any prime ideal of R, it follows from arguments
similar to those in the proof of theorem 8.1.3(ii) that SGn(Λ̂p, Ẑ�) = 0
and that SGprn (Λ̂p, Ẑ�) = 0 for all prime ideals p of R. Also, one can
see easily, by using theorem 8.1.2, that SGprn (Λ, Ẑ�) = 0 = SGn(Λ, Ẑ�).

(ii) Furthermore, by arguments similar to those in the proof of theo-
rem 8.1.3(iii) and (iv), and the use of (i) above, one can deduce that

SKpr
n (Λ, Ẑ�) := Ker(Kpr

n (Λ, Ẑ�) −→ Gprn (Λ, Ẑ�)),

SKn(Λ, Ẑ�) := Ker(Kn(Λ, Ẑ�) −→ Gn(Λ, Ẑ�)),

SKpr
n (Λ̂p, Ẑ�) := Ker(Kpr

n (Λ̂p, Ẑ�) −→ Gprn (Λ̂p, Ẑ�)),

SKn(Λ̂p, Ẑ�) := Ker(Kn(Λ̂p, Ẑ�) −→ Gn(Λ̂p, Ẑ�)),

for any prime ideal p of R.

Theorem 8.2.1 Let C be an exact category, � a prime such that Kn(C)� con-
tains no non-trivial divisible subgroups for each n ≥ 1. Then there exists
isomorphisms

(i) Kn(C)[�s]
β� Kpr

n (C, Ẑ�)[�s] for all n ≥ 1.
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(ii) Kn(C)/�s
α� Kpr

n (C, Ẑ�)/�s for all n ≥ 2.

PROOF The canonical mapMn+1
�∞ → Sn+1 induces a map [Sn+1, BQC] →

[Mn+1
�∞ , BQC], that is, Kn(C) → Kpr

n (C, Ẑ�), and hence maps Kn(C)/�s →
Kpr
n (C, Ẑ�)/�s as well as Kn(C)[�s] → Kpr

n (C, Ẑ�)[�s].
Moreover, as s→∞, the cofibration sequence Mn

�s →Mn
�s+t →Mn

�t induces
the cofibration sequence Mn

�s → Mn
�∞ → Mn

�∞ . Now, since for any exact
category C, [;BQC] is a cohomology theory, we have a long exact sequence

. . .Kpr
n+1(C, Ẑ�)

�s−→ Kpr
n+1(C, Ẑ�) −→ Kn+1(C,Z/�s) −→ Kpr

n (C, Ẑ�) −→ . . .
(I)

and hence an exact sequence

0 −→ Kpr
n+1(C, Ẑ�)/�s −→ Kn+1(C,Z/�s) −→ Kpr

n (C, Ẑ�)[�s] −→ 0 (II)

Now, by applying the Snake lemma to the commutative diagram

0 �� Kn+1(C)/�s

��

�� Kn+1(C,Z/�s) �� Kn(C)[�s]

��

�� 0

0 �� Kpr
n+1(C, Ẑ�)/�s �� Kn+1(C,Z/�s) �� Kpr

n (C, Ẑ�)[�s] �� 0
(III)

we see that α : Kn+1(C)/�s −→ Kpr
n+1(C, Ẑ�)/�s is injective and Kn(C)[�s]

β→
Kpr
n (C, Ẑ�)[�s] is surjective and hence that Kn(C)�

βη

→ Kpr
n (C, Ẑ�)� is surjective

(IV).
Also from the exact sequence associated to the composite δ = ηβ∗ in the

diagram V below

Kn(C)�
δ

������������
β∗

�� Kpr
n (C, Ẑ�)�

η
�������������

Kn(C, Ẑ�)

(V)

we have 0 → Ker β∗ → Ker δ = divKn(C)� (see [13]), that is, Ker(Kn(C)� →
Kpr
n (C, Ẑ�)�) � div Kn(C)� = 0. So Kn(C)�

β∗
→ Kpr

n (C, Ẑ�)� is injective (VI).

(IV) and (VI) imply that Kn(C)�
β∗
� Kpr

n (C, Ẑ�)� is an isomorphism. Hence
(Kn(C)�[�s] � Kpr

n (C, Ẑ�)[�s] is an isomorphism. It now follows from diagram
III above that Kn+1(C)/�s � Kpr

n+1(C, Ẑ�)/�s is also an isomorphism.

Corollary 8.2.1 Let C be an exact category, � a rational prime such that
for all n ≥ 2, Kn(C)� has no non-zero divisible subgroups. Let ϕ : Kn(C) →
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Kpr
n (C, Ẑ�) be the map [Sn+1;BQC] → [Mn+1

�∞ ;BQC] induced by the canonical
map Mn+1

�∞ → Sn+1. Then Kerϕ and Cokerϕ are uniquely �-divisible.

PROOF Follows from theorem 8.2.1 and lemma 2 of [13].

Corollary 8.2.2 Let R be the ring of integers in a number field F,Λ any
R-order in a semi-simple F -algebra Σ, � a rational prime. Then the maps
ϕ : Kn(Λ) → Kpr

n (Λ, Ẑ�) and ϕ : Gn(Λ) → Gprn (C, Ẑ�) (defined in the proof
of theorem 8.2.1, respectively, for C = P(Λ), C = M(Λ)) are injective.

PROOF By theorem 8.2.1, Ker(Kn(Λ
ϕ→ Kpr

n (Λ, Ẑ�)) and Ker(Gn(Λ
ϕ

′

→
Gprn (Λ, Ẑ�)) are uniquely �-divisible. But Kn(Λ), Gn(Λ) are finitely generated
(see theorem 7.1.11 and theorem 7.1.13), and so, div Kerϕ = div Kerϕ

′
= 0

as subgroups of Kn(Λ), Gn(Λ). Hence, Kerϕ
′
= 0 = Kerϕ, as required.

Definition 8.2.3 Let � be a rational prime, G an Abelian group, and
{G, �} := · · · →� G →� G →� . . . an inverse system. It is well known that
lim←−(G, �) and lim←−

1(G, �) are uniquely �-divisible (see [91]).

G is said to be weakly �-complete if lim←−(G, �) = 0 = lim←−
1(G, �).

An Abelian group G is said to be �-complete if G � lim←−s
(G/�s). We shall

sometimes write Ĝ for lim←−s
(G/�s). Since for any G and � we always have an

exact sequence

0 −→ lim← �sG −→ G −→ Ĝ −→ lim←−
1�sG −→ 0, (I)

it follows that G is �-complete iff lim← �sG = 0 and lim←−
1 �sG = 0.

Remarks 8.2.4 (i) For any Abelian group G and a rational prime �, we
have an exact sequence of inverse systems 0 −→ {G[�s]} −→ {G} −→
{�sG} −→ 0 with associated lim− lim1 exact sequence

0 −→ lim←−s
G[�s] −→ lim←−(G, �) −→ lim←−s

(�sG) −→ lim←−s
1G[�s]

−→ lim←−s
1(G, �) −→ lim←−s

1(�sG) −→ 0
(II)

So, if G is weakly �-complete, then we have from (I) and (II) that

lim←−s
G[�s] = 0 (III)lim←−s

1G[�s] = Ker(G→ Ĝ) (IV)lim←−s
1(�sG)

= Coker(G→ Ĝ) = 0(V).

Note that lim←−s
(�sG) = ∩�sG = �− divG (V) (see [91]).
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(ii) The weakly �-complete groups form a full subcategory of the category
Ab of Abelian groups and the category of weakly �-complete groups is
the smallest Abelian subcategory ofAb containing the �-complete groups
(see [91]).

(iii) If two groups in an exact sequence 0 −→ G
′ −→ G −→ G′′ −→ 0 are

weakly �-complete, then so is the third (see [91], 4.8 for a proof).

(iv) If (Gn) is an inverse system of Abelian groups such that each Gn has a
finite �-power exponent, then lim←−s

1Gn is weakly �-complete (see [91] for

a proof).

(v) An Abelian group G is �-complete if G = lim←−Gn where each Gn is a Ẑ�−
module with finite exponent, if all the groups in the exact sequence (II)
above are zero (see [91] for proofs).

Theorem 8.2.2 Let C be an exact category, � a rational prime. Then for all
n ≥ 1,

(i) lim←−s
Kpr
n (C, Ẑ�)[�s] = 0.

(ii) lim←−s
1Kn+1(C,Z/�s) = divKpr

n (C, Ẑ�).

PROOF

(i) From lemma 8.2.1 we have the exact sequence

0 −→ lim←−s
1Kn+1(C,Z/�s) −→ Kpr

n (C, Ẑ�) −→ Kn(C, Ẑ�) −→ 0. (I)

Now, Kn(C, Ẑ�) = lim←−Kn(C,Z/�s) is �-complete by remarks 8.2.4(v) and
hence weakly �-complete by remarks 8.2.4(ii). Also, lim←−s

sKn+1(C,Z/�s)

is weakly �-complete by remarks 8.2.4(iv). Hence Kpr
n (C, Ẑ�) is weakly

�-complete by remarks 8.2.4(iii) and the exact sequence (I) above. It
then follows from remarks 8.2.4(i)(III) that lim←−s

Kpr
n (C, Ẑ�)[�s] = 0.

(ii) As already deduced in (II) in the proof of theorem 8.2.1, there exists an
exact sequence

0 −→ Kpr
n (C, Ẑ�)/�s −→ Kn(C,Z/�s) −→ Kpr

n−1(C, Ẑ�)[�s] −→ 0. (II)

So, by (i) above, lim←−s
Kpr
n (C, Ẑ�)/�s � Kn(C, Ẑ�) (III). Now, for any

Ẑ�-module M , divM = Ker(M −→ lim←−s
(M/�s)) (see [13]). So, since
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Kpr
n (C, Ẑ�) is a Ẑ�-module (see remarks 8.2.1(i)), we have

div Kpr
n (C, Ẑ�) = (KerKpr

n (C, Ẑ�) −→ lim←−s
(Kpr

n (C, Ẑ�)/�s)),
= Ker(Kpr

n (C, Ẑ�) −→ Kn(C, Ẑ�)) from III above,
= lim←−

1Kn+1(C,Z/�s) by lemma 8.2.1.

Remarks 8.2.5 Let R be the ring of integers in a number field F , Λ an
R-order in a semi-simple F -algebra Σ. Then, theorem 8.2.1 applies to
C = P(Λ), C = M(Λ) since for all n ≥ 1, Kn(Λ), Gn(Λ) are finitely
generated Abelian groups (see theorem 7.1.11 and theorem 7.1.13), and so,
Kn(Λ)�, Gn(Λ)� being finite groups, have no non-trivial divisible subgroups.
So, for all n ≥ 1,

Kn(Λ)[�s] � Kpr
n (Λ, Ẑ�)[�s], Gn(Λ)[�s] ∼→ Gprn (Λ, Ẑ�)[�s],

and for all n ≥ 2,

Kn(Λ)/�s � Kpr
n (Λ, Ẑ�)/�s, and Gn(Λ)/�s � Gprn (Λ, Ẑ�)/�s.

Theorem 8.2.3 Let C be an exact category such that Kn(C) is a finitely gen-
erated Abelian group for all n ≥ 1. Let � be a rational prime. Then Kpr

n (C, Ẑ�)
is an �-complete profinite Abelian group for all n ≥ 2.

The proof of theorem 8.2.3 makes use of the following.

Lemma 8.2.2 Let C be an exact category, � a rational prime. Then
lim←−s

(Kpr
n (C, Ẑ�)/�s) � Kn(C, Ẑ�) for all n ≥ 2.

PROOF By taking inverse limits in the following exact sequence,

0 −→ Kpr
n+1(C, Ẑ�)/�s −→ Kn+1(C,Z/�s) −→ Kpr

n (C, Ẑ�)[�s] −→ 0 (I)

for all n ≥ 1, and using the fact that lim←−s
(Kpr

n (C, Ẑ�)[�s]) = 0 (see

therem 8.2.2), we have that

lim←−s
(Kpr

n (C, Ẑ�)/�s) � Kn+1(C, Ẑ�). (I)

Proof of theorem 8.2.3 First observe from the exact sequence

0 −→ Kn+1(C)/�s −→ Kn+1(C,Z/�s) −→ Kn(C)[�s] −→ 0
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that Kn(C,Z/�s) is finite for all n ≥ 2. Also, from the exact sequence

0 −→ lim←−
1Kn+1(C,Z/�s) −→ Kpr

n (C, Ẑ�) −→ Kn(C, Ẑ�) −→ 0

and the fact that lim←−
1Kn+1(C,Z/�s) = 0 for all n ≥ 1, we have that

Kpr
n (C, Ẑ�) � Kn(C, Ẑ�) for all n ≥ 1. Result now follows from lemma 8.2.2.

Corollary 8.2.3 Let C be an exact category such that Kn(C) is finitely gen-
erated for all n ≥ 1. Then for all n ≥ 2, we have

Kn(C)⊗ Ẑ� � Kpr
n (C, Ẑ�) � Kn(C, Ẑ�)

are �-complete profinite Abelian groups.

PROOF Since Kn(C) is finitely generated, then Kn(C)� has no non-zero
divisible subgroups, and so, by theorem 8.2.1, Kn(C)/�s →∼ Kpr

n (C, Ẑ�)/�s.
Taking inverse limits, we have lim←−s

Kn(C)/�s →∼ lim←−s
Kpr
n (C, Ẑ�)/�s � Kpr

n (C, Ẑ�)

since by theorem 8.2.3,Kpr
n (C, Ẑ�) is �-complete. So, Kn(C)⊗Ẑ� � Kpr

n (C, Ẑ�).
Also since Kn(C,Z/l) is finite for all n ≥ 2, we have that lim←−s

1Kn+1(C,Z/�s) =

0 in the exact sequence

0 −→ lim←−s
1Kn+1(C,Z/ls) −→ Kpr

n (C, Ẑ�) −→ Kn(C, Ẑ�) −→ 0

for all n ≥ 1. So, for all n ≥ 2, we have Kn(C)⊗ Ẑ� � Kpr
n (C, Ẑ�) � Kn(C, Ẑ�)

as required. The groups are �-complete by theorem 8.2.3.

Remarks 8.2.6 (i) If R is the ring of integers in a number field F and
Λ is any R-order in a semi-simple F -algebra Σ, it follows from theo-
rem 8.2.3 and corollary 8.2.3 thatKn(Λ)⊗Ẑ� � Kpr

n (Λ, Ẑ�) � Kn(Λ, Ẑ�)
and Gn(Λ) ⊗ Ẑ� � Gprn (Λ, Ẑ�) � Gn(Λ, Ẑ�) are �-complete profinite A-
belian groups for all n ≥ 2 since, by theorem 7.1.11 and theorem 7.1.13,
Kn(Λ), Gn(Λ)are finitely generated Abelian groups for all n ≥ 1.

(ii) If in (i) R,F,Λ,Σ satisfy the hypothesis of theorem 8.1.2, then
SGn(Λ) = 0 for all n ≥ 1, and so, we have an exact sequence

0 −→ Gn(Λ) −→ Gn(Σ) −→
⊕
p

G2n−1(Λ/pΛ) −→ 0

for all n ≥ 2. In particular, G2n−1(Λ) � G2n−1(Σ) since G2n(Λ/pΛ) = 0
because Λ/pΛ is a finite ring (see theorem 7.1.12). But Gn(Σ) � Kn(Σ)
since Σ is regular. Hence K2n−1(Σ) is a finitely generated Abelian group
for all n ≥ 2, and so, by theorem 8.2.3 and corollary 8.2.3 we have
K2n−1(Σ)⊗ Ẑ� � Kpr

2n−1(Σ, Ẑ�) � K2n−1(Σ, Ẑ�), which is an �-complete
profinite Abelian group.
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(iii) If A is any finite ring, it also follows from theorem 8.2.3 and corol-
lary 8.2.3 that Kn(A)⊗Ẑ� � Kpr

n (A, Ẑ�) � Kn(A, Ẑ�) and Gn(A)⊗Ẑ� �
Gprn (A, Ẑ�) � Gn(A, Ẑ�) are �-complete profinite Abelian groups since,
by theorem 7.1.12, Kn(A), Gn(A) are finite groups.

Corollary 8.2.4 Let R be the ring of integers in a number field F , Λ an R-
order in a semi-simple F -algebra Σ satisfying the hypothesis of theorem 8.1.2,
(e.g. Λ = RG, G a finite group, Σ = FG). Let � be a rational prime. Then
SKpr

n (Λ, Ẑ�) � SKn(Λ, Ẑ�) is an �-complete profinite Abelian group.

PROOF It follows from theorem 8.2.3 and corollary 8.2.3 that
lim←−s

Kpr
n (Λ, Ẑ�)

/�s � Kn(Λ, Ẑ�) � Kpr
n (Λ, Ẑ�), and lim←−s

Gprn (Λ, Ẑ�)/�s � Gn(Λ, Ẑ�) �

Gprn (Λ, Ẑ�). Hence, in view of remarks 2.6 (ii), we now have
lim←−s

SKpr
n (Λ, Ẑ�)/�s � SKn(Λ, Ẑ�) � SKpr

n (Λ, Ẑ�) as required.

8.3 Profinite K-theory of p-adic orders and semi-simple
algebras

8.3.1 Let R be the ring of integers in a number field F , p a prime ideal
of R, p := char(R/p). Then, F̂p is a p-adic field (i.e., a finite extension of
Q̂p) and R̂p is the ring of integers of F̂p. If Λ is any R-order in a semi-
simple F -algebra Σ, then Λ̂p is an R̂p-order in the semi-simple algebra Σ̂p.
Let � be a rational prime such that � 	= p. Now, since we do not have finite
generation results for Kn(Λ̂p), Gn(Λ̂p), n ≥ 1, we cannot apply theorem 8.2.3
to conclude that Kpr

n (Λ̂p, Ẑ�) and Gprn (Λ̂p, Ẑ�) are �-complete. However, we
are able to show in this section that Gprn (Λ̂p, Ẑ�) is �-complete by first showing
that Kpr

n (Σ̂p, Ẑ�) = Gprn (Σ̂p, Ẑ�) is �-complete and that Kpr
n (Γ̂p, Ẑ�) is �-

complete for any maximal R̂p-order Γ̂p in Σ̂p. We also show in this section
that if R,F,Λ,Σ satisfy the hypothesis of theorem 8.1.2 (e.g., when Λ = RG,
G a finite group), then SKpr

n (Λ̂p, Ẑ�) is �-complete.

Theorem 8.3.1 Let p be a rational prime, F a p-adic field (i.e., F is any
finite extension of Q̂p), R the ring of integers of F , Γ a maximal R-order in
a semi-simple F -algebra Σ, � a rational prime such that � 	= p. Then, for all
n ≥ 2,

(i) Kpr
n (Σ, Ẑ�) � Kn(Σ, Ẑ�) is an �-complete profinite Abelian group.

(ii) Kpr
n (Γ, Ẑ�) � Kn(Γ, Ẑ�) is an �-complete profinite Abelian group.
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Remarks 8.3.1 Since in theorem 8.3.1, Σ =
∏r
i=1Mni(Di),Γ =∏r

i=1Mni(Γi), say, where Γi is a maximal order in some division algebra Di

over F , it suffices to prove the following result in order to prove theorem 8.3.1.

Theorem 8.3.2 Let Γ be a maximal order in a central division algebra D
over a p-adic field F . Assume that � is a rational prime such that � 	= p.
Then, for all n ≥ 2,

(i) Kpr
n (D, Ẑ�) � Kn(D, Ẑ�) is an �-complete profinite Abelian group.

(ii) Kpr
n (Γ, Ẑ�) � Kn(Γ, Ẑ�) is an �-complete profinite Abelian group.

PROOF Let m be the unique maximal ideal of Γ. Consider the following
localization sequence:

. . . −→ Kn(Γ/m,Z/ls) −→ Kn(Γ,Z/ls) −→ Kn(D,Z/ls)
−→ Kn−1(Γ/m,Z/ls) −→ . . .

(I)

We know that Kn(Γ,Z/ls) � Kn(Γ/m,Z/ls) is finite for all n ≥ 1 (see [204],
corollary 2 to theorem 2). Now, since the groups Kn(Γ/m,Z/ls), n ≥ 1 are
finite groups with uniformly bounded orders (see [204]), so are the groups
Kn(D,Z/ls) and Kn(Γ,Z/ls). So, in the exact sequences

0 −→ lim←−s
1Kn+1(D,Z/ls) −→ Kpr

n (D, Ẑ�) −→ Kn(D, Ẑ�) −→ 0 (I)

and

0 −→ lim←−s
1Kn+1(Γ,Z/ls) −→ Kpr

n (Γ, Ẑ�) −→ Kn(Γ, Ẑ�) −→ 0

we have lim←−s
1Kn+1(D,Z/ls) = 0 = lim←−s

1Kn+1(Γ,Z/ls), and so,

Kpr
n (D, Ẑ�) � Kn(D, Ẑ�);Kpr

n (Γ, Ẑ�) � Kn(Γ, Ẑ�). (II)

This proves part of (i) and (ii).
To show that Kpr

n (D, Ẑ�) and Kpr
n (Γ, Ẑ�) are �-complete, it suffices to show

that
lim←−s

Kpr
n (D, Ẑ�)/�s � Kn(D, Ẑ�)(� (Kpr

n (D, Ẑ�)),

and
lim←−s

Kpr
n (Γ, Ẑ�)/�s � Kn(Γ, Ẑ�)(� (Kpr

n (Γ, Ẑ�)).

But these follow from the exact sequence

0 −→ lim←−s
Kpr
n (D, Ẑ�)/�s −→ Kn(D, Ẑ�) −→ lim←−s

Kpr
n−1(D, Ẑ�)[�

s] −→ 0
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and

0 −→ lim←−s
Kpr
n (Γ, Ẑ�)/�s −→ Kn(Γ, Ẑ�) −→ lim←−s

Kpr
n−1(Γ, Ẑ�)[�

s] −→ 0

where lim←−s
Kpr
n−1(D, Ẑ�)[�

s] = 0 = lim←−K
pr
n−1(Γ, Ẑ�)[�

s] by theorem 8.2.2(i).

Finally, observe that Kn(D, Ẑ�) = lim←−Kn(D,Z/ls) and Kn(Γ, Ẑ�) =
lim←−Kn(Γ,Z/ls) are profinite since Kn(D,Z/ls) and Kn(Γ,Z/ls) are finite.

Theorem 8.3.3 Let R be the ring of integers in a p-adic field F , � a rational
prime such that � 	= p, Λ an R-order in a semi-simple F -algebra Σ. Then,
for all n ≥ 2, Gprn (Λ, Ẑ�) is an �-complete profinite Abelian group.

PROOF First we show that for all n ≥ 2, Gn(Λ,Z/ls) is a finite Abelian
group. Observe that Gn(Σ,Z/ls) is finite by the proof of theorem 8.3.2 since

Gn(Σ,Z/ls) �
r
⊗
i=1

Gn(Di,Z/ls) for some division algebra Di over F and each

Gn(Di,Z/ls) is finite.
That Gn(Λ,Z/ls) is finite would follow from the following localization se-
quence:

. . . −→ Gn(Λ/pΛ,Z/ls) −→ Gn(Λ,Z/ls) −→ Gn(Σ,Z/ls) −→ . . . ,

since Gn(Λ/pΛ,Z/ls) is finite. Note that the finiteness of Gn(Λ/pΛ,Z/ls) can
be seen from the exact sequence

0 −→ Gn(Λ/pΛ)/�s −→ Gn(Λ/pΛ,Z/ls) −→ Gn−1(Λ/pΛ)[�s] −→ 0,

using the fact that Gn(Λ/pΛ) is finite (Gn of a finite ring is finite) (see theo-
rem 7.1.12). It follows from the exact sequence

0 −→ lim←−s
1Gn+1(Λ,Z/ls) −→ Gprn (Λ, Ẑ�) −→ Gn(Λ, Ẑ�) −→ 0

that Gprn (Λ, Ẑ�) � Gn(Λ, Ẑ�) since lim←−s
1Gn+1(Λ,Z/ls) = 0. Also, we have

lim←−s
Gprn+1(Λ, Ẑ�)/�

s � Gn+1(Λ, Ẑ�) from the exact sequence

0 −→ lim←−s
Gprn+1(Λ, Ẑ�)/�

s −→ Gn+1(Λ, Ẑ�) −→ lim←−s
Gprn (Λ, Ẑ�)[�s] −→ 0,

since lim←−s
Gprn (Λ, Ẑ�)[�s] = 0.

Theorem 8.3.4 Let R be the ring of integers in s p-adic field F, Λ an R-
order in a semi-simple F -algebra Σ, � a rational prime such the � 	= p. Then,
for all n ≥ 1,
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(i) Gn(Λ)� are finite groups.

(ii) Kn(Σ)� are finite groups.

(iii) Kernel and cokernel of Gn(Λ) → Gprn (Λ, Ẑ�) are uniquely �-divisible.

(iv) Kernel and cokernel of Kn(Σ) → Kpr
n (Σ, Ẑ�) are uniquely �-divisible.

PROOF (iii) and (iv) would follow from corollary 8.2.1 once we prove
(i) and (ii) since, then, Gn(Λ)� and Kn(Σ)� would have no non-zero divisible
subgroups.

(i) To prove that Kn(Σ)� is finite, it suffices to prove that Kn(D)� is finite
where D is a central division algebra over some p-adic field F . Now, in
the exact sequence

0 −→ Kn+1(D)/�s −→ Kn+1(D,Z/ls) −→ Kn(D)[�s] −→ 0,

we know from the proof of theorem 8.3.2 that for all n ≥
1, Kn+1(D,Z/ls) is a finite group. Hence Kn(D)[�s] is a finite group
having uniformly bounded orders. But Kn(D)[�s−1] ⊂ Kn(D)[�s], for
all s. Hence, the orders of the groups Kn(D)[�s] are the same for some
s ≥ s0. But Kn(D)� =

⋃∞
s=1 Kn(D)[�s]. Hence Kn(D)� is finite.

(ii) To show that Gn(Λ)� is finite for all n ≥ 1, we consider the exact
sequence

0 −→ Gn+1(Λ)/�s −→ Gn+1(Λ,Z/ls) −→ Gn(Λ)[�s] −→ 0

and conclude that Gn(Λ)[�s] are finite groups with uniformly bounded
orders since this is true for Gn+1(Λ,Z/ls). Hence, Gn(Λ)�
=
⋃∞
s=1 Gn(Λ)[�s] is finite.

Remarks Note that in the global case, Gn(Λ)� is known to be finite since
Gn(Λ) is finitely generated.

Theorem 8.3.5 Let R be the ring of integers in a number field F, Λ an R-
order in a semi-simple F -algebra Σ satisfying the hypothesis of theorem 8.1.2,
p any prime ideal of R, and � a rational prime such that � = char(R/p).
Then,

(i) Kn(Λ̂p)� is a finite group.

(ii) The map ϕ : Kn(Λ̂p)� → Kpr
n (Λ̂p, Ẑ�)� is an isomorphism.

PROOF
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(i) By theorem 8.1.3(iii)(b), SKn(Λ̂p) = Ker(Kn(Λ̂p) → Gn(Λ̂p)). We
first show that SKn(Λ̂p) is finite or zero. Now, SKn(Λ) is finite for all
n ≥ 1 (see theorem 7.1.11). Moreover, it is well known that Σ̂p splits for
almost all prime ideals p of R and that Λ̂p is a maximal R̂p-order in a
split semi-simple algebra Σ̂p for almost all p. Hence SKn(Λ̂p) = 0 for all
n ≥ 1 (see theorem 7.1.9). Now, suppose Λ̂p1 , Λ̂p2 , . . . Λ̂pm are the non-
maximal orders. Also, it was shown in theorem 7.1.10 that there exists
a surjection SKn(Λ) →

m
⊗
i=1

SKn(Λ̂p). Hence each SKn(Λ̂p) is finite for

i = 1 . . .m. So, we have shown that for all prime ideals p of R, SKn(Λ̂p)
is finite or zero. Hence SKn(Λ̂p)� = Ker(Kn(Λ̂p)� → Gn(Λ̂p)�)) is finite
or zero. Now, by theorem 8.3.4(i), Gn(Λ̂p)� is finite. Hence Kn(Λ̂p)� is
finite.

(ii) Now, by (i), Kn(Λ̂p)� is finite and hence has no non-zero divisible sub-
groups, and so, by 2.8, Ker(Kn(Λ̂p)

ϕ→ Kpr
n (Λ̂p, Ẑ�)) is uniquely �-

divisible. But div Kn(Λ̂p)� = 0, since Kn(Λ̂p)� is finite. Consider the
commutative diagram

Kn(Λ̂p)�
δ



ϕ∗
�� Kpr

n (Λ̂p, Ẑ�)�

η
�������������

Kn(Λ̂p, Ẑ�).

(V)

So, we have

Ker(Kn(Λ̂p)� −→ Kpr
n (Λ̂p, Ẑ�)�) ⊆ Kerδ = div Kn(Λ̂p)� = 0.

So, Kn(Λ̂p)� −→ Kpr
n (Λ̂p, Ẑ�)� is injective. Also, Kn(Λ̂p)� −→

Kpr
n (Λ̂p, Ẑ�)� is surjective since each Kn(Λ̂p)[�s] −→ Kpr

n (Λ̂p, Ẑ�)[�s]
is surjective by theorem 8.2.1(i). Hence Kn(Λ̂p)� � Kpr

n (Λ̂p, Ẑ�)�.

Our next aim is to prove the local analogue of corollary 8.2.4. As we said
earlier, we cannot exploit theorem 8.2.3 and corollary 8.2.3 since we do not
have finite generation results for Kn(Λ̂p), Gn(Λ̂p), n ≥ 1. However, we exploit
the fact that SKn(Λ̂p) and SGn(Λ̂p) are finite to prove �-completeness of
SKpr

n (Λ̂p, Ẑ�) when Λ, Σ, R, F satisfy the hypothesis of theorem 8.1.2.

Theorem 8.3.6 Let R be the ring of integers in a number field F, Λ an R-
order in a semi-simple F -algebra Σ satisfying the hypothesis of theorem 8.1.2
(e.g., Λ = RG, G any finite group). Let p be a prime ideal of R, � a rational
prime such that � 	= char(R/p). Then for all n ≥ 1,
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(i) SKpr
n (Λ̂p, Ẑ�) is isomorphic to a subgroup of SKn(Λ̂p, Ẑ�).

(ii) lim←−s
SKpr

n (Λ̂p, Ẑ�)/�s � SKn(Λ̂p, Ẑ�).

(iii) SKpr
n (Λ̂p, Ẑ�) is an �-complete profinite Abelian group.

PROOF

(i) First observe from theorem 8.1.3(iv)(b) that SKn(Λ̂p,Z/�s)
= Ker(Kn(Λ̂p,Z/�s) → Gn(Λ̂p,Z/�s)) and from remarks 8.2.3(ii) that

SKpr
n (Λ̂p, Ẑ�) = Ker(Kpr

n (Λ̂p, Ẑ�) → Gprn (Λ̂p, Ẑ�))

and
SKn(Λ̂p, Ẑ�) = Ker(Kn(Λ̂p, Ẑ�) → Gn(Λ̂p, Ẑ�)).

Now, by applying the Snake lemma to the following commutative dia-
gram

0 −→ lim←−s
1Kn+1(Λ̂p,Z/�s) −→ Kpr

n (Λ̂p, Ẑ�) −→ Kn(Λ̂p, Ẑ�) −→ 0⏐⏐8 ⏐⏐8 ⏐⏐8
0 −→ lim←−s

1Gn+1(Λ̂p,Z/�s) −→ Gprn (Λ̂p, Ẑ�) −→ Gn(Λ̂p, Ẑ�) −→ 0

(I)

where the rows are exact by remarks 8.2.2(i),(ii), we obtain a sequence

0 −→ lim←−s
1SKn+1(Λ̂p,Z/�

s) −→ SKpr
n (Λ̂p, Ẑ�) −→ SKn(Λ̂p, Ẑ�)

−→ lim←−s
1(Coker(Kn+1(Λ̂p,Z/�

s)) −→ Gn+1(Λ̂p, Ẑ/�
s)) −→ . . .

So, to prove (i), it suffices to show that for all n ≥ 1, lim←−s
1SKn(Λ̂p,Z/�s) =

0.

To do this, it suffices to show that SKn(Λ̂p,Z/�s) is finite since lim←−s
1Gs =

0 for any inverse system {Gs} of finite groups Gs. This is what we set
out to do now.

That SKn(Λ̂p,Z/�s) is finite follows from applying the Snake lemma to
the following commutative diagram

0 → Kn(Λ̂p)/�s → Kn(Λ̂p, Ẑ/�s) → Kn−1(Λ̂p)[�s] → 0⏐⏐8 ⏐⏐8 ⏐⏐8
0 → Gn(Λ̂p)/�s → Gn(Λ̂p, Ẑ/�s) → Gn−1(Λ̂p)[�s] → 0.

(II)

and using the fact that SKn(Λ̂p) = Ker(Kn(Λ̂p) → Gn(Λ̂p)) is finite
for all n ≥ 1 (see theorem 8.1.3(iii)(b) and proof of theorem 8.3.5).
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(ii) Consider the following commutative diagram:

0 → Kpr
n (Λ̂p, Ẑ�)/�s) → Kn+1(Λ̂p, Ẑ/�s) → Kpr

n (Λ̂p, Ẑ�)[�s] → 0⏐⏐8 ⏐⏐8 ⏐⏐8
0 → Gprn (Λ̂p, Ẑ�)/�s) → Gn+1(Λ̂p, Ẑ/�s) → Gprn (Λ̂p, Ẑ�)[�s] → 0.

(III)
Now, by taking lim←− of the rows and using the fact that lim←−s

Kpr
n (Λ̂p, Ẑ�)[�s] =

0 = lim←−s
Gprn (Λ̂p, Ẑ�)[�s] (see theorem 8.2.2(i) with C = P(Λ̂p), C =

M(Λ̂p), we have the result from the commutative diagram

lim←−s
Kpr
n (Λ̂p, Ẑ�)/�s � Kn(Λ̂p, Ẑ�)⏐⏐8 ⏐⏐8

lim←−s
Gprn (Λ̂p, Ẑ�)/�s � Gn(Λ̂p, Ẑ�).

(iii) From (i) and (ii) above, we have an exact sequence

0 → SKpr
n (Λ̂p, Ẑ�)

ϕ→ SKn(Λ̂p, Ẑ�) � lim←−s
SKn(Λ̂p, Ẑ�)/�s. (IV)

But we know from the proof of theorem 8.2.12 that Kpr
n (Λ̂p, Ẑ�) is weak-

ly �-complete. So, SKpr
n (Λ̂p, Ẑ�) is also weakly �-complete as a sub-

group of Kpr
n (Λ̂p, Ẑ�). But, for any weakly �-complete Abelian group G,

Coker(G
ϕ→ lim←−s

G/�s) = 0 (see remarks 8.2.4(i)(V)). So, Cokerϕ = 0 in

(IV) above. Hence SKpr
n (Λ̂p, Ẑ�) � lim←−s

SKpr
n (Λ̂p, Ẑ�)/�s.

Remarks 8.3.2 It is conjectured that Kpr
n (Λ̂p, Ẑ�) is �-complete even though

the author is not yet able to prove it. It follows from earlier results that
Kpr
n (Λ̂p, Ẑ�) is weakly �-complete.

8.4 Continuous K-theory of p-adic orders

8.4.1 Let F be a p-adic field, R the ring of integers of F , Λ any R-order in a
semi-simple F -algebra Σ. We present in this section a definition of continuous
K-theory Kc

n(Λ) of Λ and examine some of the properties.

Definition 8.4.1 Kc
n(Λ) := lim←−s

Kn(Λ/psΛ) for all n ≥ 1.
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Theorem 8.4.1 (i) Kc
n(Λ) is a profinite Abelian group for all n ≥ 1.

(ii) Kc
2n(Λ) is a pro-p-group for n ≥ 1.

PROOF

(i) Since Λ/psΛ is a finite ring, the proof follows from the fact that Kn of
a finite ring is finite (see theorem 7.1.12).

(ii) Λ/psΛ is a Z/ps-algebra, and so, I = rad(Λ/psΛ) is a nilpotent ideal
in the finite ring Λ/psΛ. So, by [236], 5.4 we have, for all n ≥ 1 that
Kn(Λ/psΛ, I) is a p-group. By tensoring with Z

(
1
p

)
the exact sequence

· · · −→ Kn(Λ/psΛ, I) −→ Kn(Λ/psΛ) −→ Kn(Λ/psΛ)/I)
−→ Kn(Λ/psΛ, I) −→ · · · ,

we have that Kn((Λ/psΛ)/I)(1/p) � Kn(Λ/psΛ)(1/p). But (Λ/psΛ)/I
is a finite semi-simple ring and hence a direct product of matrix alge-
bras over fields. Hence K2n((Λ/psΛ)/I)(1/p) � K2n(Λ/psΛ)(1/p) = 0
by Quillen’s results. Hence K2n(Λ/psΛ) is a finite p-group, and so,
Kc

2n(Λ) := lim←−s
K2n(Λ/psΛ) is a pro-p-group.

8.4.2 Let R be the ring of integers in a number field or a p-adic field F , Λ
any R-order in a semi-simple F -algebra Σ, q a two-sided ideal of Λ of finite
index. Let GL(Λ/q) denote the image of GL(Λ) under the canonical map
GL(Λ) → GL(Λ/q). Suppose that K(Λ,q) denotes the connected component
of the homotopy fiber of the map BGL+(Λ) → BGL+(Λ/q). Then we have
a fibration

K(Λ,q) → BGL+(Λ) → BGL+(Λ/q)

and hence a long exact sequence

. . .Kn+1(Λ/q) −→ Kn(Λ,q) δn−→ Kn(Λ) αn−→ Kn(Λ/q) . . .

where Kn(Λ,q) := πn(K(Λ,q)).

Definition 8.4.2 Let R be the ring of integers in a p-adic field F , Λ any
R-order in a (p-adic) semi-simple F -algebra Σ.
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Define

Dn(Λ) := lim←−s
Coker(Kn(Λ, psΛ) δn−→ Kn(Λ)),

Dn(Σ) := lim←−s
Coker(Kn(Λ, psΛ)

ηn−→ Kn(Σ)),

Rn(Λ) := lim←−s
Ker(Kn(Λ, psΛ) δn−→ Kn(Λ)),

Rn(Σ) := lim←−s
Ker(Kn(Λ, psΛ)

ηn−→ Kn(Σ)),

where ηn is the composite Kn(Λ, psΛ) → Kn(Λ) → Kn(Σ).

Remarks 8.4.1 In [159] R. Oliver defines

Kc
2(Λ) := lim←−s

Coker(K2(Λ, psΛ) → K2(Λ))

where his own K2(Λ, psΛ) is not π2(K(Λ, psΛ)) defined in 8.4.2 above. In
the context of [159], K2(Λ, psΛ) was defined as Ker(K2(Λ) → K2(Λ/psΛ)).
However, he shows in [159] theorem 3.6 that Kc

2(Λ) as defined in [159] is
isomorphic to lim←−

k

K2(Λ/pkΛ). So, in a sense, our definition is a generalization

of that of Oliver in [159]. Note also that our definition is closely related to
Ktop
n (R) of Wagoner [223] where R is the ring of integers in a p-adic field.

In that article, Wagoner defined Ktop
n (R) := lim←−s

Kn(R/psR) where p is a

maximal ideal above p.

Theorem 8.4.2 Let R be the ring of integers in a p-adic field F , Λ any
R-order in a semi-simple F -algebra Σ. Then for all n ≥ 1,

(i) There exists an exact sequence

0 → Dn(Λ) → Kc
n(Λ) → Rn−1(Λ) → 0.

(ii) If Γ is a maximal R-order in Σ, we also have an exact sequence

0 → D2n(Γ) → D2n(Σ) → K2n−1(Γ/radΓ) → SK2n−1(Γ) → 0.

PROOF

(i) From the exact sequence

· · · −→ Kn+1(Λ/psΛ) −→ Kn(Λ, psΛ)
−→ Kn(Λ) −→ Kn(Λ/psΛ) −→ Kn−1(Λ, psΛ) −→ · · · ,

we obtain

0 −→ Coker(Kn(Λ, psΛ) −→ Kn(Λ)) −→ Kn(Λ/psΛ)
−→ Ker(Kn−1(Λ, psΛ) −→ Kn−1(Λ)) −→ 0.

Now, by taking inverse limits, we have the result.
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(ii) First, we have the following localization sequence

. . .K2n(Γ/radΓ) −→ K2n(Γ) −→ K2n(Σ) −→ K2n−1(Γ/radΓ)
−→ SK2n−1(Γ) −→ 0. (I)

Now, (Γ/radΓ) is a finite semi-simple ring that is a direct product of
matrix algebras over finite fields, and so, we have K2n(Γ/radΓ) = 0.
Hence 0 → K2n(Γ) → K2n(Σ) is exact. So,

0 −→ K2n(Γ)
Im(K2n(Γ, psΓ))

−→ K2n(Σ)
Im(K2n(Γ, psΓ))

is also exact.

Taking inverse limits, we have 0 → D2n(Γ) → D2n(Σ) is exact.

So, we have the required sequence

0 → D2n(Γ) → D2n(Σ) → K2n−1(Γ/radΓ) → SK2n−1(Γ) → 0.

Theorem 8.4.3 In the notation of definition 8.4.2,

(a) Rn(Λ), Dn(Λ) are profinite groups for all n ≥ 1.

(b) Rn(Σ), D2n(Σ) are profinite groups for all n ≥ 1.

PROOF

(a) Consider the exact sequence

· · · −→ Kn+1(Λ/psΛ) −→ Kn(Λ, psΛ) −→ Kn(Λ) −→ Kn(Λ/psΛ)
−→ Kn−1(Λ, psΛ) −→ · · · .

Now, since Kn(Λ/psΛ) is finite for all n ≥ 1 (see theorem 7.1.12),
it follows that Ker(Kn(Λ, psΛ) → Kn(Λ)) is finite as the image
of the finite group Kn+1(Λ, psΛ). Hence Rn(Λ) is profinite. Al-
so, Coker(Kn(Λ, psΛ) → Kn(Λ)) is finite as the image of Kn(Λ) →
Kn(Λ/psΛ). Hence Dn(Λ) is profinite.

(b) Consider the commutative diagram

Kn(Λ, psΛ)
β


α �� Kn(Λ)

γ
�����������

Kn(Σ)
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and the associated exact sequence

· · · → Kerα→ Kerβ → SKn(Λ) → Cokerα→ Cokerβ → Cokerγ → 0.

Now, Kerα has been shown to be finite in the proof of (a) above, and
SKn(Λ) is finite (theorem 7.1.11(ii)). Hence Kerβ is finite. Hence Rn(Σ)
is profinite.

Since K2n−1(Γ/radΓ) is finite, it follows from the sequence

0 −→ Dn(Γ) −→ D2n(Σ) −→ k2n−1(Γ/radΓ) −→ · · ·

that D2n(Γ) has finite index in D2n(Σ). Now, since D2n(Γ) is profinite,
so is D2n(Σ).

Theorem 8.4.4 Let R be the ring of integers in a number field F , Λ any
R-order in a semi-simple F -algebra Σ. Then for all n ≥ 1, we have the
following:

(i) For almost all prime ideals p in R,

Rn(Λ̂p) � Rn(Σ̂p)

0 → Dn(Λ̂p) → Dn(Σ̂p) → Kn(Σ̂p)
Im(Kn(Λ̂p))

→ 0.

Hence Kn(Σ̂p)

ImKn(Λ̂p)
� Dn(Σ̂p)

Dn(Λ̂p)
for almost all prime ideals p in R.

(ii) D2r(Σ̂p)

D2r(Λ̂p)
� K2r−1(Λ̂p/radΛ̂p) for almost all p. In this situation∣∣∣ (D2r(Σ̂p)

D2r(Λ̂p)

) ∣∣∣ ≡ −1 mod p for some rational prime p lying below p.

PROOF It is well known that for almost all p, Λ̂p is a maximal order in
the semi-simple F̂p-algebra Σ̂p that splits. Also, for such p, SKn(Λ̂p) = 0 for
all n ≥ 1 (see theorem 7.1.9). Note that for each p, there is a rational prime
p below p.

Now, from the commutative diagram

Kn(Λ̂p, p
sΛ̂p)

↘α⏐⏐8β Kn(Σ̂p),
↗γ

Kn(Λ̂p)
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we have an exact sequence

0 → Ker(Kn(Λ̂p, p
sΛ̂p) → Kn(Λ)) → Ker(Kn(Λ̂p, p

sΛ̂p) → Kn(Σ̂p))

→ SKn(Λ̂p) → Coker(Kn(Λ̂p, p
sΛ̂p) → Kn(Λ̂p))

→ Coker(Kn(Λ̂p, p
sΛ̂p) → Kn(Σ̂p)) → Kn(Σ̂p)

Im(Kn(Λ̂p)
→ 0.

By taking inverse limits lim←−
k

and observing that SKn(Λ̂p) = 0 for all n ≥ 1,

for such p, we have (i).

(i) From theorem 8.4.2(i), we have an exact sequence

0 → D2n(Λ̂p) → D2n(Σ̂p) → K2n−1(Λ̂p/radΛ̂p) → SK2n−1(Λ̂p) → 0

for almost all p. Since SK2n−1(Λ̂p) = 0 for almost all p, we have
D2n(Σ̂p)/D2n(Λ̂p) � K2n−1(Λ̂p/radΛ̂p) as required.

Now, Λ̂p/radΛ̂p is a finite semi-simple ring and hence a product of matrix
algebras over finite fields. Hence, the result follows by applying Quillen’s
result on K2n−1(F ) where F is a finite field of order ps, say for some rational
prime p lying below p.

We close this section with a connection between profinite and continuous
K-theory of p-adic orders.

Theorem 8.4.5 Let F be a p-adic field with ring of integers R, Λ an R-order
in a semi-simple F -algebra Σ, � a rational prime such that � 	= p. Then, for
all n ≥ 2,

lim←−
t
Kpr
n (Λ/ptΛ, Ẑ�) � Kc

n(Λ)× Ẑ�.

PROOF Since Λ/ptΛ is a finite ring, then for all n ≥ 1, Kn(Λ/ptΛ) is a
finite group (see theorem 7.1.12). We apply corollary 8.2.3 to get

Kn(Λ/ptΛ)⊗ Ẑ� � Kpr
n (Λ/ptΛ, Ẑ�).

Taking inverse limits, we have

Kc
n(Λ)⊗ Ẑ� � lim←−

t
Kpr
n (Λ/ptΛ, Ẑ�).

Exercises

8.1 Let F be a number field, G a finite group Dn(FG), the subgroup of
divisible elements in Kn(FG). Show that
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(a) D2n−1(FG) = 0 for n ≥ 1.

(b) D2n(FG) is a finite group for all n ≥ 1.

8.2 Let R be the ring of integers in a number field F , Λ any R-order in
a semi-simple F -algebra Σ, � an odd rational prime. Show that the exact
sequence

0 → Kn(Λ)/�2 → Kn(Λ,Z/�s) → Kn−1(Λ)[�s] → 0

is split.

8.3 Let {Gn} be an inverse system of Abelian groups such that each Gn has
a finite �-power exponent. Show that lim←−

1 Gn is weakly �-complete.

8.4 Let C be an exact category, � a rational prime. Show that there exists an
exact Ẑ� sequence

0 → Kpr
n (C, Ẑ�)⊗ Q̂�/Ẑ� → Kn+1(C, Q̂�/Ẑ�) → Kpr

n (C, Ẑ�)(�) → 0.
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Chapter 9

Mackey, Green, and Burnside
functors

In this chapter, we present Mackey, Green, and Burnside functors and their
bases in a way that will prepare us for applications in equivariant K and
homology theories.
Many of the results in this chapter were originally due to A. Dress see [47, 48,
50].

9.1 Mackey functors

Definition 9.1.1 Let D be an Abelian category and let B be a category with
finite sums, final object, and finite pull-backs (and hence finite products). Then
the pair of functors (M∗,M∗) : B → D is called a Mackey functor if

(i) M∗ : B → D is covariant, M∗ : B → D is contravariant, and M∗(X) =
M∗(X) := M(X) for all X ∈ obC.

(ii) For any pull-back diagram

A′
p2−→ A2⏐⏐8p1 ⏐⏐8f2

A1
f1−→ A

in C, the diagram

M(A′)
p2∗−→ M(A2)9⏐⏐p∗1 9⏐⏐f∗

2

M(A1)
f1∗−→ M(A)

commutes.

(iii) M∗ transforms finite coproducts in B into finite products in D, i.e., the

embeddings Xi ↪→
n∐
i=1

Xi induce an isomorphism

M(X1

∐
X2

∐
· · ·
∐

Xn) �M(X1)× · · · ×M(Xn).

Remarks 9.1.1 Note that (ii) above is an axiomatization of the Mackey
subgroup theorem in classical representation theory (see [39]). As a first step
towards seeing this connection, one can show that if B = GSet, A1 = G/H ,
A2 = G/H ′, then the orbit space of G/H ×G/H ′ can be identified with the

253
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set D(H,H ′) = {HgH ′ : g ∈ G} of double cosets of H and H ′ in G. This
identification is also crucial for the connection between Mackey functors and
Green’s G-functors discussed in Remark (9.1.2 (ii)).

Examples 9.1.1 (i) Let G be a finite group and B a ZG-module. For any
G-set S, let HG(S,B) denote the set of G-maps f : S → B. Then,
HG(S,B) is an Abelian group where addition is defined in HG(S,B) by
(f1 + f2)(s) = f1(s) + f2(s) (f1, f2 ∈ HG(S,B)). Now, if h : S → T is
a G −map, we define h∗ : HG(T,B) → HG(S,B) by f → fh, and h∗ :
HG(S,B) → HG(T,B) by g → h∗g : t→

∑
s∈h−1(t) g(s) (t ∈ T ). Then,

HG(−, B) : GSet → Z −Mod given by S → HG(S,B), h → (h∗, h∗)
satisfies property (i) of definition 9.1.1.
Now suppose that

S1×
S
S2

pi

��

p2 �� S2

f2

��
S1

f1 �� S

is a pull-back square in GSet and g ∈ HG(S1, B) where B is a ZG-
module.
We have to show that f∗2 f1∗g(s) = p2∗p∗1g(s) for all s ∈ S1. Now,

f∗2 f1∗g(s) = f1∗g(f2(s)) =
∑

x∈f−1
1 (f2(s))

g(x)

and

p2∗p∗1g(s) =
∑

(x,y)∈p−1
2 (s)

p∗1g(x, y) =
∑

(x,y)∈p−1
2 (s)

g(p1(x, y))

=
∑

(x,y)∈p−1
2 (s)

g(x).

Moreover, (x, y) ∈ p−1
2 (s) ⊆ S1 × S2 if and only if y = p2(x, y) = s

and f1(x) = f2(s), and so the two sums coincide. That HG(−, B) takes
sums into products can be checked easily. Details are left to the reader.

(ii) Let B be a ZG-module. We define a bifunctor B = (B∗, B∗) : GSet →
Z−Mod as follows:
for S ∈ GSet, B(S) is the set of all set-theoretic maps from S to B as
ZG-module where for f1, f2 : S → B one puts (f1+f2)s = f1s+f2s, and
the G-action G × B(S) → B(S) : (g, f) → gf is defined by (gf)(s) =
gḟ(g−1s) for any s ∈ S. Note that HG(S,B) is just the subgroup of G-
invariant elements in B(S). Moreover, given a G-map ϕ : S → T , then
one has ϕ∗ = B∗(ϕ) : B(T ) → B(S) given by f → fϕ̇ and ϕ∗ = B∗(ϕ) :



Mackey Functors 255

B(S) → B(T ) given by f → ϕ∗f where ϕ∗f(t) =
∑
s∈ϕ−1(t) f(s), which

are now ZG-homomorphisms. As above, it can be easily checked that
B = (B∗, B∗) is a Mackey functor.
Now, if F : ZG-Mod → Z-Mod is any additive functor (e.g., B → BG)
where BG = {x ∈ B|gx = x∀g ∈ G} or, (B → BG = B/IGB where
IG = {

∑
g∈G ngg ∈ ZG|

∑
ng = 0} is the argumentation ideal in ZG),

then F (−, B) : GSet → ZG −Mod → Z −Mod is a Mackey functor
where

(F (ϕ,B)∗, F (ϕ,B)*) = (F (B∗(ϕ)), F (B∗(ϕ)))

if ϕ is a GSet morphism.

(iii) Let C be an exact category; G a finite, profinite, or compact Lie group.
Then for all n ≥ 0, the functor KG

n (−, C) : GSet→ Ab is a Mackey func-
tor. We shall consider these functors in some detail under equivariant
higher K-theory in chapters 10 and 12.

(iv) Let (C,⊥) be a symmetric monoidal category. Then KG
o (−, C) is a

Mackey functor.

PROOF Let ϕ : S → T be a map in GSet. Then ϕ defines a functor
ϕ : S → T : s → ϕ(s); (g, s) → (g, ϕ(s)), and ϕ induces a functor ϕ∗ : [T, C] →
[S, C] given by ζ → ζ ◦ ϕ such that (ζ⊥̇η) · ϕ = ζ · ϕ⊥̇η · ϕ. So, ϕ* induces a
homomorphism [T , C]+ → [S, C]+, and so, we have a composite map [T , C]+ →
[S, C]+ → KG

o (S, C). The universal property of the map [T , C]+ → KG
o (T, C)

implies that we have a homomorphism KG
o (T, C) → KG

o (S, C). Define ϕ∗ :
[S, C] → [T , C] by ζ → ϕ∗(ζ) where

ϕ∗(ζ)t = ⊥
s∈ϕ−1(t)

ζs and

(ϕ∗ζ)(g,t) : (ϕ∗ζ)t = ⊥
s∈ϕ−1(t)

ζs

⊥
s∈ϕ−1(t)

ζgs

−→ ⊥
s∈ϕ−1(t)

ζgs

= ⊥
s∈ϕ−1(gt)

ζs = (ϕ∗ζ)gt.

It can be easily checked that ϕ∗(ζ⊥̇η) � ϕ∗(ζ)⊥̇ϕ∗(η), and so, it induces a
homomorphism ϕ∗ : KG

o (S, C) → KG
o (T, C). So KG

o (−, C) is a bifunctor. We
leave the checking of other properties of Mackey functors as an exercise for
the reader.
If in addition to ⊥, our category C in (iv) possesses a further associative
composition o, which is naturally distributive with respect to ⊥ and has a
“unit”, i.e., an element X ∈ obC, such that the functor C → C : Y → Y ◦X
as well as C → C : Y → Y ◦ Y are naturally equivalent to the identity C →
C : Y → Y, then ◦ induces a multiplicative structure on [S, C], which makes
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KG
o (S, C) a ring with an identity, and KG

o (−, C) : GSet→ Z−Mod a Green
functor. Note that KG

o (∗, FSet) � Ω(G). Also, KG
o (G/G,C) � char(G) since

[G/G,P(C)] � P(C)G. More generally, KG
o (∗, C) � K(CG) since [∗, C] � CG.

Remarks 9.1.2 (i) One can show that if B is small, then the Mackey func-
tors from B to D form an Abelian category, and so, one can do homo-
logical algebra in the category of Mackey functors (see [48, 68, 111]).

(ii) One can relate Mackey functors with G-functors, as defined by J.A. Green
(see [64]). Let G be a finite group and let δG denote the subgroup cat-
egory whose objects are the various subgroups of G with δG(H1, H2) =
{(g,H1, H2) : g ∈ G, gH1g

−1 ⊆ H2} and composition of (g,H1, H2) ∈
δG(H1, H2) and (h,H2, H3) ∈ δG(H2, H3) defined by (h,H2, H3) ◦
(g,H1, H2) = (hg,H1, H3) so that (e,H,H) ∈ δG(H,H) is the iden-
tity where H ≤ G and e ∈ G is the trivial element.
There is a canonical functor C, the coset functor from δG into GSet
G/H , and with each morphism (g,H1, H2) ∈ δG(H1, H2)) the G-map
ψg−1 : G/H1 → G/H2 : xH1 → xg−1H2. If M : GSet→ D is a Mackey
functor, then the composition M̌ = M ◦C : δG→ D is a bifunctor from
δG into D, which has the following properties: (G1) if g ∈ H ≤ G, then
M̌∗(g,H,H) : M̌(H) → M̌(H) and M̌∗(g,H,H) : M̌(H) → M̌(H) are
the identity; (G2) if H1, H2 < H < G and if H = ∪ki=1H1giH2 is the
double coset decomposition of H with respect to H1 and H2, then the
composition of

M̌∗(1, H1, H) : M̌(H1) → M̌(H)

and
M̌∗(1, H2, H) : M̌(H) → M̌(H2)

coincides with the sum of the compositions of the various maps:

M̌∗(1, H1 ∩ giH2g
−1
i , H1) : M̌(H1) → M̌(H1 ∩ giH2g

−1
i )

and

M̌∗(g−1
i , H1 ∩ giH2g

−1
i , H2) : M̌(H1 ∩ giH2g

−1
i ) → M̌(H2)

for i = 1, . . . , k. The last statement follows from the fact that there is a
pull-back diagram

∪ki=1G/(H1 ∩ giH2g
−1
i )

Ψ

��

Φ �� G/H2

ψ

��
G/H1

φ �� G/H
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with

ϕ : G/H1 → G/H : xH1 → xH,ψ : G/H2 → G/H : xH2 → xH,

Ψ|G/(H1∩giH2g
−1
i )G/(H1 ∩ giH2g

−1
i ) → G/H1 : x(H1 ∩ giH2g

−1
i ) → xH1

Φ|G/(H1∩giH2g
−1
i )G/(H1 ∩ giH2g

−1
i ) → G/H2 : x(G1 ∩ giH2g

−1
i ) → xH2

to which definition (9.1.1(ii)) has to be applied. In [64]), Green con-
sidered G-functors from δG into Abelian categories D, which satisfy
(G1) and (G2), and called them G-functors. It can be shown that the
above construction of G-functors M̌ : δG → D from Mackey functors
M : GSet → D yields a one-one correspondence (up to isomorphism)
between G- and Mackey-functors, the inverse construction being giv-
en by associating to each G-functor F̌ : δG → D the Mackey functors
F : GSet→ D, which maps any G-set S onto the G-invariant elements in
⊕s∈SF (Gs) (or in case D is something more abstract than a category of
modules, the category theoretic equivalent object in D) and associating
to any G-map ϕ : S → T the induced morphisms

F∗(ϕ) : F (S) = (⊕s∈SF̌ (Gs))G → F (T ) = (⊕t∈T F̌ (Gt))G

and

F ∗(ϕ)F∗(T ) = (⊕t∈T F̌ (Gt))G → F (S) = (⊕s∈SF̌ (Gs))G,

which come from morphisms

F̌∗(1, Gs, Gϕ(s)) : F̌ (Gs) → F̌ (Gϕ(s))

and
F̌ ∗(1, Gs, Gϕ(s)) : F̌ (Gϕ(s)) → F̌ (Gs)

g ∈ G acts on

⊕
s∈S

xs ∈ ⊕
s∈S

F̌ (Gs) via g( ⊕
s∈S

xs) = ⊕
s∈S

F̌∗(g,Gg−1s, Gs)(xg−1s).

Since Mackey functors are definable on arbitrary categories with finite
pull-backs and sums, whereas G-functors are defined only on the various
subgroup categories, we will mainly stick to Mackey functors but use this
relation to identify Mackey functors with their associated G-functors,
which sometimes seem more familiar to representation theorists.
In particular, for any Mackey functor M : GSet → D, we will iden-
tify M̌ : δG → D with M and thus sometimes write M(H) instead of
M(G/H).
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(iii) When B = GSet in definition 9.1.1, D = Ab or R −Mod, then any
Mackey functors B → D are completely determined by their behavior
on the orbit category or (G) which is a full subcategory of GSet of the
form G/H (H ≤ G) (see [48, 50, 111]).
If G is a compact Lie group and B is the category of G-spaces of the
G-homotopy type of finite G-CW complexes, the behavior of Mackey
functors B → Ab is determined by the behavior on the category A(G)
of homogeneous spaces where obA(G) = {G/H : H , a closed subgroup
of G}. And morA(G)(G/H,G/K) is the free Abelian group on the e-
quivalence class of diagrams G/H ← G/L→ G/K (see [218]).

(iv) Let B be a category with finite coproducts, final object, and finite pull-
backs (and hence with initial objects and products).
Let B be a category such that ob(B) = obB, morB(X,Y ) = free Abelian

group on the equivalence classes of diagrams X α← V
β→ Y (I) where

X
α← V

β→ Y is equivalent to X α′
← V ′

β′
→ Y if and only if there exists

an isomorphism i : V → V ′ such that α′i = α, β′i = β. Then, the
Mackey functor M : B → Z −Mod as defined in (9.1.1) is equivalent
to an additive functor M : B → Z −Mod (see [134]). Note that the
situation applies notably to B = GSet (G finite) or A(G) (G compact
Lie group).

(v) Note: If we denote by BR (R is a commutative ring with identity)
a category such that ob(BR) = ob(B), morBR

(X,Y ) = free R-module
generated by equivalence classes of diagram (I), then a Mackey functor
M : B → R−Mod can be equivalently defined as an additive functor
M , BR → R−Mod.

Definition 9.1.2 For any category C, define a pre-ordering < of ob(C) by
A < B if morC(A,B) 	= ∅ and an equivalence relation � on ob(C) by A�B if
and only if A < B and B < A.

Suppose C has finite coproducts
∐

and products ×. One can easily check
that X < X

∐
Y , Y < X

∐
Y , and X < Z, Y < Z ⇒ X

∐
Y < Z. Also,

X × Y < X , X × Y < Y , and Z < X,Z < Y ⇒ Z < X × Y. Let C be a
category with finite coproducts and products. A class R of C-objects is said
to be r-closed (resp. l-closed) if R 	= ∅ and if X < Y , Y ∈ R ⇒ X ∈ R
and X,Y ∈ R ⇒ X

∐
Y ∈ R (resp. X < Y , X ∈ R ⇒ Y ∈ R and

X,Y ∈ R ⇒ X × Y ∈ R ) hold.
So, for any C-object X, the class Rr(X) = {Y : Y < X} is r-closed and X is
maximal in Rr with respect to <, while the class Rl(X) = {Y : X < Y } is
l-closed and X is minimal in Rl(X).
Moreover, Rr(X) = Rr(Y ) ⇐⇒ X�Y ⇐⇒ Rl(X) = Rl(Y ).
Conversely, if R is r-closed in C and if X ∈ R is maximal/minimal in R
with respect to <, then R = Rr(X)/Rl(X) since, sure enough, Rr(X) ⊆
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R/Rl(X) ⊆ R whereas, vice versa, Y ∈ R implies X
∐
Y ∈ R/X ×X ∈ R,

and thus using X < X
∐
Y and the maximality of X/X > X × Y and the

minimality of X- the equivalence of X and X
∐
Y/X × Y , we get

Y ∈ Rr(X
∐

Y ) = Rr(X)/Y ∈ Rl(X × Y ) = Rl(X).

In particular, if C contains only finitely many equivalence classes with respect
to the equivalence relation �, or if, more generally, any class R ⊆ C contains
at least one maximal/minimal object with respect to <, then any r-closed
/l-closed class R ⊆ C is of the form Rr(X)/Rl(X) for some X ∈ R.
In order to apply the foregoing to GSet, we first give the following.

Definition 9.1.3 For any S ∈ GSet, define U(S) = {H < G : SH 	= ∅}.
Note that U(S) is subconjugately closed, i.e., contains with any H ≤ G also

any H ′
G
≤ H.

Theorem 9.1.1 (i) If S, T are GSets, then S < T if and only if U(S) ⊆
U(T ). Hence S�T if and only if U(S) = U(T ), and there are only
finitely many equivalence classes with respect to � in GSet.

(ii) Any r-closed (resp. l-closed) class of G-sets is of the form Rr(S) (resp.
Rl(S)) for some G-set S.

PROOF We only have to prove the first part of (i) since (ii) and the
second part of (i) follow easily from the above remarks.
Let S < T , and let ϕ : S → T be a G-map. Since ϕ(SH) ⊆ TH , the
assumption SH 	= ∅ implies TH 	= ∅. Thus U(S) ⊆ U(T ). On the other hand,
if U(S) ⊆ U(T ), let S = ∪ni=1(G/Hi) for some Hi ≤ G. Then, Hi ∈ U(S) ⊆
U(T ), and so, G/Hi < T. So, S = ∪ni=1(G/Hi) < T by definition (9.1.2).

Remarks 9.1.3 Let U be a collection of subgroups of finite group G, and
let S(U) = ∪H∈UG/H . Then, U(S(U)) = U where U = {H ≤ G : ∃H ′ ∈
U with H ≤ H ′} is the subconjugate closure of U since (∪H∈UG/H)G 	=
∅ ⇐⇒ ∃H ′ ∈ U with (G/H ′)H 	= ∅ iff there exists H ′ ∈ U with H ≤ H ′. In
particular, U = U(S(U)) = U if and only if U is subconjugately closed.
Now define a relation ∼ on sets of subgroup of G by A ∼ B if and only if
A = B. Then ∼ is an equivalence relation. The following facts now emerge:

(i) For any G-set T , one has T�SU(T ) since U(S(U(T ))) = U(T ).

(ii) There exists a one-one correspondence between �-equivalence classes
of G-sets, r-closed classes of G-sets, �-closed classes of G-sets, subcon-
jugately closed sets of subgroups, and ∼-equivalence classes of sets of
subgroups.



260 A.O. Kuku

Definition 9.1.4 Let B be as in definition 9.1.1, M : B → D a Mackey
functor, X a B-object. Define MX : B → R−Mod by MX(Y ) = M(X ×
Y ). Then MX is also a Mackey functor where M∗

X(f) = M∗(idX × f) and
M∗X(f) = M∗(idX × f).

The projection map pr = pr2 : X×Y → Y defines natural transformations of
bifunctors θX = θXM : M → MX where θX(Y ) = pr∗ : M(Y ) → M(X × Y ),
and θX = θMX : MX → M where θX(Y ) = pr∗ : M(X × Y ) → M(Y ). The
functor M is said to be X-projective (resp. X-injective) if θX (resp. θX) is
split surjective (resp. injective) as a natural transformations of bifunctors,
i.e., there exists a natural transformation ϕ : M →MX (resp. ϕ′ : MX →M)
such that θXϕ = idM (resp. ϕ′θX = idM ), in which case ϕ : M →MX (resp.
ϕ′ : MX →M) is split injective (resp. surjective).

A sequence M ′
ϕ′
→ M

ϕ′′
→ M ′′ of functors in [B,D] is said to be X-split if

M ′X
ϕ′

X→ MX
ϕ′′

X→ M ′′X splits where

ϕ′X(Y ) = ϕ′(X × Y ) : M ′X(Y ) = M ′(X × Y ) →M(X × Y ) = MX(Y )

and ϕ′′X defined accordingly, i.e., if there exist natural transformations ψ′ :
MX →M ′X and ψ′′ : M ′′X →MX with ϕ′Xψ

′ + ψ′′ϕ′′X = idMX .

Proposition 9.1.1 (a) For any Mackey functor M : B → D, the sequences

0 −→M
θX

−→MX

and
MX

θX−→M −→ 0

are X-split, and MX is X-projective as well as X-injective.

(b) For any Mackey functor M : B → D, the following statements are equiv-
alent:

(i) M is X-projective.

(ii) M is X-injective.

(iii) M is isomorphic to a direct summand of MX .

(iv) M is a direct summand of an X-injective Mackey functor (i.e.,
there exists an X-injective functor M ′ and a split-injective natural
transformation M → M ′ or equivalently a split-surjective natural
transformation M ′ →M),

(v) M is a direct summand of an X-projective Mackey functor.

(vi) For any X-split sequence N ′
ϕ→ N ′′ → 0 of Mackey functors and

any natural transformation ψ′′ : M → N ′′, there exists a natural
transformation ψ′ : M → N ′ with ψ′′ = ϕ ◦ ψ′.
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(vii) For any X-split sequence 0 → N ′
ψ→ N ′′ of Mackey functors and

any natural transformation ψ′ : N ′ → M , there exists a natural
transformation ψ′′ : N ′′ →M with ψ′ = ψ′′ ◦ ψ.

(c) The class BM of objects X ∈ B such that M is X-projective is �-closed
in the sense of definition 9.1.2. Thus, if B contains only finitely many
�-equivalence classes, then there exists for any Mackey functor M an
object X ∈ B unique up to �-equivalence such that M is Y -projective
if and only if X < Y. Such an object X will be called a vertex or a
vertex-object for M . In particular, if B = GSet, then for any Mackey
functor M defined on GSet, there exists a unique subconjugately closed
class of subgroups U = UM such that M is Y -projective if and only if
Y H 	= ∅ for all H ∈ U . U will be called the class of vertex-subgroups of
M .

PROOF

(a) For any product X1 × · · · × Xn of n objects in B, let us denote by
pri = pri(X1, . . . , Xn) the ith projection morphism X1×· · ·×Xn → Xi.
For any object Y , let us identify the morphisms Y →ϕ X1× · · ·×Xn of
Y into X1 × · · · ×Xn with the family of morphisms (ϕ1 × · · · × ϕn) =
(pr1 ◦ϕ, . . . prn ◦ϕ) of Y into the Xi: ϕ = ϕ1× · · · ×ϕn = (ϕ1, . . . , ϕn).
In particular, if Y = Y1 × · · · × Ym is itself a product, and if for any
i = 1, . . . , n, an index j(i) ∈ {1, . . . ,m} and a morphism ψi : Yj(i) → Xi

are given, then ψ1prj(1)(Y1, . . . , Ym)×· · ·×ψnprj(n)(Y1, . . . , Ym) denotes
the (unique) morphism ψ : Y1 × · · · × Ym → X1 × · · · × Xn, for which
all the diagrams

Y1 × · · · × Ym

prj(i)

��

ψ �� X1 × · · · ×Xn

pri

��
Yj(i)

ψi �� Xi

(i = 1, . . . , n) commute.
Thus the natural transformation θX = θXM : M → MX is given by the
family of morphisms

θX(Y ) : M(Y )
M∗(pr2(X,Y ))−→ MX(Y ) = M(X × Y ), and

the induced natural transformation

(θX)X : MX → (MX)X
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is given by

(θX)X(Y ) : MX(Y )

= M(X × Y )
M∗(pr1(X,X,Y )×pr3(X,X,Y ))−→ M(X × (X × Y ))

= (MX)X(Y ), while

the natural transformation

θXMX
: MX → (MX)X is given by

θXMX
(Y ) : MX(Y )

= M(X × Y )
M∗(pr2(X,X,Y )×pr3(X,X,Y ))−→ M(X × (X × Y ))

= (MX)X(Y ),

and a left inverse of both, (θXM )X and θXMX
, is given by

α : (MX)X →MX : (MX)X(Y ) =

= M(X ×X × Y )
M∗(pr1(X,Y )×pr1(X,Y )×pr2(X,Y ))−→ M(X × Y )

= MX(Y ),

since for both i = 1 and i = 2 one has

M
∗
(pr1(X,Y )× pr1(X,Y )× pr2(X, Y )) ◦M∗

(pri(X,X, Y )× pr3(X,X, Y ))

= M∗(pri(X,X, Y )× pr3(X,X, Y )) ◦ pr1(X, Y )× pr1(X, Y )× pr2(X,Y ))

= M∗(pr1(X,Y )× pr2(X,Y )) = M∗(IdX×Y ) = IdM(X×Y ).

Similarly, the same morphism X × Y pr2(X,X,Y )×pr3(X,X,Y )−→ X ×X × Y
gives rise to a right inverse of (θMX )X : (MX)X →MX and of (θMX

X )X :

(MX)X → MX . Thus 0 → M
θM

X−→ MX and MX
θX

M−→ M → 0 are X-
split, and MX is X-projective and X-injective for all Mackey functors
M .

(b) The implications “(i) ⇒ (iii)” and “(ii) ⇒ (iii)” follow directly from
the definitions, “(iii) ⇒ (iv)” and “(iii) ⇒ (v)” follow from (a), “(iv)
⇒ (ii)” (resp. “(v) ⇒ (i)”) follow from the fact that for any natural
transformation τ : M → M ′ (resp. τ ′ : M ′ → M), and we have a
commutative diagram

M

θX
M

��

τ �� M ′

θX
M′

��
MX

τX �� M ′X
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(resp.)

M ′X

θM′
X

��

τ ′
X �� MX

θM
X

��
M ′

τ ′
�� M

so that the existence of left inverse τ ′ : M ′ → M of τ and left inverse
α : M ′X →M ′ of θXM ′ (resp. a right inverse τ : M →M ′ of τ ′ and a right
inverse β : M ′ →M ′X of θM

′
X ) imply the existence of the left inverse

τ ′ ◦ α ◦ τX : MX →M of θXM : M →MX

since
τ ′ ◦ α ◦ τX ◦ θXM = τ ′ ◦ α ◦ θXM ′ ◦ τ = τ ′ ◦ τ = IdM :

M
τ ��
τ ′

M ′

MX

θX
M

�

τX

� M ′X

θX
M′ α

�

(resp. the existence of right inverse τ ′X ◦ β ◦ τ : M → MX of θMX :
MX →M , since θMX ◦ τ ′X ◦ β ◦ τ = τ ′ ◦ θM ′

X ◦ β ◦ τ = τ ′ ◦ τ = IdM :

M ′X
τ ′

X � MX

M ′

β

�

θM′
X

�
� τ

τ ′
� M

θM
X

Applying (vi) to the X-split sequence MX
θX−→M → 0 and the identity

M → M shows that (vi) implies (i). Similarly, applying (vii) to the

X-split sequence 0 → M
θX

−→MX and the identity M → M shows (vii)
implies (ii). Finally, if N ′

ϕ→N ′′ → 0 is X-split, then ϕX : N ′X → N ′′X
has a right inverse α : N ′′X → N ′X . So, if ψ′′ : M → N ′′ is a natural
transformation, and if θMX : MX →M has a right inverse β : M →MX ,
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then, considering the commutative diagram

MX

N ′X
� α

ϕX

� N ′′X

ψ′′
X

�
M

θM
X

�β

�

N ′
ϕ

�

θN′
X

�

N ′′

ψ′′

�

θN′′
X

�

we see that ψ′ : M → MX
ψ

′′
X−→N ′′X

α−→ N ′X
θN′

X−→ N ′ is a natural
transformation with ϕ ◦ ψ′ = ψ′′, i.e., (i) implies (vi). And similar-
ly, if 0 → N ′

ϕ→ N ′′ is X-split, then ϕ′X : N ′X → N ′′X has left inverse
α : N ′′X → N ′X . So, if ψ′ : N ′ → M is a natural transformation and if
θXM : M → MX has a left inverse β : MX → M , then considering the
commutative diagram

N ′
ϕ � N ′′

M

ψ′

�
N ′X

� α

ϕX

�

θX
N′

�

N ′′X

θX
N′′

�

MX

ψ′
X

�

β

�

θX
M �

we see that ψ′′ : N ′′
θX

N′′→ N ′′X
α→ N ′X

ψ′
X→ MX

β→M is a natural transfor-
mation with ψ′′ ◦ ϕ = ψ′, i.e., (ii) implies (vii).

(c) If X < Y , then any morphism X → Y induces a commutative diagram
of natural transformations

MX

���
��

��
��

�
θX �� M

MY

θY

����������
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Thus, if X ∈ BM′, i.e., if θX : MX → M is split-surjective, so is θY :
MY →M , i.e., X ∈ CM and X < Y implies Y ∈ BM .
If M is X- and Y-projective, then the right inverse α : M → MX of
θX : MX → M induces a right inverse αY : MY → (MX)Y = MX×Y
of (θX)Y : (MX)Y = MX×Y→MY , so M – being a direct sum in MY

because of Y ∈ BM – is also a direct summand in MX×Y and therefore
X × Y -projective, i.e., X,Y ∈ BM implies X × Y ∈ BM .
The rest follows from definition 9.1.2.

Remark 9.1.1 By applying proposition 9.1.1 to the Mackey functors
HG(−, B) : GSet → Z − Mod as defined in 9.1.1, one easily obtains the
various equivariant characterizations of relative projective (or injective) G-
modules (see [39, 49, 64]) and their vertices (see [47, 64]).

9.2 Cohomology of Mackey functors

In this subsection, we will derive a more refined machinery using relative
homological algebra to draw further consequences of X-projectivity, which
in particular will allow us to compute M(Y ) as the difference kernel of the
two maps M(Y × X) ⇒ M(Y × X × X) induced by the two projections
pr1 × pri : Y ×X ×X → Y ×X , (i = 2, 3), whenever M is an X-projective
Mackey functor.
Later on we will show howX-projectivity can be established for various Mack-
ey functor M and appropriate objects X , so that our homological results can
be put in use.

Definition 9.2.1 For any object X ∈ B, one has a simplicial Amitsur-
complex

• � f0
X � f1

0
�

fα
1

X2
��� · · ·

�
...�

X i+1

�
...�

X i+2 · · ·

where f ji : X i+1 → X i eliminates the (j + 1)st factor in X i+1, i.e., f ji =

pr1 × . . .× prj × prj+2 × . . .× pri+1.

Thus, the natural transformations θX : M →MX and θX : MX →M can be
considered as the beginning (or the end) of an infinite complex, namely, the
“augmented” Amitsur-complexes

A∗(M) = A∗X(M) : 0 →M
θX

−→MX
d1−→MX2 → · · · →MX2

di

−→MXi+1 → . . .
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or

A∗(M) = AX∗ (M) : 0 ←M
θX

←−MX
d1←−MX2 ← . . .←MX2

di←−MXi+1 ← . . .

with di =
∑i
j=0(−1)jf i∗j and di =

∑i
j=0(−1)jf ij∗ where by abuse of notation,

f i∗j denotes the natural transformation f i∗j : MXi+1 →MXi given by f ij(Y ) =
pr1 × . . .× prj × prj+2 × . . .× pri+1 × pri+2:

MXi+1(Y ) = M(X × . . .×X︸ ︷︷ ︸
i+1 times

×Y ) →MXi(Y ) = M(X × . . .×X︸ ︷︷ ︸
i times

(Y ∈ B) and f ij∗ : MXi →MXi+1 is defined correspondingly.
If we cut off the augmentation

0 →M
θX

−→MX . . . and

0 ←M
θX

←−MX . . . ,

we get the non-augmented complexes

H∗(M) = H∗X(M) : 0−→M
θX

−→MX
d1−→MX2

d2−→ . . .

H∗(M) = HX
∗ (M) : 0 d0←−MX

d1←−MX2
d2←− . . .

whose homology Mackey functors will be denoted by HiM and HiM , or more
precisely by Hi

XM and HX
i M :

HiM = Kerdi+1/Imdi.

HiM = Kerdi/Imdi+1.

Note that the augmentation defines homomorphismsM → H0M , H0M →M.

Definition 9.2.2 One can “splice together” the two complexes A∗(M) and
A∗(M) via the augmentation to get a doubly infinite complex

H∗(M) = H∗X(M) : · · · →MX2
d−1=d1−→

M
θX↗ ↘θX

MX
d0→ MX →MX2 → · · · ,

the “Tate - Amistur-complex”, whose cohomology Mackey functors will be
denoted by ĤiM = Kerdi+1/Imdi, with i ∈ Z with d0 now denoting the map

MX
θX

→ M
θX→ MX . Note that ĤiM = HiM for i ≥ 1 and that ĤiM =

H−i−1M for i ≤ −2, whereas there are exact sequences

0 → Ĥ−1M → H0M

and
H0M → Ĥ0M → 0.
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Definition 9.2.3 From standard techniques in homological algebra (see, e.g.,
[31, 86, 140, 238]), it is obvious that any natural transformations θ : M →M ′

of Mackey functors induces natural transformations between the associated
complexes and thus between the (co-)homology functors:

Hiθ : HiM → HiM ′,

Hiθ : HiM → HiM
′,

Ĥiθ : HiM → ĤiM ′.

Moreover if we define a sequence 0 → M ′ θ′−→ M
θ′′−→ M ′′ → 0 of Mackey

functors to be X-exact if for any Y < X the sequence

0 →M ′(Y )
θ′(Y )−→ M(Y )

θ′′(Y )−→ M ′′(Y ) → 0

is exact, then for any such X-exact sequence, the associated sequences of com-
plexes

0 → H∗M ′ → H∗M → H∗M ′′ → 0

0 → H∗M ′ → H∗M → H∗M ′′ → 0

and
0 → HM ′ → HM → HM ′′ → 0

are exact and thus give rise to a long exact sequence

0 → H0M ′ → H0M → H0M ′′ → H1M ′ → . . .HiM ′ → HiM → HiM ′′ →

→ Hi+1M ′′ → · · · → HiM → HiM
′′ → Hi−1M → · · · → H1M

′′ →

H0M
′ → H0M → H0M

′′ → 0 and · · · → ĤiM → ĤiM ′′ → Ĥi+1M ′ → . . .

Theorem 9.2.1 (a) The complexes A∗M , A∗M , and HM are X-split.

(b) If M is X-projective, then HiM = HiM = 0 for i ≥ 1, ĤiM = 0 for
i ∈ Z, and H0M = H0M = M.

PROOF

(a) The complex (A∗M)X = A∗(M)X looks basically like A∗M , except for
a dimension shift by −1 and the elimination of the maps f i∗i : MXi →
MXi+1 in the alternating sum defining di−1

X . We claim that that map

(−1)i+1hi∗ : MXi+1 →MXi

defined by

hi = pr1 × pr2 × . . .× pri × pri : X i → X i+1
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is a splitting of (A∗M)X , i.e., it satisfies

di−1
X ((−1)i+1hi∗) +

(
(−1)i+2hi+1∗)diX = IdXi+1 .

This follows from

di−1hi∗ =
( i−1∑
j=0

(−1)jf i∗j
)
hi∗ =

i−1∑
j=0

(−1)j
(
hif ij

)∗
,

hi+1∗diX = hi+1∗( i−1∑
j=0

(−1)jf i+1∗
j

)
=

i−1∑
j=0

(−1)j
(
f i+1
j hi+1

)∗
,

hif ij = f i+1
j hi+1 = pr1 × . . .× prj × prj+2 × . . .× pri+1 : X i+1 → X i+1

for j = 0, . . . , i− 1 and

f i+1
i hi+1 = Id : X i+1 → X i+1.

The same argument applies to (A∗M)X and – by splicing together these
two splittings – to (HM)X .

(b) Without loss of generality, we assume M = MX , in which case the state-
ments follows from (a) and A∗(MX) = (A∗M)X , A∗(MX) = (A∗M)X ,
and H(MX) = (HM)X .

Corollary 9.2.1 For any X < Y we have Hi
XM(Y ) = HX

i M(Y ) = 0 for
i ≥ 1, H0

XM(Y ) = HX
0 M(Y ) = M(Y ) and Ĥi

XM(Y ) = 0 for i ∈ Z.

PROOF If ϕ : Y → X is a morphism, then IdY × ϕ : Y → Y × X is
a right inverse of pr1 : Y × X → Y , and so, for any Mackey functor N , the
group N(Y ) is a direct summand of N(Y ×X). So, without loss of generality,
we may replace Y by Y ×X . But then

HiM(Y ×X) ∼= HiMX(Y ) = 0

and
HiM(Y ×X) ∼= HiMX(Y ) = 0

for i ≥ 1,

H0M(Y ×X) = H0MX(Y ) = MX(Y ) = M(Y ×X),

H0M(Y ×X) = H0MX(Y ) = MX(Y ) = M(Y ×X)

and
ĤiM(Y ×X) = ĤiMX(Y ) = 0 for i∈ Z.
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Corollary 9.2.2 If M is X-projective, then M is canonically isomorphic to
the difference kernel of the natural transformations MX ⇒ MX×X and to
the difference cokernel of the two natural transformations MX×X → MX

associated with the two projections X ×X → X .

Remarks 9.2.1 (i) If RXM denotes the cokernel of θX : M → MX and
RXM denotes the kernel of θX : MX →M , then the sequences

0 →M →θX

MX → RXM → 0 and 0 ←M ←θX MX ← RXM ← 0

are X-split and therefore exact at any Y < X . So, the long exact
sequences associated with them together with the triviality of HiMX

give rise to canonical isomorphisms Ĥi−1(RXM) � ĤiM � Ĥi(RXM).
Thus, to deal with the Tate - Amitsur cohomology of Mackey functors
one uses the technique of dimension shifting as usual.

(ii) Using standard techniques of homological algebra (see [31, 86, 140, 238])
one can show that for any X-split complexes

0 →M →M0 →d1 M1 →d2 . . .

or
0 ←M ←M0 ←d1 M1 ←d2 . . .

with M0,M1, . . . andM0,M1, . . . being X-projective, one has canonical
isomorphisms HiM ∼= Kerdi+1/Imdi and HiM ∼= Kerdi/Imdi+1 (with
d0 : 0 →M0 and d0 : M0 → 0). Thus our cohomology functors can also
be defined by certain universal properties as derived functors (see [86,
140, 238]).

Theorem 9.2.2 If Y < X and if ϕ : Y → X is some morphism from Y into
X, then the induced natural transformations

Hi
XM

ϕ∗
→ Hi

YM

and
HX
i M

ψ∗→ HY
i M

do not depend on the chosen morphism ϕ, and any morphism ϕ : X → X
induces the identity on HX

i M and Hi
XM .

PROOF Let x ∈ M(X i × Z) be in the kernel of di =
i∑

j=0

(−1)jf ij∗ :

MXi(Z) → MXi+1(Z), then ϕ, ψ : Y → X be two B-morphisms, let hij :
Y i → X i+1 denote the morphism pr1 ×ϕpr2 × . . .×ϕprj ×ψprj × . . .×ψpri
(j = 1, . . . , i) and let gij : Y i → X i denote the morphism

ϕpr1 × . . .× ϕprj × ψprj+1 × . . .× ψpri (j = 1, . . . , i).
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Thus we have commutative diagrams:

Y i

hi
j ���

��
��

��
�

gi
j �� X i

fi
j		��

��
��

��

X i+1

(1 ≤ j ≤ i)

Y i

hi
j+1 ���

��
��

��
�

gi
j �� X i

fi
j		��

��
��

��

X i+1

(0 ≤ j ≤ i− 1)

Y i

hi
k

��

fi−1
j �� Y i−1

hi−1
k−1

��
X i+1

fi
j

�� X i

(0 ≤ j < k − 1 ≤ i− 1)

and

Y i

hi
k

��

fi−1
j−1 �� Y i−1

hi−1
k

��
X i+1

fi
j

�� X i

(1 ≤ k < j ≤ i)

Now consider the double sum:

i∑
k=1

(−1)khi∗k
( i∑
j=0

(−1)jf i∗j (x)
)
.

On the one hand, this sum is zero since x ∈ Ker
(∑i

j=0(−1)jf i∗j
)
. On the

other hand, we can compute it by splitting it into the four partial sums k = j,
k = j + 1, k < 1, and k > j + 1. Using the commutativity of the above
diagrams, our double sum becomes:

i∑
k=j=1

(−1)k+jgi∗j (x) +
i∑

j=0
k=j+1

(−1)k+jgi∗j (x) +
i∑

j=2

j−1∑
k=1

(−1)k+jf i−1∗
j−1 (hi−1∗

k (x))+

+
i−2∑
j=0

i∑
k=j+2

(−1)k+jf i−1∗
j (hi−1∗

k−1 (x)) =
(
gi∗1 (x) + · · ·+ gi∗i (x)

)
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−
(
gi∗0 (x) + · · ·+ gi∗i−1(x)

)
+

i−1∑
j=1

(−1)j+1f i−1∗
j

( j∑
k=1

(−1)khi−1∗
k (x)

)

+
i−2∑
j=0

(−1)jf i−1∗
j

( i−1∑
k=j+1

(−1)k+1hi−1∗
k (x)

)
=

= gi∗i (x)− gi∗0 (x) +
i−1∑
j=0

(−1)jf i−1∗
j

( i−1∑
k=1

(−1)khi−1∗
k (x)

)
.

So, gi∗i (x) = (ϕ × . . . × ϕ)∗(x) differs from gi∗0 (x) = (ψ × . . . × ψ)∗(x) by
an element in the image of di−1 =

∑i−1
j=0(−1)jf i−1∗

j , only, so both define the
same element in Hi−1M(Z).
Similar reasoning shows that (ϕ× . . .× ϕ)∗ and (ψ × . . .× ψ)∗(x) define the
same map from HY

i−1M(Z) into HX
i−1M(Z).

Note that, in general, ϕ : Y → X does not define a morphism ϕ∗ : H∗YM →
H∗XM , nor a morphism ϕ∗ : HX

∗ M → HX
∗ M.

Examples 9.2.1 (i) Let G be a finite group and B a ZG-module, B =
HG(−, B) the Mackey functor associated with B as defined in, e.g.,
9.1.1(i). The (co-)homology groups Hi

XB(∗), HX
i B(∗), Ĥi

XB(∗) coin-
cide with the standard (co-)homology groups Hi(G,B), Hi(G,B), and
Ĥi(G,B) of G with coefficients in B, when X = G/e.
More generally, one has, for X = G/e,

Hi
XB(G/H) � Hi(H,B),

HX
i B(G/H) � Hi(H,B),

and
Ĥi
XB(G/H) � Ĥi(H,B)

for any H ≤ G and for H ′ ≤ H ≤ G the maps between HiB(G/H),
HiB(G/H), and ĤiB(G/H) on the one side and HiB(G/H ′),
HiB(G/H ′), and ĤiB(G/H ′) on the other side induced by G/H ′ →
G/H : xH ′ → xH to coincide with the standard restriction and core-
striction maps between Hi(H,B), Hi(H,B), and Ĥi(H,B) on the one
side and Hi(H ′, B), Hi(H ′, B), and Ĥi(H ′, B) on the other.
Also, if H ≤ G, with quotient group G/H = G, then

HG/H
i B(∗) � Hi(G,B); Hi

G/HB(∗) � Hi(G,BH),

Ĥi
G/HB(∗) � Hi(G,BH)

with BH = {b ∈ B : gb = b for all g ∈ H} considered as a G-module
in the natural way.
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(ii) Let C = GSet and S = ∪H∈UG/H where U is the collection of subgroups
of G. If M : GSet → Z − Mod is a Mackey functor, then by the
identification M(G/H) � M(H), discussed in remark 9.1.1, the map
M(∗) → M(S) associated with the unique map S → ∗ coincides with
M(G) →

∐
M(H). Now, 9.2.2 says that for M being S-projective, the

sequence:

0 → M(G) �M(∗) →M(S) �
∏
H∈U

M(H) →M(S × S)

�
∐

HgH⊂G
H∈U

M(H ∩ gH ′g−1)

is exact, and so, M(G) is isomorphic to the difference kernel or equalizer
of the two maps M(S) →M(S×S) induced by the projection maps S×
S → S. This difference kernel in turn can be shown to be isomorphic to
lim←−H∈UM(H)−U – the subconjugate closure of U – where by definition
lim←−UM(H) is the subgroup of all (xH) ∈

∐
H∈U M(H) such that for any

H ′, H ∈ U and any g ∈ G with gH ′g−1 ⊆ H , we have M(ϕ)(xH) = xH′

where ϕ : H ′ → H , h → ghg−1.
In other words, for any S-projective Mackey functor M , it is possible to
compute M(∗) = M(G) in terms of the M(H) with H ∈ U .

9.3 Green functors, modules, algebras, and induction
theorems

Throughout this section, B is a category with final object, finite pull-backs,
and finite coproducts, and D is R-Mod for some ring R with identity.

Definition 9.3.1 Let L,M,N : B → D be three Mackey functors. A pairing
Γ =<,>: L ×M → N is a family of R-bilinear maps <>X= ΓX : L(X) ×
M(X) → N(X) (where X ∈ obB) such that for any B-morphism f : X → Y ,
the following hold:

(i) f∗(< a, b >Y ) =< f∗(a), f∗(b) >X (a ∈ L(Y ), b ∈M(Y )).

(ii) f∗(< f∗(a), c >X) =< a, f∗(c) >Y (a ∈ L(Y ), c ∈M(X)).

(iii) f∗(< d, f∗(b) >X) =< f∗(d), b >Y (d ∈ L(X), b ∈M(Y )).

Here, f∗ (resp. f∗) means the covariant (resp. contravariant) part of the
relevant Mackey functor applied to f.
Note that (i) and (iii) above may be regarded as an axiomatization of the
Frobenius reciprocity law (see [38, 39]) .
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9.3.1 The following statements are more or less direct consequences of the
above definition:

(a) Let <,>: L×M → N be a pairing of Mackey functors L,M,N : B → D,
and let f : X → Y be a B-morphism. For any Mackey functor Q :
C → D, let IfQ ⊆ Q(Y ) denote the image of Q(X) →f∗ Q(Y ), and let
KfQ ⊆ Q(Y ) denote the kernel of Q(Y ) →f∗ Q(X). Then:

(i) < KfL,M >Y , < L,KfM >Y⊆ KfN,

(ii) < IfL,M >Y , < L, IfM >Y⊆ IfN,

(iii) < KfL, IfM >Y , < IfL,KfM >Y = 0.

(b) Any pairing L × M → N of Mackey functors induces a pairing L ×
MX → NX (X ∈ ObB), and for any B-morphism g : Z → X we have
commutative diagrams:

L×MX

id×g∗
��

�� NX

g∗

��
L×MZ

�� NZ

and L×MZ

id×g∗
��

�� NZ

g∗
��

L×MX
�� MX

In particular, any pairing L ×M → N of Mackey functors induces pairings
L × RXM → RXN and L × RXM → RXN , and thus, if RjM = RjXM
is defined inductively by R0M = 0, Rj+1M = RX(RjM) for j ≥), and
Rj−1M = RX(RjM) for (j ≤ 0), it induces pairings RiL×RjM → Ri(RjN),
i, j ∈ Z.

(c) Any pairing L × M → N of Mackey functors induces pairings H0L ×
H0M → H0N and Ĥ0L × Ĥ0M → Ĥ0N (with H0 = H0

X and Ĥ0 = Ĥ0
X for

some X ∈ obC). The commutativity of the diagram

L(X × Y )×M(X × Y )

L∗(pri×pr3)×M∗(pri×pr3)
��

<,>X×Y �� N(X × Y )

N∗(pri×pr3)
��

L(X ×X × Y )×M(X ×X × Y )
<,>X×X×Y

�� N(X ×X × Y )

(i = 1, 2) implies that <,>X×Y maps H0L × H0M into H0N , whereas for
a ∈ L(X × Y ) and b ∈ H0M(Y ) ⊆M(X × Y ), the Mackey axiom, applied to
the pull-back diagram

X ×X × Y

pr1×pr3f=

��

g=pr2×pr3 �� X × Y

pr2

��
X × Y pr2

�� Y
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together with the Frobenius reciprocity and g∗(b) = f∗(b) imply

< pr2(< pr2∗(a)), b > = < g∗(f∗(a)), b >
= g∗ < f∗(a), g∗(b) >= g∗ < f∗(a), f∗(b) >
= g∗f∗ < a, b >= pr∗2pr2∗ < a, b >,

so the above pairing L ×M → N induces a pairing H0L × H0M → H0N
which – by the same argument applied to a ∈ M(X × Y ) and b ∈ H0L(Y ) –
even induces a pairing Ĥ0L× Ĥ0M → Ĥ0N .

(d) In consequence, any pairing L × M → N of Mackey functors induces
pairings

ĤiL×HjM = Ĥ0(R−iL)× Ĥ0(RjM), Ĥ0(R−i(R−jN)) = Ĥi(RjN)
= Ĥi+j(N).

A perhaps more direct way to construct a pairing HiL × HjM → Hi+jN ,
i, j ≥ 0 (which in case i, j > 0 coincides with the pairing ĤiL × ĤjM →
Hi+jN , defined above, is the following: to avoid notational confusion let us
construct a pairing Hi

XL×H
j
XM → Hi+j

X N since the �-equivalence of X and
X ×X defines a canonical isomorphism between Hi+j

X N and Hi+j
X×XN .

So, let ϕi : (X × Y )i+j → X i denote the projection of (X × Y )i+j onto
the first i X-factors, and let ψi : (X × Y )i+j → Y i denote the projection
onto the last j Y -factors. Then our pairing <,>: L ×N → N together with
the maps ϕi : LXi → Li+jX×Y and ψi : MY i → M i+j

X×Y induces a pairing
LXi ×MY i → N i+j

X×Y , which maps

Ker(LXi) → LXi+1)×Ker(MY i →MY i+1) into Ker(N i+j
X×Y → N i+j+1

X×Y )

and
Im(LXi−1 → LXi)×Ker(MY j →MY j+1)

as well as

Ker(LXi → LXi+1)× Im(MY j−1 →MY j ) into Im(N i+j−1
X×Y → N i+j

X×Y ).

Thus, induces indeed a pairing

Hi
XL×Hj

XM → Hi+j
X×YN.

Definition 9.3.2 A Green functor G : B → R-Mod is a Mackey functor
together with a pairing G × G → G such that for any B-object X, the R-
bilinear map G(X)×G(X) → G(X) makes G(X) into an R-algebra with a unit
1 ∈ G(X) such that for any morphism f : X → Y , one has f∗(1G(Y )) = 1G(X).
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A left (resp. right) G-module is a Mackey functor M : B → R−Mod together
with a pairing G ×M → M (resp. M × G → M) such that for any B-object
X , M(X) becomes a left (resp. right) unitary G(X)-module. We shall refer
to left G-modules simply as G-modules and call M a Green module over G.
Let G,G′ : B → R-Mod be Green functors. A (Green) homomorphism from
G to G′ is a natural transformation θ : G → G′ such that, for any B-object X ,
the map θX : G(X) → G′(X) can be used to define a G-module structure on
G′ (i.e., θ̂ : G × G′ → G′ : θ̂X : G(X) × G′(X) → G′(X): ) (x, x′) → θX(x)ẋ′

such that the multiplication becomes G-bilinear.
On the other hand, given a G-module structure ρ : G ×G′ → G′ such that the
multiplication G′ × G′ → G′ is G-bilinear, then the map

ρ : G → G′ : ρX : G(X) → G′(X) : x → ρ(x, 1G′(X)) = x · 1G′(X)

is a (Green homomorphism from G to G′. Moreover, (θ)− = θ, (ρ)ˆ= ρ, and so,
we have a one-one correspondence between bilinear G-module structures on G′
and homorphisms G → G′. A Green functor G′ together with a homorphism
θ : G → G′ is called a Green algebra over G or just a G-algebra.

Examples and Remarks 9.3.1 (i) We mentioned in 9.1.1(iii) that for C
any exact category, G finite, profinite, or compact Lie group, then for
all n ≥ 0, KG

n (−, C) : GSet → Ab is a Mackey functor. If C possesses
a further associative composition ′◦′ such that C is distributive with re-
spect to ′⊕′ and ′◦′, we also have that KG

0 (−, C) : GSet→ Ab is a Green
functor (see chapters 10 - 12). For finite and profinite group actions, we
shall study in chapters 10 and 11 the situation when C = P(R), R any
commutative ring, C = M(R), R a commutative Noetherian ring.
For G, a compact Lie group, we shall focus attention on C = P(C), the
category of finite-dimensional complex vector spaces.

(ii) Let G be a discrete group, G1 a finite group, and ϕ : G → G1 a group
epimorphism. Then ϕ induces a functor ϕ̂ : G1Set → GSet given by
S → S|G where S|G is obtained from S by restriction of the action of
G1 on S to G via ϕ, i.e., for s ∈ S, g ∈ G, gs = ϕ(g)s.
If α : S → T is a G1-map, then α is also a G-map α|G = ϕ(α) : S|G →
T|G. Hence we have a canonical functor S|G

δ→S given by S → S;
(g, s) → (ϕ(g), s). If C is an exact category, then δ induces an exact func-
tor [S, C] → [S|G, C], which associates to any ζ ∈ [S, C] a G-equivariant
C-bundle ζ|G over S|G. Note that ζ|G has the same fibers as ζ with
G-action defined by restriction of G1-action to G via ϕ. Hence, we have
a homomorphism δ : KG

n (S, C) → KG
n (S|G, C) of K-groups. In partic-

ular, if S = G1/G1, then S|G = G/G, and we have a homomorphism
KG
n (G1/G1, C) → KG

n (G/G, C).

(iii) Recall from (1.4.5) that if G is a finite group, S a G-set, S the translation
category of S, then the Swan group Swf ((S)) := K0[S,F((Z)]′ has a
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ring structure as follows: for M,N ∈ [S,F((Z)] M ⊗Z N ∈ [S,F((Z)],
and so, ⊗Z induces a pairing Swf ((S))× Swf ((S)) → Swf ((S)), which
turns Swf ((S)) into a commutative ring with identity. One can easily
check that Swf : GSet → Ab is a Green functor. If ϕ : G → G1 is a
group epimorphism where G1 is finite and G is discrete, then

Swf : GSet→ Ab, S → Swf (S|G)

is a Green functor where S|G is a finite G-set explained in (ii) above.
This set up will be used in chapter 14 in the context of equivariant
homology theories to extend induction results to discrete groups.

(iv) One can prove that if G : GSet→ Z-Mod is a Green functor such that
G(S) → G(G/G) is surjective, and if τ : M → N is a morphism of G-
modules such that τS : MS → NS is an isomorphism, then τ : M → N
is an isomorphism.

Lemma 9.3.1 Let G : B → Z-Mod be a Green functor, M a G-module,
f : X → Y a B-morphism. Then in the notation of 9.3.1 we have:

(i) KfM and IfM are G(Y)-submodules of M(Y ). In particular, If (G) =
f∗(G(X)) is a two-sided ideal in G(Y ).

(ii) If f∗ : G(X) → G(Y ) is surjective, then M(X) → M(Y ) is split surjec-
tive.

(iii) KfG ·M(Y ) ⊆ KfM , IfG ·M(Y ) ⊆ IfM , KfG ·IfM = IfG ·KfM = 0.

(iv) If g : Z → Y is any other B-map such that n·1G(Y ) ∈ KfG+IgG for some
natural number n, then KfM+IgM ⊇ n·M(Y ), and n·(KgM∩IfM) =
0.

PROOF

(i) Follows directly from 9.3.1 (a) by putting L = G, M = N . The second
statement follows by putting L = M = N = G.

(ii) Define g : M(Y ) → M(X) by a → fr∗(a) where ȧ ∈ G(X) is such that
f∗(r) = 1G(Y ). Then, f∗(g(a)) = f∗(rf∗(a)) = f∗(r)a = 1a = a as
required.

(iii) The three statements follow directly from 9.3.1 (a)(i), (ii), and (iii),
respectively, by putting L = G, N = M .

(iv) n · M(Y ) = n · 1G(Y ) · M(Y ) ⊆ (KfG + IgG)M(Y ) = KfGM(Y ) +
IgGM(Y ) ⊆ KfM + IgM .
Also n · (KgM ∩ IfM) = n · 1G(Y )(KgM ∩ IfM) ⊆ (KfG+ IgG)(KgM ∩
IfM) ⊆ KfG · IfM + IgG ·KgM = 0.
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Remarks 9.3.1 Assume, as in lemma 9.3.1(ii), that f∗ : G(X) → G(Y ) is
surjective. Then we have the following facts :

(i) If M(X) = 0, then M(Y ) = 0.

(ii) If θ : M → N is a natural transformation of G-modules, and θX :
M(X) → N(X) is surjective (resp. split-surjective, injective, split-
injective, or bijective), then so is θY : M(Y ) → N(Y ).

(iii) If M ′ →M →M ′′ is a sequence of G-modules and M ′(X) →M(X) →
M ′′(X) is exact (resp. split-exact) then so is M ′(Y ) → M(Y ) →
M ′′(Y ).

Theorem 9.3.1 Let G : B → R-Mod be a Green functor, X a B-object,
f : X → ∗ the unique B-morphism from X to ∗. Then, the following assertions
are equivalent:

(i) f∗ : G(X) → G(∗) is surjective.

(ii) G is X-projective.

(iii) Any G-module M is X-projective.

PROOF (iii) → (ii): since G is a G-module,
(ii) → (i): since by the definition of X-projectivity, GX(∗) → G(∗), i.e.,
G(X) → G(∗) is split-surjective,
(i) → (iii): choose a ∈ G(X) with f∗(a) = 1, and define a natural trans-
formation η : MX → M by η(Y ) : M(X × Y ) → M(Y ) : b → q∗(p∗aḃ)
where p = pr1 : X × Y → X and q = pr2 : X × Y → Y are the t-
wo projections. Then, η is a natural transformation of Mackey functors.
Moreover, η is left inverse to θX : M → MX since, if c ∈ M(Y ), we have
ηθX(Y )(c) = q∗ < p∗a, q∗c >=< q∗p∗a, c > by 9.3.1 (iii), and by considering
the pull-back diagram

X × Y

p

��

q �� Y

g

��
X

f �� �

we have q∗p∗a = g∗f∗a = g∗1 = 1. So, ηθX(X)(c) = c as required.

Remarks 9.3.2 In chapter 14 we shall see that an important criteria for the
G-homology theoriesHG

n : GSet→ Ab is that it is isomorphic to some Mackey
functor GSet→ Ab.
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Corollary 9.3.1 Let G : B → R-Mod be a Green functor, M a G-module,
and X a B-object such that G(X) → G(∗) is surjective. then Ĥn

X(M) =0 for
all n ∈ Z, and the (augmented) Amitsur complexes

0 →M →MX →MX2 → . . .

and
0 ←M ←MX ←MX2 ← . . .

are split exact.

Remark 9.3.1 Let G : B → R-Mod be a Green functor, X,Y B-objects.
Then, G(X) → G(∗) and G(Y ) → G(∗) are surjective if and only if G(X×Y ) →
G(∗) is surjective.

Remark 9.3.2 If G is a Green functor and M a G-module, then the pairings
defined in 9.3.1 and 9.3.2 induce pairings HiG × HjM → Hi+jM (i, j ≥ 0)
and ĤiG × ĤjM → Ĥi+jM (i, j ∈ Z). In particular, putting i = j = 0
and M = G, we see that H0G and Ĥ0G are Green functors and that HiM
(j ≥ 0) and ĤjM (j ∈ Z) are H0G and Ĥ0G-modules, respectively. Thus, if
for f : X → ∗ and g : Y → ∗, one has

n · 1G(∗) ∈ KfG + IgG, therefore n · 1H0
XG(∗) ∈ IgH

0
XG.

It follows that n annihilates KgĤXG for all i ∈ Z. In particular, in case
f = g and thus KgĤi

X = Ĥi
XG, the assumption n · 1G(∗) ∈ KfG+ IgG implies

n · ĤiG = 0 for all i ∈ Z.

9.4 Based category and the Burnside functor

(9.4)A Burnside ring of a based category

Definition 9.4.1 Let B be a category with finite coproducts
∐

and an ini-
tial object ∅. A B-object X is said to be indecomposable if and only if
X = X1

∐
X2 ⇒ X1 = ∅ or X2 = ∅. For example, if B = GSet, S is

indecomposable if and only if S is simple and any simple G-set is isomorphic
to G/H for some subgroup H of G.

9.4.1 A category B is said to be based if

(i) B has a final object ∗, finite coproducts, and pull-backs. (Note that this
implies also the existence in B of an initial object ∅ and products

∏
).
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(ii) The two squares in a commutative diagram

Y1
j1−→ Z

j2−→ Y2⏐⏐8 ⏐⏐8 ⏐⏐8
X1

q1−→ X1

∐
X2

q2−→ X2

are pull-backs if and only if the upper horizontal arrows in the diagram
represent Z as a coproduct (sum) of Y1 and Y2.

(iii) There exists only a finite number of isomorphism classes of indecompos-
able objects.

(iv) If X,Y are indecomposable B-objects, then B(X,Y ) is finite and
EndB(X) = AutB(X), i.e., B is a finite EI category.
Any set I of representatives of the isomorphism classes of indecom-
posable B-objects is called a basis B. Since by (iv), for X,X ′ ∈ I,
X < X ′ < X implies X � X ′, it means that I contains precisely one
object out of any �-equivalence class of indecomposable objects. We
shall sometimes write (B, I) to denote a based category with basis I.

Remarks Since there are only a finite number of �-equivalence classes in
B, any Mackey functor M : B → R-Mod has a vertex or defect object X .
Moreover, the �-equivalence class of X is uniquely determined by the finite
set D(M) = {Z ∈ I : Z < X}, which is called the defect set of M .

Examples 9.4.1 (i) GSet is a based category with basis I = {G/H : H ≤
G}′, the prime indicating that one has to take one subgroup H out of
any conjugacy class of subgroup.

(ii) If B is a based category with basis I, and if X is a B-object, then B/X is
also based with basis I/X = {ϕ : Z → X |Z ∈ I}, modulo isomorphisms
in B/X . Here, for (Z,ϕ : Z → X), (Z′, ϕ′ : Z ′ → X), two objects of
B/X , their sum is (Z

∐
Z ′, ϕ

∐
ϕ′, Z

∐
Z ′ → X) and their products is

δ : Z
∏
Z ′ → X where δ is the diagonal map in the pull-back diagram

Z
∐
X Z

′

φ′

��

δ

���
��������

Ψ �� Z ′

ϕ′

��
Z

ϕ �� X

Hence GSet/X is based for any X ∈ GSet.

(iii) If B is a based category and G is a finite group, then BG is also based.
Hence, the fact that GSet = FSetG is based can be derived from the
fact that FSet is based.

(iv) If B,B′ are based categories, so is B × B′.
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9.4.2 Note that if B is based category, property 9.4.1(ii) ensures that for
X,Y, Z ∈ B, the natural map (Z × X)

∐
(Z × Y ) → Z × (X

∏
Y ) is an

isomorphism (put Y1 = Z×X,Y2 = Z×Y, Z = Z(X
∏
Y ) in the commutative

diagram of (ii). Hence, it can easily be checked that the isomorphism classes
of B-objects form a semi-ring B+ = Ω+(B) with respect to sums and products
where ϕ represents 0 ∈ Ω+(B) and ∗ represents 1 in Ω+(B). We denote the
associated Grothendieck ring K(B+) by Ω(B).
If X is a fixed B-object, then as already observed in 9.4.1(ii), B/X is a based
category and the isomorphism classes of objects in B/X also form a semi-ring
(B/X)+ = Ω+(X) with respect to sums and products defined in 9.4.1(ii), and
we denote the associated Grothendieck ring K((B/X)+) by Ω(X). If ∗ is the
final object of B, then Ω(∗) � Ω(B).
If B = GSet, then we shall write Ω(G) for Ω(GSet) and call this the Burnside
ring G. If S ∈ ob(GSet), we shall write Ω(S) for K(GSet/S). Note that
ΩG � Ω(GSet/∗) and that Ω(S) = KG

0 (S, FSet) since [S, FSet]� GSet/S.

Theorem 9.4.1 Ω : B → Z-Mod is a Green functor.

PROOF Let ϕ : X → X ′ be a B-morphism. We want to define additive
maps Ω∗(ϕ) = ϕ∗ : Ω(X) → Ω(X ′) and Ω∗(ϕ) = ϕ∗ : Ω(X ′) → Ω(X) in
such a way that Ω becomes a Mackey functor. To do this, it suffices to define
additive maps ϕ∗ : (B/X)+ → (B/X ′)+ and ϕ∗ : (B/X ′)+ → (B/X)+. Now,
for (Y, β) ∈ (B/X)+, define ϕ∗(Y, β) = (Y, ϕβ : Y → X ′) ∈ (B/X ′)+, and for
(Y, β) ∈ (B/X ′)+, define ϕ∗(Y, β) = (Y ×

X′
X, β : Y ×

X′
X → X) ∈ (B/X)+

where β =: β|ϕ arises from the pull-back diagram

Y ×
X′
X

β=β|ϕ
��

ϕ̄ �� Y

β

��
X ϕ

�� X ′

It can be easily verified that both maps are additive and extend to Ω, and
so, Ω is a bifunctor. To prove that Ω satisfies definition (9.1.1(ii)) (i.e., the
Mackey property), we observe from general category theory that in a diagram

Y
α|Ψ−→ X1×

X
X2

ϕ−→ X2⏐⏐8 Ψ

⏐⏐8 ⏐⏐8Ψ

Y −→
α

X1 −→
ϕ

X

with the second square a pull-back, the first square is a pull-back if and only
if the rectangle is a pull-back.
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So, if (Y, α) ∈ Ω+(X1), then

Ψ∗ϕ∗(α) = Ψ∗(ϕα) = (ϕα)|Ψ = ϕ(α|Ψ) = ϕ∗Ψ
∗
(α).

So Ω satisfies the Mackey property.
Also by 9.4.1(iii), the map q∗i : Ω+(X1

∐
X2) → Ω+(Xi) induces a bijection

q∗1 × q∗2 : Ω+(X1

∐
X2) → Ω+(X1)× Ω+(X2),

the inverse map being given by

(Y1, j1 : Y1 → X1)×(Y2, j2 : Y2 → X2 → (Y1

∐
Y2; j1

∐
j2;Y1

∐
Y2 → X1

∐
X2),

i.e., Ω satisfies definition 9.1.1(ii) (the additivity condition). So Ω is a Mackey
functor.
Finally, the ring structure on Ω(X) defines the required map Ω×Ω → Ω, and
so, Ω is a Green functor.

(9.4)B Universality of the Burnside functor

Remarks and definition 9.4.1 Note that if R is a commutative ring with
identity, then R ⊗ Ω : B → R-Mod defined by (R ⊗ Ω)(X) = R ⊗ Ω(X) is
also a Green functor. We call R ⊗ Ω : B → R-Mod the Burnside functor
associated with the based category B. We shall prove the universality of the
Burnside functor in theorem 9.4.2 below.

Lemma 9.4.1 Let B be a based category and let M : B → R-Mod be a
Mackey functor. Then M∗ transforms finite sums into finite sums.

PROOF Since M∗ transforms finite sums into finite products, we have
M(∅) = 0. This is because ∅ can be considered as the sum of ∅ and ∅ with
identities as the canonical maps of summands into the sum. Then, definition
9.1.1(iii) implies that M(∅) →id∗×id∗ M(∅) ×M(∅) is an isomorphism, and
this holds if and only if M(∅) = 0. Also since B satisfies (i) and (ii) of 9.4.1,

the squares
X

id−→ X⏐⏐8id ⏐⏐8
X −→ X

∐
Y

and
X ←− ∅⏐⏐8 ⏐⏐8

X
∐
Y ←− Y

are pull-backs, and by applying
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M to the squares we get a diagram:

M(X) M(Y )
↘M∗ M∗↙⏐⏐8id M(X

∐
Y )

⏐⏐8id
↙M∗ M∗↘

M(X) M(Y )

where the composite diagonal maps are zero. Since

M∗ ×M∗ : M(X
∐

Y ) →M(X)×M(Y )

is an isomorphism, then

M∗ ⊕M∗ : M(X)⊕M(Y ) →M(X
∐

Y )

is also an isomorphism.

Theorem 9.4.2 Let B be a based category. Then any Mackey functor M :
B → Z-Mod is in a natural way, an Ω module, and any Green functor G :
B → Z-Mod is an Ω-algebra.

Note: The proof of theorem 9.4.2 will depend on the following lemmas 9.4.2,
9.4.3, 9.4.4.

Lemma 9.4.2 If ϕ : X → Y is a B-map (i.e., object of B/Y ), and a ∈M(Y ),
define < ϕ, a > in M(Y ) by < ϕ, a > = ϕ∗(ϕ∗(a)). Then we have, for two
B-maps ϕ : X ′ → Y , ϕ′ : X ′ → Y :

(i) < ϕ
∐
ϕ′, a > = < ϕ, a > + < ϕ′, a > where ϕ

∐
ϕ′ : X

∐
X ′ → Y is

the sum of ϕ and ϕ′ in B/Y .

(ii) < ϕ, a+ a′ > = < ϕ, a > + < ϕ, a′ > for all a, a′ in M(Y ).

(iii) < ϕ×
Y
ϕ′, a > = < ϕ,< ϕ′, a >>=< ϕ′, < ϕ, a >>.

(iv) < idY, a >= a.

PROOF
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(iv) Let i : X → X
∐
X ′, j : X ′ → X

∐
X ′ be the canonical imbedding so

that ϕ = (ϕ
∐
ϕ′)i and ϕ′ = (ϕ

∐
ϕ′)j and hence

< ϕ, a > + < ϕ, a′ >
= ϕ∗(ϕ∗(a)) + ϕ′∗ϕ

′∗(a)

= (ϕ
∐

ϕ′)∗i∗i∗(ϕ
∐

ϕ′)∗a+ (ϕ
∐

ϕ′)∗j∗j∗(ϕ
∐

ϕ′)∗a

= (ϕ
∐

ϕ′)∗(i∗i∗ + j∗j∗)(ϕ
∐

ϕ′)∗a

= (ϕ
∐

ϕ′)∗(ϕ
∐

ϕ′)∗a by lemma 9.4.1

=< ϕ
∐

ϕ′, a >

as required.

(ii) < ϕ, a+a′ > = ϕ∗(ϕ∗(a+a′)) = ϕ∗ϕ∗a+ϕ∗ϕ∗a′ = < ϕ, a > + < ϕ, a′ >.

(iii) Using 9.1.1(ii) for the diagram

X ×
Y
X ′

ϕ̄′

��

ϕ×
Y
ϕ′

��

���
��

ϕ̄ �� X ′

ϕ′

��
X ϕ

�� Y

we have < ϕ×
Y

ϕ′, a > = (ϕ×
Y
ϕ′)∗(ϕ×

Y
ϕ′)∗a(ϕϕ′)∗(ϕ′ϕ)∗a =

ϕ∗(ϕ′∗′ϕ∗)ϕ′∗a = ϕ∗(ϕ∗ϕ∗)ϕ′∗a = ϕ∗ϕ∗ < ϕ′, a > = < ϕ,< ϕ′, a >> .
Also since ϕ×

Y
ϕ′ � ϕ′×

Y
ϕ, we have < ϕ×

Y
ϕ′, a >=< ϕ′, < ϕ, a >> .

(iv) Is trivial.

Remark 9.4.1 By lemma 9.4.2(i), the pairing <,>: Ω+(Y ) × M(Y ) →
M(Y ) : (ϕ, x) →< ϕ, x > is bilinear and thus extends to a bilinear map
Ω(Y )×M(Y ) →M(Y ).

Lemma 9.4.3 Let B be a based category, α : X ′ → X a B-morphism, M :
B → Z-Mod a Mackey functor, Ω : B → Z-Mod the Burnside functor,
<,>X : Ω(X)×M(X)→M(X) defined as in 9.4.2 and examples 9.4.1. Then,

(i) For b ∈ Ω(X), a ∈M(X), we have α∗(< b, a >) = < α∗b, α∗a >.

(ii) < b, α∗(a) > = α∗(< α∗b, a >). where a ∈M(X ′), b ∈ Ω(X),

(iii) For b ∈ Ω(X ′), a ∈M(X), we have < α∗b, a > = α∗(< b, α∗a >).
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PROOF It suffices to prove the above formula for elements in Ω+(X), i.e.
for maps ϕ : Y → Y in B/X .
(i) and (ii). Let ϕ : Y → X represent an element in Ω+(X) and apply
definition 9.1.1(ii) to the diagram

X ′ × Y
X

ϕ

��

α �� Y

ϕ

��
X ′ α

�� X

Then we have for a ∈M(X),

< α∗ϕ, a > = α∗ϕ∗ϕ∗a = ϕ∗α
∗ϕ∗a = ϕ∗ϕ

∗α∗a = < ϕ,α∗a >
= < α∗(ϕ), α∗(a) > .

Also, for a ∈ M(X ′), < ϕ,α∗a > = ϕ∗ϕ∗α∗a = ϕ∗α∗ϕ∗a = α∗ < ϕ, x >=
α∗ < α∗ϕ, x >.
(iii) If ϕ′ : Y ′ → X ′ ∈ Ω+(X ′), a ∈M(X), then

< α∗(ϕ′), a > = < αϕ′, a > = α∗ϕ′∗ϕ
′∗α∗a

= α∗ < ϕ′, α∗a > .

Lemma 9.4.4 Let B be a based category, M : B → Z-Mod a Mackey functor
that is an Ω-module. Then, any pairing <,>: M1 ×M2 →M3 is Ω-bilinear.

PROOF If X is a B-object, ϕ : Y → X a B-morphism, ai ∈ Mi(X), we
show that , ϕ, a1 >, a2 > = < a1, < ϕ, a2 -=< ϕ,< a1, a2 -.
Now, < ϕ, a1 > = ϕ∗ϕ∗, and so, we have

, ϕ, a1 >, a2 > = < ϕ∗ϕ∗a1, a2 > = ϕ∗ < ϕ∗a1, ϕ
∗a2 >Y = ϕ∗ϕ∗ < a1, a2 >

= < ϕ,< a1, a2 - .

Similarly, < a1, < ϕ, a2 -=< ϕ,< a1, a2 -.

PROOF of Theorem 9.4.2 Define <,>X : Ω(X)×M(X) →M(X) by
first defining <,>X : Ω+(X) ×M(Y ) → M(X) :< ϕ, a >X= ϕ∗ϕ∗(a) where
a ∈ M(X), ϕ : Y → X in B/X and extend to Ω ×M → M. Lemma 9.4.3
shows that <,> is indeed a pairing of bifunctors. We only have to show that
for c, d ∈ Ω(X), a, b ∈M(X):

< c+ d, a > = < c, a > + < d, a > .

< c, a+ b > = < c, a > + < c, b > .
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< c,< d, a- = , c, d >, a > and < idX , a > = a.

But without loss of generality we can take c = ϕ : Y → X , d = Ψ : Z → X in
Ω+, c + d = ϕ

∐
Ψ, < ϕ,Ψ > = ϕ×Ψ

X
: Y × Z

X
→ X , and the result follows

from lemma 9.4.2.
The last statement follows from lemma 9.4.4.

Remark 9.4.2 Note that if in 9.4.2 we have a Mackey functor M : B → R-
Mod, then M is an ΩR = R⊗ Ω-module, and any Green functor G : B → R-
Mod is an ΩR-algebra.

(9.4)C Arithmetic structure of Ω(B), B a based category

9.4.3 Let B be a based category with basis I. In 9.4.2, we defined the
Burnside ring Ω(B) as the Grothendick ring associated with the semi-ring
Ω+(B) and showed that Ω : B → Z-Mod is a Green functor while any Mackey
functor M : B → Z-Mod is, in a canonical way, an Ω-module. The aim of
this subsection is to study in some detail the arithmetic structure of Ω(B).
We shall adopt the following notation: If X is a B-object and n a positive
integer, we write nX for X

∐
X
∐
· · ·
∐
X (n summands) and we write ◦Ẋ

for ∅. Also if X1, ,̇Xk are B-objects, we write
k∑
i=1

Xi for X1

∐
X2

∐
· · ·
∐
Xk.

So any B-object has the form X =
∑
niXi where Xi ∈ I.

9.4.4 Let (B, I) be a based category, and T ∈ I. We define ϕT : Ω+(B) → Z
by ϕT (X) =| B(T,X) |, the number of elements in the set B(T,X). This
definition satisfies the following properties.

Lemma 9.4.5 Let X,X ′ be B-objects, T, T ′ ∈ I, then

(i) ϕT (X ×X ′) = ϕT (X) · ϕT (X ′).

(ii) ϕT (X
∐
X ′) = ϕT (X) + ϕT (X ′).

(iii) ϕT (X) 	= 0 if and only if T < X.

(iv) ϕT (X) = ϕT ′(X) ∀X ∈ B if and only if T � T ′.

PROOF

(i) Follows from the definition of products in categories.

(ii) Follows from property (ii) of based category.
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(iii) Follows from the definitions of “<” and ϕT .

(iv) ϕT (X) = ϕT ′(X) for all X ∈ B implies T�T ′. Now, if ϕ : T → T ′

and ψ : T ′ → T two B-morphism, then ϕψ ∈ B(T ′, T ′) = AutB(T ′),
and ψϕ ∈ B(T, T ) = AutB(T ). Hence ϕ and ψ are isomorphism. So,
T � T ′.

Remark 9.4.3 (i) and (ii) of lemma 9.4.5 imply that ϕT (·) : Ω+(B) → Z
induces a ring homomorphism ϕT : Ω(B) → Z, so we have also a ring homo-
morphism ∏

T∈I
ϕT : Ω(B) →

∏
T∈I

Z =: Ω̃(B).

The next lemma generalizes a theorem of Burnside.

Lemma 9.4.6 Let (B, I) be a based category, and let X ∼=
∑
T∈I nTT and

X ′ ∼=
∑
T∈I n

′
TT be two objects in B. Then, the following statements are

equivalent:

(i) X = X ′.

(ii) ϕT (X) = ϕT (X ′) for all T ∈ I.

(iii) nT = nT ′ for all T ∈ I.

In particular, B satisfies the Krull - Schmidt Theorem.

PROOF “(i) ⇒ (ii)” and “(iii) ⇒ (i)” are trivial. Now, suppose ϕT (X) =
ϕT (X ′) for all T ∈ I and let I ′ = {T ∈ I : nT 	= n′T }. We have to prove that
I ′ = ∅. Otherwise there exists Y ∈ I ′, which is maximal with respect to <,
and for this Y we have

O = ϕY (X)− ϕY (X ′) =
∑
T

(nT − n′T )ϕY (T ) = (nY − n′Y )ϕY (Y )

since all other summands vanish, either because nT = n′T or because in case
nT 	= n′T and thus T ∈ I ′, but Y ≮ T and therefore ϕY (T ) = 0. But
ϕY (Y ) 	= 0 and therefore nY = n′Y , contradiction.

Corollary 9.4.1 If X,Y, Z are B-objects, then

X
∐

Z ∼= Y
∐

Z implies X ∼= Y.

PROOF By lemma 9.4.6, (X
∐
Z) ∼= Y

∐
Z ⇒ ϕT (X

∐
Z) ∼= ϕT (Y

∐
Z)

∀T ∈ I ⇒ ϕT (X) + ϕT (Z) = ϕT (Y ) + ϕT (Z) (by lemma 9.4.5) ⇒ ϕT (X) =
ϕT (Y ) ⇒ X ∼= Y (by 9.4.6).
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Theorem 9.4.3 Let (B, I) be a based category. Then,

(i) Ω+(B) (resp. Ω(B)) is a free Abelian semi-group (resp. group) with basis
I, and the canonical map Ω+(B) → Ω(B) is injective.

(ii) The map ϕ =
∏
ϕT : Ω(B) →

∏
T∈I Z = Ω̃(B) is injective with finite

cokernel.

PROOF

(i) Follows from lemma 9.4.6 and corollary 9.4.1. Note that if we write [X ] for
the image of X under the map Ω+(B) → Ω(B), then the last statement
says that “[X ] = [Y ] ⇒ X = Y ”, i.e., “ X

∐
Z ∼= Y

∐
Z for some Z ∈ B

⇒ X ∼= Y ′′, which is just corollary 9.4.1.

(ii) If a ∈ Ω(B), then a = [X ] − [X ′] for some X,X ′ ∈ B. Now, suppose
ϕT (a) = 0 for all T ∈ I, then ϕT (X) = ϕT (X ′) for all T ∈ I, and so, by
Lemma 9.4.6, X ∼= X ′, i.e., a = 0. So,

∏
ϕT is injective.

Now by (i), Ω(B) has Z-rank |I| = rankZΩ̃(B), and since
∏
ϕT is in-

jective, then Im(
∏
ϕT ) and Ω̃(B) have the same rank |I|, and so, the

cokernel of Im(
∏
ϕT ) is finite.

Remark 9.4.4 (i) Since ϕ =
∏
T∈I ϕT : Ω(B) →

∏
T∈T Z = Ω̃(B) is injec-

tive, we can identify Ω(B) with its image in Ω̃(B). Since Ω̃(B)/Ω(B) is
finite, it has a well-defined exponent ‖B‖. We call ‖B‖ the Artin index
of B. So, nΩ̃(B) ⊂ Ω(B) if and only if ‖B‖ divides n.

(ii) Note that an element x ∈ Ω(B) is a non-zero divisor if and only if ϕ(x)
has no zero component. Hence Ω̃(B) ⊗ Q is the total quotient ring of
Ω(B). If y ∈ Ω(B)⊗Q is integral over Ω(B), then the components of y
are integral over Z and hence are in Z. Conversely,

∏
Z is integral over

ϕ(Ω(B)) (since, for example,
∏

Z is generated by idempotent elements
that are integral over any subring). So, ϕ is the inclusion of Ω(B) into
the integral closure of Ω(B) in its total quotient ring.

Lemma 9.4.7 Let (B, I) be a based category, X a B-object, T ∈ I, then
T×X = ϕT (X)·T+

∑
Y ∈I
Y�T

nY Y where the nY are some non-negative integers

in Z.

PROOF We know from theorem 9.4.3 that we can write T × X =∑
Y ∈I nY Y where nY ∈ Z and nY ≥ 0. Now, ϕZ(T ×X) = ϕZ(T ) · ϕZ(X)
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(by lemma 9.4.5) = 0 if Z ≮ T (by lemma 9.4.5). So, 0 = ϕZ

(∑
Y ∈I

nY Y

)
≥

nZϕZ(Z) ≥ nZ ≥ 0. i.e., nZ = 0 for Z ≮ T . Hence,

T ×X =
∑
Y <T

nY Y (9.1)

where nY ∈ Z, nY ≥ 0. Applying ϕT on both sides of I, we have ϕT (T ) ·
ϕT (X) = nTϕT (T ), which implies that ϕT (X) = nT since ϕT 	= 0.
Hence T ×X = ϕT (X) · T +

∑
Y ∈I
Y�

nY Y as required.

Theorem 9.4.4 Let (B, I) be a based category, R an integral domain, ψ :
Ω(B) → R any ring homomorphism, and Iψ = {X ∈ I : ψX 	= 0}. Then,
there exists exactly one element T ∈ Iψ that is minimal with respect to < in
Iψ. Moreover, ψ(X) = ϕT (X) · 1R for all X ∈ Ω(B) and this minimal T in
Iψ.

PROOF Let T, T ′ ∈ Iψ be minimal, and let T × T ′ =
∑

X∈I nXX . Since
ψ(T × T ′) = ψ(T ) · ψ(T ′) 	= 0 in R, there exists X ∈ I with ψ(nXX) =
nXψ(X) 	= 0, that is, X ∈ Iψ and X < T , X < T ′ since ϕX(T ) · ϕX(T ′) =
ϕX(T ×T ′) ≥ nXϕX(X) > 0. Hence, by the minimality of T and T ′, we have
T = X = T ′. So, the minimal T in Iψ is unique.
Now, using this T in 9.4.7, we have

ψ(T ×X) = ψ(T ) · ψ(X) = ϕT (X) · T +
∑
X∈I
Y�T

nXX = ϕT (X) · ψ(T )

since one has ψ(X) � 0 for X � T by the minimality of T . Since R is an
integral domain, we can divide both sides by ψ(T ) 	= 0 and we then have
ψ(X) = ϕT (X) · 1R as required.

Corollary 9.4.2 Let (B,I) be a based category, T ∈ I, p a characteristic (i.e.,
p = 0 or p a prime), p(T, p) the prime ideal {x ∈ Ω(B) : ϕT (x) ≡ 0(p)}. Then,
any prime ideal p in Ω(B) is of the form p(T, p) for some T ∈ I and some p.

PROOF Consider the natural map ψ : Ω(B) → Ω(B)/p. Then ψ(x) =
ϕT (x) · 1R for some T ∈ I by theorem 9.4.4.

So,

p = {x ∈ Ω(B) : ψ(x) = 0} = {x ∈ Ω(B) : ϕT (x) · 1R = 0}
= {x ∈ Ω(B) : ϕT (x) ≡ 0(p)} = p(T, p),

where p = characteristic of Ω(B)/p.
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Remarks 9.4.1 (i) Let Fp be a prime field of characteristic p. Note that

p = p(T, p) = Ker(Ω(B)
ϕT−→ Z → Fp).

It follows from corollary 9.4.2 that given any prime ideal p in Ω(B),
the quotient ring Ω(B)/p is a prime ring (i.e., either isomorphic to Z
or Fp, p 	= 0). In particular, if R is an integral domain, then two
homomorphisms ψ, ψ′ : Ω(B) → R coincide if and only if they have the
same kernel.

(ii) Note that if ψ : Ω(B) → Ω(B)/p = R where p is a prime ideal of Ω(B),
then Iψ = I − (I ∩ p). We shall sometimes denote the unique minimal
T ∈ Iψ by Tp.

(iii) If we define a relation “
p∼” on B-objects by T

p∼ T ′ if p(T, p) = p(T ′, p),
then “

p∼” is an equivalence relation.

(9.4)D Arithmetic structure of Ω(G), G a finite group

Henceforth, we restrict our study of Burnside rings to the case Ω(B) where
B = GSet, i.e., to Ω(G). First, we have the following definition:

Definition 9.4.2 Let G be a finite group, H ≤ G. Define ϕH : GSet→ Z by
ϕH(S) = |SH |, the number of elements in SH where

SH = {s ∈ S : gs = s∀g ∈ H}.

The following lemma is analogous to lemma 9.4.5 and also gives the connection
between ϕT (S) and ϕH(S).

Lemma 9.4.8 Let S, T be G-sets, H,H ′ ≤ G. Then:

(i) ϕH(S) � ϕT (S) if and only if T � G/H.

(ii) ϕH(S1 ∪ S2) = ϕH(S1) + ϕH(S2), where S1, S2 ∈ GSet.

(iii) ϕH(S1 × S2) = ϕH(S1) · ϕH(S2), where S1, S2 ∈ GSet.

(iv) ϕH(S) 	= 0 if and only if H ∈ U(S), i.e., if and only if SH 	= ∅.

(v) If H,H ′ ≤ G, then ϕH(S) ≤ ϕH′ (S) for all GSets S if and only if
H ′  H. In particular, ϕH(S) = ϕH′ (S) for all GSets S if and only if
H ′ G∼ H.
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(vi) For any two simple GSets S, T with S � G/H, we have ϕS(S) =
|AutG(S)| = (NG(H) : H), and ϕS(S) divides ϕT (S).

PROOF

(i) Follows from the fact that the map GSet(G/H,S) → S given by
ϕ → ϕ(eH) induces a bijection GSet(G/H,S) � SH .

(ii) and (iii) are left as easy exercises.

(iv) Follows from the definition of ϕ, <, and U(S).

(v) If ϕH(S) ≤ ϕH′ (S) for all G-set S, then in particular ϕH′ (G/H) 	= 0
since ϕH(G/H) > 0, and so, H ′  H . On the other hand, if
H ′ ≤ gHg−1 = K, then ϕH(S) = |SH | = |SK | ≤ |SH′ | = ϕH′(S).

(vi) Left as an exercise.

Remarks 9.4.2 (i) It follows from lemma 9.4.8(ii) and (iii) that we have a
ring homomorphism ϕH : Ω(G) → Z. Since I consists of only a finite
number of non-isomorphic G-sets, each isomorphic to some G/H , for
someH ≤ G, (since G/H�G/H ′ if and only if H and H ′ are conjugate),
it means that we also have a homomorphism w =

∏′
H≤GϕH : Ω(G) →∏′

H≤GZ = Ω̃(G) where
∏′ is taken over representatives of conjugacy

classes of subgroups of G.

(ii) In view of lemma 9.4.8(i), one can restate the Burnside theorem as fol-
lows:
If S, S′ are G-sets, then S � S′ if and only if ϕH(S) = ϕH(S′) for all
subgroups H of G. It then follows that if
w =

∏′
H≤G

ϕH : Ω(G) →
∏′

H≤GZ, then S � S′ if and only if

w(S) = w(S′).
Hence w is injective.

(iii) It follows from theorem 9.4.4 that any homomorphism ψ : Ω(G) → R (R
is an integral domain) factors through some ϕH : Ω(G) → Z (H ≤ G)
and the unique homomorphism Z → R given by n → n · 1R.

(iv) If H ≤ G, p a characteristic, (i.e., p = 0 or prime), and if p = {x ∈
Ω(G) : ϕHx ≡ 0(p)}, then any prime ideal p ∈ Ω(G) is of the form
p(H, p) for some H ≤ G and some rational prime p (see corollary 9.4.1).
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(v) If the number of conjugacy classes ofG is k, then Ω̃(G) =
∏

Z (k products
of Z) is a free Abelian group of rank k, Ω(G) is also a free Abelian group
of the same rank by theorem 9.4.3, and the cokernel of w is finite.

Our main aim in this subsection is to compute more explicitly the cokernel of
w.

Lemma 9.4.9 Consider Ω(G) and Ω̃(G) as subrings of∏
T∈I

Q = Q⊗ Ω(G) = {(xT )T∈I : xT ∈ Q}, i.e.,

Ω̃(G) = {(xT )T∈I ∈
∏

Q : xT ∈ Z} and

Ω(G) =
∑
S∈I

Z(ϕTS)T∈I ⊆
∏
T∈I

Q.

Then, J ′ =
{

1
|AutG(S)|S =

(
ϕT (S)
ϕS(S)

)
T∈I

∣∣∣S ∈ I} is a basis for Ω̃(G).

PROOF By lemma 9.4.8, we know that |AutG(S)| = ϕS(S) divides ϕT (S),
and so,

(
ϕT (S)
ϕS(S)

)
T∈I

is an element of Ω̃(G) for any S ∈ I. Now, compare the

set J ′ with the canonical basis

J =
{
iS = (δTS )T∈I : S ∈ I

}
of Ω̃(G), where δTS =

{
0 if S 	= T
1 if S = T

Since |I| = |J | = |J ′|, it is enough to show that iS ∈ J is an integral linear
combination of elements of J ′. This is done by induction with respect to <.
If S = G/ε, then:
ϕT

(
1

|AutG(G/ε)|G/ε
)

= δTG/ε, and so, iS = 1
|AutG(S)| S ∈ J ′. For arbitrary S,

we have ϕS
(

1
|AutG(S)|S

)
= 1 and ϕT

(
1

|AutG(S)|S
)

= 0 for T ≮ S, and so,

1
|AutG(S)|S = iS +

∑
T∈I
T�S

nT,SiT with nT,S =
ϕT (S)
ϕS(S)

∈ Z.

Now, by induction hypothesis, any iT with T � S is an integral linear combi-
nation of the elements of J ′. So, the same is true of iS .

Remark 9.4.5 One alternative way of visualizing the proof of the above
lemma is the following:
If we order i = {SI = G/ε, S2, · · · } in such a way that Si < Sj ⇒ i ≤ j, then

the matrix (Aij)i,j=
(
ϕSi

(Sj)

ϕSj
(Si)

)
i,j

, which transforms J into J ′, is integral and

triangular with 1′s on the diagonal and hence unimodular. So, J ′ is a basis
of Ω̃(π) as well as J .



292 A.O. Kuku

Corollary 9.4.3 Let H1 = 1, H2, · · ·Hk be a complete set of representatives
of conjugacy classes of subgroups of G. Then

(Ω̃(G) : Ω(G)) =
k∏
i=1

|N(Hi)|.

PROOF Without loss of generality, assuming that i ≤ j implies |Hi| ≤
|Hj |. The set {G/Hi : i = 1, · · · , k} forms a basis for Ω(G). Now, consider the
k × k matrix M = (ϕHj (G/Hi)). Note that ϕHj (G/Hi) = 0 unless Hj

G
≤Hi.

So, M is triangular and (Ω̃(G) : Ω(G)) = det(M) =
∏k
i=1 ϕHi(G/Hi) =∏k

i=1N(Hi).

Theorem 9.4.5 {n ∈ Z : nΩ̃(G) ⊂ Ω(G)} = |G|Z.

PROOF For n ∈ Z, nΩ̃(G) ⊆ Ω(G) if and only if |AutG(S)| divides n
for all simple G-sets S if and only if (NG(H) : H) divides n for all subgroups
H ≤ G if and only if |G| divides n.

Lemma 9.4.10 Let G be a finite group, H ≤ G, S a G-set. Then SH is a
NG(H)/H-set.

PROOF Put N(H) = NG(H)/H . Define ρ : N(H) × SH → SH by
(g, s) → gs, where g = g · H ∈ N(H), g ∈ NG(H), s ∈ SH . Then SH is a
well-defined N(H)-set since one has gs = gxs, (gh)s = g(hs) for all x ∈ H ,
g, h ∈ NG(H), s ∈ SH , and gs ∈ SH (for, if h ∈ H , then h(gs) = g(g−1hg)s =
gs).

Remark 9.4.6 In view of lemma 9.4.10, we now define a map ΨH : Ω(H) →
Ω(N(H)) by S → SH . It is easy to see that ΨH is a well-defined ring homo-
morphism and that we have a commutative diagram

Ω(G)

ϕh

���
��

��
��

�
ϕH �� Ω(N̄(H))

δ
�����������

Z

where δ(X) = |X |, the number of elements of X .

Lemma 9.4.11 [Burnside’s Lemma] Let S be a G-set. Then,∑
g∈G ϕ<g>(S) =

∑
g∈G |Sg| equals |G| times the number of G-orbits in S.

PROOF Let S = S1 ∪ S2 ∪ · · · ∪ Sk be a decomposition of S into simple
G-sets. Note that for each s ∈ Si, one has an isomorphism Si � G/Gs, i.e.,
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|Gs| = |G|
|Si| . But∑

g∈G
ϕ<g>(S) = |{(g, s) : g ∈ G, s ∈ S, gs = s}| =

=
∑
s∈S

|Gs| =
k∑
i=1

∑
s∈Si

|Gs| =
k∑
i=1

( ∑
s∈Si

|G|
|Si|

)
=

k∑
i=1

( k∑
i=1

(|G|/|Si|)|Si|
)

= k|G|.

Lemma 9.4.12 Let G be a finite group. Then Ω(G) is contained in the k-
ernel of the additive map Ω(G)

ηG−→ Z/|G|Z given by x = (x<g>)g∈G →∑
g∈G x<g>mod|G|.

PROOF Let x = (xH)H≤G be an element of Ω(G) ⊆ Ω̃(G). If x = S−T ,
then we have

∑
x<g> =

∑
ϕ<g>(S)−

∑
ϕ<g>(T ) ≡ 0 (mod |G|).

Remarks 9.4.3 Let H ≤ L ≤ G and let L = L/H < N(H). Then, for
any x ∈ Ω(G), ϕL(ϕH(x)) = ϕL(x) since, if x = S , we have (SH)L = SL.
Hence the ring homomorphism Φ : Ω(G) → Ω(N(H) can be extended to a
ring homomorphism ΦH : Ω̃(G) → Ω̃(N(H)) such that the diagram

Ω(G)

��

ΦH �� Ω(N̄(H))

��
Ω̃(G)

Φ̃H

�� Ω̃(N̄(H))

commutes, where Φ̃H : Ω̃(G) → Ω̃(N(H)) is given by (xL)′L≤G → (yL)′
L≤N(H)

with yL = xL if L = ∪gH∈LgH .

Theorem 9.4.6 If η =
∏′
H≤G(ηN(H) ◦ΦH) : Ω̃(G) →=

∏′
H≤G(Z/|N(H)|Z),

then,

(i) The sequence

0 → Ω(G) w−→ Ω̃(G)
η−→

′∏
H≤G(Z/|N(H)|Z) → 0

is exact.

(ii) The sequence

0 → Ω(G) → Ω̃(G)
η1−→

′∏
H≤G

′∏
p||G|

(Z/(|N(H)|pZ)) → 0
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is also exact where η1 =
∏′
H≤G

∏
p||G| ηN(H)p

◦Φ̃pH with N(H)p denoting

a Sylow-p-subgroup of N(H) and Φ̃pH the composition

Ω̃(G) Φ̃H−→ Ω̃(N(H)) res−→ Ω̃(N
p

H).

PROOF Since Ω(G), identified with its image, is contained in the kernel
of η by lemma 9.4.12 and remark 9.4.3, and since the index of Ω(G) in Ω̃(G)
is equal to the order

∏′
H≤GZ/|N(H)|Z by remark 9.4.3, it is enough to show

that η is surjective.
To do this, we decompose η into the decomposition of the two maps ρ :
Ω̃(G) → Ω̃(G) and ρ′ : Ω̃(G) →

∏′
H≤G Z/|N(H)|Z, which are defined as

follows:

ρ′ : Ω̃(G) =
′∏

H≤G
Z −→

′∏
H≤G

Z/|N(H)|Z

is just the obvious canonical surjection that maps each (xH)′H≤G ∈ Ω̃(G)
onto (xH + |N(H)|Z)′H≤G, and ρ : Ω̃(G) → Ω̃(G) is defined by (xH)′H≤G →
(x′H)′H≤G with x′H = 1

|H|
∑

g∈N(H) x<H,g>. Obviously, η = ρ′ ◦ ρ, and so, we
only have to show that ρ is an isomorphism. However, using the canonical
basis of primitive idempotents in Ω̃(G) (denoted by iS), in the proof of lemma
9.4.9 where S = {G/H : H ≤ G} for computing the matrix of ρ, one sees
easily this matrix has the form⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 ∗ ∗ . . . · · · ∗
0 1 ∗ ∗
0 0 1 ∗ ∗

0 0
. . . . . . . . .

...
... 0 1 ∗
0 0 . . . . . . 0 1

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

i.e., it is upper triangular with 1′s on the diagonal, if the basis is ordered
appropriately. So, ρ is indeed an isomorphism.
(ii) is proved analogously.

9.4.5 Before closing this section, we shall show that a finite group G is
solvable if and only if the prime ideal spectrum of Ω(G) is connected, i.e., if
and only if 0 and 1 are the only idempotents in Ω(G). This will be done in
9.4.8.

Definition 9.4.3 Let G be a finite group, H ≤ G. We denote by Hp the
(well-defined) smallest normal subgroup of H such that H/HP is a p-group,
and we denote by Hp the pre-image of any Sylow-subgroup of NG(Hp) =
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NG(Hp)/Hp. If H is any finite group, define Hs as the minimal normal
subgroup of H such that H/Hs is solvable.

Recall from remark 9.4.2(iv) that if p is a characteristic and G a finite group,
then any prime ideal p of Ω(G) has the form p = p(H, p) = {x ∈ Ω(G) :
ϕH(x) ≡ 0(p)} where H is some appropriate subgroup of G (see corollary
9.4.2).

Theorem 9.4.7 Let H,H ′ be subgroups of a finite group G, p a rational
prime. Then the following conditions are equivalent

(i) p(H, p) = p(H ′, p).

(ii) Hp
G∼ H ′p.

(iii) Hp G∼ H ′p.

(iv) ϕH ≡ ϕH′ (mod p).

PROOF (ii) ⇒ (iii) follows from (Hp)p = Hp.
(iii) ⇒ (iv): We first show that if H ≤ H ′ ≤ G , and (H ′ : H) = pk, a power
of p, then ϕH ≡ ϕH′ (mod p), i.e., ϕH(S) ≡ ϕH′ (S) (mod p)for all S ∈ GSet,
Now, ϕH(S) = |SH |, and since H �H ′, SH is H ′-invariant (since if s ∈ SH ,
g ∈ H ′, then h(gs) = (g′g−1hg)s = gs for all h ∈ H). Moreover, H ′/H
acts on SH , leaving SH

′
pointwise invariant, whereas SH − SH

′
is a disjoint

union of non-trivial transitive H ′/H-sets, all of which have a length 	=1 and
dividing |H ′/H | = pk. So, p | |SH − SH

′ | i.e., ϕH(S) = |SH | ≡ |SH′ | =
ϕH′ (S) (mod p). Now, let H,H ′ be two arbitrary subgroups of G. Then,
since (H : Hp) is a power of p, ϕH(S) = ϕH′ (S) (mod p) for all S ∈ GSet.
Similarly, ϕH′ (S) ≡ ϕH′p(S) (mod p) for all S ∈ GSet (see lemma 9.4.8).
Hence (iii) ⇒ (iv).
(iv) ⇒ (i) is trivial since

p(H, p) = {x = S − T ∈ Ω(G) : ϕH(S) ≡ ϕH(T ) (mod p)}.

(i) ⇒ (ii): Let L = Hp, and L′ = H ′ and p = p(H, p) = p(L, p) = p(L′, p).
Since Hp ≡ (Hp)p, the subgroup HP is a characteristic subgroup of L, and so,
we have NG(L) ⊆ NG(Hp). Since p � (NG(Hp) : L) by definition of L = Hp,
we get a fortiori, p � (NG(L) : L) = ϕL(G/L).
Hence, G/L is, up to isomorphism, the unique minimal G-set T = Tp with
T ∈ p (see theorem 9.4.4). Since the same holds for G/L′, we have G/L ∼=
G/L′, and so, L G∼ L′.

Remark 9.4.7 Note that the above proof shows, in particular, that any two
Sylow-p-subgroups must be conjugate. To see this take H = ε, the trivial
subgroup.
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Theorem 9.4.8 Two prime ideals p(H, p) and p(H ′, p) are the same connect-

ed components of Spec(Ω(G)) if and only if H G∼ H ′. Hence the connected
components of Spec(Ω(G)) are in one-one correspondence with the class of
conjugate perfect subgroups H of G (i.e., subgroups H with [H,H ] = H).

PROOF It suffices to prove the first statement. Let A be a Noetherian
ring. For any prime ideal p ∈ Spec(A), let p = {a : a ∈ Spec(A), p ⊂ a} be
the closure of p in Spec(A). Then, two prime ideals p and q are in the same
connected component of Spec(A) if and only if there exists a series of minimal
ideals p

1
, · · · , p

n
with p ∈ p

1
, q ∈ p

n
, p

i
∩ p

i+1
	= ∅ (i = 1, 2, · · · , n− 1). But

for A = Ω(G), we have p(H, 0) ∩ p(H ′, 0) 	= ∅ if and only if Hp G∼ H ′p for
some p, which implies that Hp = (Hp)s π∼ (H ′p)s = H ′s.

Hence, if p(H, p) and p(H ′, q) are the same connected component of

Spec(Ω(G)), we have Hs G∼ H ′s.

On the other hand, p(H, p) and p(Hs, 0) are always in the same connected
component since we can find a series of normal subgroups of H such that
Hs = H(n) �H(n−1) � · · ·�H(1) �H(0) = H with H(i−1)/H(i) a qi-group for
some prime qi (i = 1, · · · , n), which implies p(H, p) ∈ p(H(0), 0), p(H(i−1), 0)∩
p(H(i), 0) 	= ∅ for i = 1, · · · , n and p(Hs, 0) ∈ p(H(n), 0).

Remark 9.4.8 Theorems 9.4.7 and 9.4.8 can also be deduced easily from
theorem 9.4.6 (ii) and (i), respectively. We indicate how theorem 9.4.6 (i)
implies theorem 9.4.8: Two prime ideals p(H, p) and p(H ′, q) are in the same
connected component of Ω(G) if and only if for any idempotent e ∈ Ω(G) one
has “e− 1 ∈ p(H, p) ⇔ e − 1 ∈ p(H ′, q)”. But an idempotent in Ω(G) is an
idempotent in Ω̃(G), which is contained in the kernel of η, and an idempotent
in Ω̃(G) is always of the form e = eU = (δUH)H≤G ∈ Ω̃(G) =

∏′
H≤G Z with

δUH = 1 if H ∈ U
0 if H /∈ U for some set U of conjugacy classes of subgroups of G.

But any such eU is in the kernel of η if and only if for any H ∈ U one has
< H, g >∈ U for any g ∈ NG(H) and thus eU(Ω(G)), if and only if U is a
disjoint union of s∼-equivalent subgroups of G, if s∼-equivalence is defined by
“H s∼ H ′ ⇔ Hs G∼ H ′s”. Thus p(H, p) and p(H ′, q) are in the same connected
component of Ω(G) if and only if H and H ′ are s∼-equivalent, q.e.d.
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9.5 Induction Theorems for Mackey and Green functors

In this section, we obtain general induction theorems for Mackey functors,
and we shall see that these results are in fact generalizations of Artin’s induc-
tion Theorem.

Definition 9.5.1 Let B be a based category, M a Mackey functor from B into
Z-Mod, f : X → Y a B-morphism. Recall from lemma 9.3.1 that

Kf (M) = Ker(f∗ : M(Y ) →M(X)) and If (M) = Im(f∗ : M(X) →M(Y )).

Some properties of Kf (M) and If (M) have been given in lemma 9.3.1. If
Y = ∗, the final object of B, and f is now the unique morphism fX : X → ∗,
we write KX(M) and IX(M) for Kf(M) and If (M), respectively. Note that
if X, Z are two B-objects with X < Z, we have a commutative triangle

X
↘fX⏐⏐8 �

↗fZ

Z

and so, we have IX(M) ⊆ IZ(M) and KZ(M) ⊆ KX(M). Hence, if X�Z,
then KZ(M) = KX(M), and IX(M) = IZ(M). So, KX(M) and IX(M)
depend only on the �-equivalence class of X.
Now, let B = GSet. Recall from theorem 9.1.1 and definition 9.1.3 that for
any two G-sets S and T , one has S�T if and only if U(S) = U(T ) where
U(S) = {H ≤ G : SH 	= ∅}. If U is any collection of subgroups of G,

define S(U) ∈ GSet by S(U) =
·
∪H∈U G/H. Denote KS(U)(M) by KU(M),

IS(U)(M) by IU (M), and write KH(M), IH(M) if U contains exactly one
subgroup H only. Clearly, if U is the subconjugate closure of U (as defined
in 9.1.3), then KU(M) = KU(M), and IU (M) = IU (M). Also, we have
KS∪̇T (M) = KS(M) ∩KT (M) and IS∪̇T (M) = IS(M) + IT (M).
In particular, KU(M) = ∩H∈UKH(M), IU (M) =

∑
H∈U IH(M).

Suppose P is a (possibly empty) set of prime numbers and P ′ its complement
in the set of all prime numbers. So, any natural number n can be uniquely
written as the product of its P-part nP and its P ′-party nP′ where if n =∏
pαp , then nP =

∏
p∈P p

αp , and n′P, =
∏
p/∈P p

αp . If U is a set of subgroups
of G, define hPU = U ∪ J where

J = {H ≤ G : ∃p ∈ P with Hp ∈ U}.

Put hU = hPU if P is the set of all primes, i.e., P ′ = ∅. Then hPU contains
for any H ∈ U all H ′ ≤ G such that Hp G∼ H ′p (i.e., such that p(H, p) =
p(H ′, p)), (see theorem 9.4.7) for some p ∈ P.
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If T is a G-set, define TP = S(hP(U(T ))) = ∪̇H∈hP(U(T ))G/H. Then,
T < TP , T�S implies that TP = SP and hP(U(T )) = U(TP).

The following lemma will be useful in proving the general induction theorem
9.5.1 for Mackey functors M : GSet→ Z-Mod as well as its generalization to
Mackey functors M : B → Z-Mod where B is a based category (see theorem
9.5.2).

Lemma 9.5.1 Let B be a based category, Z a B-object, Ω : B → Z-Mod the
Burnside functor, and ∗ the final object of B, with J a basis of B. Then,

(i) KZ(Ω) = {x ∈ Ω(∗) : ϕT (x) = 0 for all T ∈ J T < Z}.

(ii) IZ(Ω) = {x ∈ Ω(∗) : ϕT (x) = 0 for all T ∈ J T ≮ Z}.

PROOF

(i) Let x = X −X ′ ∈ Ω(∗), X,X ′ ∈ GSet. Then x ∈ KZ(Ω) if and only if
the projections PZ : X × Z → Z and P ′Z : X ′ × Z → Z are isomorphic
in the based category B/Z, i.e., if and only if ϕT→Z(X × Z → Z) =
ϕT→Z(X ′ × Z → Z) for all objects (T, α : T → Z) in J/Z. Now,
ϕT→Z(X × Z → Z) is by definition the number of elements in the set

{ψ : T → X × Z :
T −→ X × Z
α↘ ↙PZ

Z
commutes}

i.e., in the set of all B/Z-morphism from (T, α : T → Z) to (X×Z,PZ :
X × Z → Z). Moreover, a map ψ : T → X × Z is nothing else but a
pair (ψ1, ψ2) of maps ψ1 : T → X , Ψ2 : T → Z, and so,

ϕT→Z(X × Z → Z) = |{(ψ1, ψ2) : T → X × Z|ψ2 = α}|
= |{ψ1 : T → X}| = ϕT (X).

So, x = X −X ′ ∈ KZ(Ω) if and only if ϕT (X) = ϕT (X ′) for all T < Z,
T ∈ J , i.e., if and only if ϕT (x) = 0 for all T ∈ J as required.

(ii) It follows from the definition of IZ(Ω) that IZ(Ω) =
∑

T∈J,T<Z Z ·T . So,

IZ(Ω) = {x =
∑
T∈J

xTT ∈ Ω(∗)|xT = 0 for all T ∈ J, T ≮ Z}

i.e., {x ∈ Ω(∗)|ϕT (x) = 0 for T ∈ J, T ≮ Z}.
Vice-versa, if x =

∑
T∈J xTT ∈ Ω(B) and ϕT (x) = 0 for all T ∈ J ,

with T ≮ Z, we have xT = 0 for all such T , since otherwise, choosing a
maximal element T0 with respect to < in {T ∈ J |T ≮ Z, andxT 	= 0},
we get

ϕT0(x) = xT0ϕT0(T0) 	= 0.
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We now state the general induction theorem for Mackey functors GSet→ Z-
Mod. We shall later generalize this in theorem 9.5.2 to Mackey functors from
based category to Z-Mod.

Theorem 9.5.1 Let G be a finite group, M : GSet → Z-Mod a Mackey
functor, P a set of primes, and ∗ the final object in GSet. Then, for any
G-set S, one has

(i) |G|′PM(∗) ⊆ KS(M) + ISP (M).

(ii) |G|P (IS(M) ∩KSP (M)) = 0.
In particular, if U is any set of subgroups of G, we have

|G|′PM(∗) ⊆ KU(M) + IhPU (M) and

|G|′P(IU (M) ∩KhPU(M)) = 0.

PROOF Since it has been shown in theorem 9.4.2 that the Burnside
functor Ω : GSet→ Z-Mod is a Green functor and that any Mackey functor
M : GSet → Z-Mod is an Ω-module, the theorem would follow from lemma
9.3.1(iv) once we show that |G|′P1Ω(G) ∈ KS(Ω) + ISP (Ω).
Now let J be the basis of GSet, T ∈ J . Define ePS , f

P
S ∈ Ω̃(G) by

ϕT (ePS ) =
{

1 if T < SP
0 if T ≮ SP

ϕT (fPS ) =
{

0 if T < SP
1 if T ≮ SP .

Then (ePS + fPS ) = 1Ω̃(G) = 1Ω(G). Now, |G|′P1Ω(G) = |G|′PePS + |G|′PfPS , and
|G|′PePS , |G|′PfPS ∈ Ω(G) by theorem 9.4.6(ii). (The reader is requested to
check that both elements are the kernel of η1 by small, direct computation).
But ϕT · (|G|′PePS ) = 0 for T ≮ SP . So, by lemma 9.5.1, |G|′PePS ∈ ISP (Ω).
Also, ϕT (|G|′PfPS ) = 0 for T < SP . So, by lemma 9.5.1, |G|′PePS ∈ KS(Ω).
So, |G|′P1Ω(G) = |G|′PePS + |G|′PfPS ∈ ISP (Ω) +KS(Ω) as required.

Remark 9.5.1 (i) Putting P = ∅ in the above theorem, we get S�S∅,
|G|′P = |G|, and so, the theorem yields |G|M(∗) ⊆ KS(M) + IS(M).
This latter form of our induction theorem yields the Artin induction
theorem if we put M = KG

0 (−,P(C)) and S = S(U) = ·∪G/H where
U = {H ≤ G|H cyclic} see [38]. This is because KG

0 (G/H,P(C)) is
isomorphic to the generalized character ring char(H) of H and the map

KG
0 (∗,P(C)) � char(G) →

∏
H∈U

KG(G/H,P(C))
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is injective, i.e., KS(KG
0 (−,P(C)) = 0. So,

|G| ·KG
0 (∗,P(C)) ⊆ Im(KG

0 (S,P(C)) → KG
0 (∗,P(C))).

i.e.,
|G|char(G) ⊆

∑
H∈U

Im(char(H) → char(G)).

(ii) If P contains all the prime divisor of |G|, we have

M(∗) ⊆ KS(M) + ISP (M).

In the special case M = KG
0 (−,P(C)) considered above, this is an in-

duction theorem of the type proved by R.Brauer and others in the 40’s
(see [38, 39]).

(iii) Let B be a based category. It was shown in theorem 9.4.3 that Ω(B)
has finite index in Ω̃(B) =

∏
T∈J Z, and we defined, in remarks 9.4.4,

the Artin index ‖B‖ of B as the exponent of Ω̃(B)/Ω(B). It follows from
theorem 9.4.5 that ‖GSet‖ = |G| for any finite group G.

Lemma 9.5.2 Let Ω : B → Z-Mod be the Burnside functor. Then ‖B‖ ·
1Ω(B) ∈ KX(Ω) + IX(Ω) for any B-object X.

PROOF The proof is similar to theorem 9.5.1 in case P = ∅ where we use
‖B‖ instead of |G| = |G|′P to conclude that ‖B‖eϕS, ‖B‖f

ϕ
S ∈ Ω(B), and then

apply theorem 9.5.1 to conclude finally that ‖B‖ · 1Ω(B) ∈ IX(Ω) +KX(Ω).

Theorem 9.5.1 can now be generalized as follows.

Theorem 9.5.2 Let B be a based category, M : B → R-Mod a Mackey
functor. Then ‖B‖ annihilates all cohomology groups ĤXM(∗) (see 9.2.2).
In particular,

(i) ‖B‖ ·M(∗) ⊆ KX(M) + IX(M).

(ii)‖B‖ · (KX(M) ∩ IX(M)) = 0.

PROOF Since the canonical map M(∗) → Ĥ0
XM(∗) has kernel equal

to the right-hand side of (i), (i) follows from ‖B‖Ĥ0
X(M)(∗) = 0. Now, by

theorem 9.4.2 it suffices to show that ‖B‖Ĥ0
XΩ(∗) = 0, which follows from

‖B‖1Ω(∗) ∈ KX(Ω) + IX(Ω), i.e., from lemma 9.5.2.
(ii) follows also immediately from lemma 9.5.2.
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Remarks 9.5.1 (i) Theorem 9.5.2, apart from generalizing Artin’s induc-
tion theorem, also generalizes the fact that |G| annihilates all cohomol-
ogy groups Ĥn(G,B) where B is ZG-module.

(ii) If ‖B‖1R is invertible in a ring R, then (i) and (ii) of remark 9.5.2 imply
that M = Ker(M → MX) ⊕ Im(MX → M), and in particular that
M(∗) →M(X) is injective if and only if M(X) →M(∗) is surjective.

Corollary 9.5.1 Let ‖B‖ · R = R, G : B → R-Mod a Green functor and
M a G-module such that M(∗) is a faithful G(∗)-module. Then the following
statements are equivalent:

(i) M is X-projective.

(ii) M(X) � M(∗) is surjective.

(iii) M(∗) ↪→M(X) is injective.

(iv) G(∗) ↪→ G(X) is injective.

(v) G(X) � G(∗) is surjective.

(vi) G is X-projective.

PROOF The implications (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v) ⇒ (vi) ⇒ (i)
follow easily form remarks 9.5.1 (ii) and proposition 9.1.1.

Corollary 9.5.2 Assume ‖B‖ · R = R and let ΩR : B → R-Mod : X →
R⊗Z Ω(X) be the Burnside functor tensored with R. Then,

ΩR/Ker(ΩR → ΩRX) � Im(ΩRX → ΩR)

is X-projective for any B-object X .

PROOF Put M = ΩRX , G = Im(ΩR → ΩRX) in remarks 9.5.1(ii) and and
corollary 9.5.1

Corollary 9.5.3 If ‖B‖ ·R = R and M : B → R-Mod is a Mackey functor,
then the following statements are equivalent:

(i) M is X-projective.

(ii) M(X × Y ) � M(Y ) is surjective for all B-objects Y .

(iii) M(Y ) ↪→M(X × Y ) is injective for all B-objects Y .

In particular, any subfunctor and any quotient functor of an X-projective
Mackey functor M : B → R-Mod is X-projective.
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PROOF

“(i) ⇒ (ii)” follows from the definition ofX-projectivity (see definition 9.1.4)

“(ii) ⇒ (iii)” follows from the remarks in remarks 9.5.1(ii)

“(iii) ⇒ (i)” It follows from (iii) that the ΩR-module M is a module over
ΩR/Ker(ΩR → ΩR), which is an X-projective Green functor by corol-
lary 9.5.2. So, M is X-projective by corollary 9.5.1.

The last statement follows since (iii) holds for any subfunctor of M and (ii)
holds for any quotient functor of M if it holds for M .

Remarks 9.5.2 It follows from above that if ‖B‖ · R = R and M : B → R-
Mod is a Mackey functor, then Im(M →MX) and H0

X(M) are X-projective
as subfunctors of MX , and Im(MX → M) and H0

X(M) are X-projective as
quotient of MX . Also, a Green functor G : B → R-Mod is X-projective if
and only if the image of ΩR in G is X-projective.

Corollary 9.5.4 Assume ‖B‖ · R = R and M : B → R-Mod is a Mackey
functor and J a basis of B. Define

MZ = Im(MZ →M) ∩ (∩ Z′∈J
Z′ �=Z,Z′<Z

Ker(M →MZ))

for any Z ∈ J . Then, M = ⊕Z∈JMZ . Moreover, MZ can be characterized as
the largest Z-projective subfunctor of M , all of whose Z ′-projective subfunc-
tors are zero for Z ′ 
 Z (Z,Z ′ ∈ J).
A Green functor G : B → R-Mod is also a direct product G =

∏
Z∈J GZ of

Green functors GZ .

PROOF From definition of B and the fact that ‖B‖ ·R = R, we have:

ΩR(B) = R⊗ Ω(B) � R⊗ Ω̃(B) =
∏
Z∈J

R.

So, we have a set eZ(Z ∈ J) of pairwise orthogonal idempotents of ΩR(B) =
ΩR(∗) with

∑
eZ = 1. The statement then follows from MZ(Y ) = eZ|Y (Y )

for any B-object Y (i.e., MZ = eZ ·M).

9.6 Defect Basis of Mackey and Green functors

9.6.1 Let B be a based category, and M : B → R-Mod a Mackey functor.
Recall from proposition 9.1.1 that a vertex object or a vertex of M is a B-
object X , unique up to �-equivalence such that M is Y -projective for some
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B-object Y if and only if X < Y . Also, induction theory could be roughly
understood as one way of computing vertex objects for M .
If M is a G-module for some Green functor G : B → R-Mod, we saw in
theorem 9.3.1 that M is Y -projective if G is Y -projective, which in turn is
equivalent to the surjectivity of G(Y ) → G(∗). So, one can derive induction
theorems for M (i.e., prove that M is Y -projective) by constructing a Green
functor G which acts unitarily on M , and then proving that G(Y ) → G(∗) is
surjective. A vertex object for a Mackey functor M : GSet→ R-Mod is also
called a defect object for M or just a defect set.
Our aim in this section is to study defect objects S for the case B = GSet,
and in particular the collection U(S) of subgroups of G, which is, of course,
uniquely determined by M (see proposition 9.1.1(c)). Since this collection
U(S) of subgroups of G does not depend on the particular defect object S
chosen but only on M , we shall denote it by DM . This collection DM of
subgroups of G, called the class of vertex subgroups of M in proposition
9.1.1(c), will also be called a defect basis of M .

Remarks 9.6.1 (i) Note that proposition 9.1.1(c) is a generalization to
Mackey functors of a result due to J.A. Green, that defect sets do exist
for Green functors. Moreover, if M is any Mackey functor GSets→ Z-
Mod, proposition 9.1.1(c) then reduces the problem of determining all
G-sets S for which M is S-projective to that of determining the defect
basis of M .

(ii) If M : GSets→ Z-Mod is a Mackey functor and X a G-set, let

M |X : GSets/X
f−→ GSet M−→ Z−Mod

denote the composition of M with the forgetful functor GSets/X →
GSets : (Y → X) → Y . Then, it follows from proopostion 9.1.1(c) that
there exists a G-map α : S → X such that for any G-map β : T → X ,
M |X is β-projective if and only if there exists a morphism from α to
β in GSets/X . Such a map α : S → X is called a defect map with
respect to X , and it is uniquely determined by M up to �-equivalence
in GSets/X .
X is said to be without defect with respect to M if the identity map
X → X is a defect map over X , i.e., if for β : T → X a G-map,
M |X is β-projective only if there exists a G-map β′ : X → T such that
ββ′ = idX .
In some sense a Mackey functor is determined by its behavior on GSets
without defect, and the theory of defects may be considered as a way of
reducing the study of Mackey functor in arbitrary G-sets to the case of
G-sets without defect.

From now on, we shall concentrate on the defect sets of Green functors rather
than Mackey functors in general.
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Theorem 9.6.1 Let B be a based category, G : B → Z-Mod a Green func-
tor, X a B-object, n ∈ N a fixed natural number, θ : Ω → G the unique
homomorphism from Ω into G. Consider the following statements

(i) n · 1G(∗) ∈ IX(G).

(ii) n · G(∗) ⊆ IX(G).

(iii) n ·KX(G) = 0.

(iv) θ(n ·KX(G)) = 0.

(v) ‖B‖ · n · 1G(∗) ∈ n · IX(G) ⊆ IX(G).

Then, (i) ⇔ (ii) ⇒ (iii) ⇒ (iv) ⇒ (v); in particular, if ‖B‖ · G(∗) = G(∗),
then they are all equivalent.

PROOF

(i) ⇔ (ii) is trivial since IX(G) is an ideal of G(∗).

(ii) ⇒ (iii) n ·KX(G) = n · G(x) ·KX(G) ⊆ IX(G) ·KX(G) = 0.

(iii) ⇒ (iv) Let ηX : X → ∗ be the unique map fromX → ∗, and x ∈ KX(Ω).
Then, in the commutative diagram

Ω(∗)

Ω∗(ηX )

��

θ∗ �� G(∗)

G∗(ηX )

��
Ω(X)

θX �� G(X)

we have Ω∗(ηX)(x) = 0 ⇒ θXΩ∗(ηX)(x) = 0 ⇒ G∗(ηX)θ(x) = 0. Now,
by (iii), nθ∗(x) = 0. So, θ∗(n · x) = nθ∗(x) = 0.

(iv) ⇒ (v) By theorem 9.5.2, we have that ‖B‖ · 1Ω(∗) ∈ KX(Ω) + IX(Ω).
Hence

‖B‖ · n · 1Ω(∗) ∈ θ(n ·KX(Ω)) + θ(n · IX(Ω))
= 0 + n · (IX(Ω)) ⊆ n · IX(G) ⊆ IX(G).

Corollary 9.6.1 If B = GSet and |G| · G(∗) = G(∗), then for any GSet S
one has DG ⊆ U(S) if and only if KS(G) = 0.

PROOF Put B = GSet, n = 1 in Theorem 9.6.1.
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Corollary 9.6.2 Let G′ ⊆ G be a sub-Green functor of G and assume |G| ·
G′(∗) = G′(∗). Then DG = DG′ .

PROOF Left as an exercise.

Corollary 9.6.3 Let B be a based category, G : B → Z-Mod a Green functor.
If G(∗) is torsion free, X ∈ ob(B), and n ·1G(X) ∈ IX(G), then (n, ‖B‖) ·1G(∗) ∈
IX(G).

PROOF Left as an exercise.

Notations 9.6.1 If G : GSet → Z-Mod is a Green functor and A a com-
mutative ring with identity, then A ⊗Z G : GSet → A-mod is also a Green
functor, which we shall sometimes denote by GA. We also write DAG for the
defect basis of A⊗

Z
G. We shall write DPG for DAG in the special case A ⊆ Q,

P = PA = {p : p a prime with pA 	= A}, so that

A = ZP = Z[
1
q

: q /∈ P ] = Z[
1
q

: q ∈ P ′]

where P ′ is the complement of P in the set of all primes.

Lemma 9.6.1 Let G : GSet → Z-Mod be a Green functor, P ,P1,P2, · · ·
sets or primes. Then,

(a) For a G-set S, we have DPG ⊆ U(S) if and only if there exists a P ′-number
n ∈ N such that n · 1G(∗) ∈ IS(G).

(b) If P ⊆ P1, then DPG ⊆ DP1
G . In particular, DP1∩P2

G ⊆ DP1
G ∩ DP2

G .

(c) DP1∪P2
G = DP1

G ∪ DP2
G .

(d) If P1 = {p ∈ P : pG(∗) 	= G(∗)} = P ∩ PG(∗), then DPG = DP1
G .

(e) If G(∗) is torsion free, or more generally, if all torsion elements in G(∗)
are nilpotent, and P2 = {p ∈ P : p divides |G|}, then DPG = DP2

G .

PROOF

(a) The result follows from the fact that tensoring with ZP is the same as
localization with respect to {n · 1G(∗) : n a P ′-number}.

(b) Since ZP1 ⊆ ZP , we have a morphism ZP1 ⊗ G → ZP ⊗ G, and so,
DPG ⊆ DP1

G .
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(c) It follows from (b) that DP1
G ∪ DP2

G ⊆ DP1∪P2
G . Now, let Si (i = 1, 2) be

defect sets for ZPi ⊗ G, i.e., DPi

G = U(Si) (i = 1, 2). Then, there exists
a natural P ′i-number ni such that ni · 1G(∗) ∈ ISi(G), and so,

(n1, n2) · 1G(∗) ∈ IS1(G) + IS2(G) = IS1·∪S2(G).

Moreover, since (n1, n2) is a (P1 ∪ P2)’-number,

DP1∪P2
G ⊆ U(S1∪̇S2) = DP1

G ∪ DP2
G = U(S1) ∪ U(S2).

(d) Since P1 ⊆ P , it follows from (b) that DP1
G ⊆ DPG′ . On the other hand,

let S be the defect set for ZP1 ⊗G, i.e., U(S) = DP1
G . Then, there exists

a natural P ′1-number n such that n ·1G(∗) ∈ IS(G). But n = nP ·n′P , and
nP is a P∩P ′1 ⊆ P ′G(∗)-number, i.e., nG(∗) = G(∗), and so, n′P ·1G(∗) ∈ n′P
since

nPG(∗) = nG(∗) ⊆ IS(G). So, DPG ⊆ U(S)′ = DP1
G .

(e) It follows again (b) that DP2
G ⊆ DPG . So, let S be a defect set for ZP2 ⊗G.

Then, there exists a natural P ′2-number n such that n · 1G(∗) ∈ IS(G).
But then, (n, |G|) · 1G(∗) ∈ IS(G) by corollary 9.6.2, and (n, |G|) is a
P ′-number since P ⊆ P2 ∪ {p ∈ P : p does not devide |G|}. So DPG ⊆
U(S) = DP2

G .

Our next aim is to study the relations between the defect sets DPG for various
P , using theorem 9.5.1.

Lemma 9.6.2 Let G : GSet → Z-Mod be a Green functor and S a G-set
such that any element of KS(G) is nilpotent. Then

(i) For any set P of primes, we have DPG ⊆ hP(U(S)), in particular, DG ⊆
h(U(S)).

(ii) |G|nKS(G) = 0 for a certain power |G|n of |G|.

PROOF

(i) If P is any set of primes, then by theorem 9.5.1 we have |G|′P ·1G(∗) = x+y
where x ∈ KS(G) and y ∈ ISP (G). Suppose that xn = 0. Then,

|G|′nP ·1G(∗) = (x+y)n = xn+y(nxn−1 + · · ·+yn−1) = 0+y ·z ∈ ISP (G)

and so,
DG ⊆ U(SP) = hP(U(S)) by lemma 9.6.1 (a).
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(ii) If P is empty, we get |G|n · 1G(∗) ∈ IS(G) for some n ∈ N, and so,
|G|nKS(G) = 0, by lemma 9.6.1.

Theorem 9.6.2 Let G : GSet → Z-Mod be a Green functor such that all
torsion elements in G(∗) are nilpotent. Then, for any set P of primes, we
have DPG ⊆ hPDQ

G , in particular, DG ⊆ hDQ
G .

PROOF Let S be a defect set of Q ⊗ G, i.e., DQ
G = U(S). Then, by

lemma 9.6.1 (a) and theorem 9.6.1, we have n ·KS(G) = 0 for some n ∈ N,
and so, by hypothesis, KS(G) is nilpotent. Hence DPG ⊆ hPU(S) = hPDQ

G by
lemma 9.6.2.

Remarks 9.6.2 (i) Note that the assumption in theorem 9.6.2 that al-
l torsion elements in G(∗) are nilpotent is equivalent to having
char(G(∗)/p) = 0 for any minimal prime p of G(∗). A particular ex-
ample is when G(∗) is torsion free.

(ii) Let G : GSet→ Z-Mod be a Green functor and θ : Ω → G be the canon-
ical homomorphism. Then the image G′ = θ(Ω)G is a sub-Green functor
of G, and so, by lemma 9.6.2, DQ

G = DQ
G′ . So, with the assumption in

theorem 9.6.2 one can get useful upper bounds for DG by considering on-
ly the image of Ω in G, tensored with Q. This is one of the reasons why
permutation representations are so important in the theory of induced
representations.

(iii) Through theorem 9.6.2, the problem of determining the defect basis of a
Green functor is partly reduced to studying those Green functors whose
images are Q-vector spaces, i.e., to Green functors: G : GSet→ Q-Mod.
This in turn is reduced by theorem 9.6.3 to the study of simple G-sets
without defect. The next few results characterize sets without defects
in a particular way.

Lemma 9.6.3 Let R be an equivalence class of G-sets with respect to �.
Then one has

(a) If α : X → Y is a G-map with X,Y ∈ R, then α(X), considered as a
G-subset of Y , is in R.

(b) If X0 is a G-set in R with a minimal number of elements, i.e., |X0| ≤ |Y |
for all Y ∈ R, then

(i) Any G-map α : X0 → Y is injective and has a left inverse α′ : Y →
X0.
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(ii) Any G-map β : Y → X0 is surjective and has a right inverse
β′ : X0 → Y .

(iii) If X1 ∈ R with |X1| = |X0|, then any G-map α : X0 → X1

is an isomorphism. In particular, X0 is determined by R up to
isomorphism.

PROOF Left as an exercise.

Remarks and definition 9.6.1 (i) A G-object X ∈ R satisfying (b) of
9.6.3 is called a smallest G-set in R. If Y is any G-set in R, X0 is called
the smallest G-set with X0�Y .

(ii) If IR = {T ∈ I : T < Y for some Y ∈ R}, and I ′R = {T ∈ IR :
T is maximal in IR with respect to <}, then one can show X0 =
∪T∈I′RT is a smallest G-set in R.

Theorem 9.6.3 (a) Two maps α1 : S1 → X1, α2 : S2 → X2 are defect
maps if and only if α1∪̇α1 : S2∪̇S2 → X1∪̇X2 is a defect map over
X1∪̇X2. In particular, X1∪̇X2 is without defect if and only if X1, X2

are without defects.

(b) If M is a Mackey functor from GSet into Z-Mod and I is a basis of
GSet, and IM = {T ∈ I : T without defect with respect to M}, then
S = ∪̇T is a defect set with respect to M .

PROOF

(a) Follows from the definitions and lemma 9.6.3.

(b) Let X be a “smallest” defect set for M in the sense of lemma 9.6.3(b)
and assume that T ∈ IM . Since the X-projectivity of M implies that
M |T is (T×X pr1−→ T )-projective, there must exist a map α : T → T ×X
with T

α−→ T × X
pr1−→ T being the identity of T . So , in particular,

T < X , and so, S = ∪̇
T∈IM

T < X .

Vice-versa, let X be the disjoint union of simple G-sets T1, T2, · · · , Tk
so that X =

k
∪
i=1

Ti. We have to show that Ti ∈M for all i = 1, 2 · · · , k.
Suppose not. Then there would exist an index i ∈ {1, · · · , k} and a G-

map Yi
βi−→ Ti without a right inverse, such that M |Ti is βi-projective,

which in turn would imply that M is

Y = T1∪̇ · · · ∪̇Ti−1∪̇Yi∪̇Ti+1∪̇ · · · ∪̇Tp-projective

with Y � X , a contradiction.
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Remark 9.6.1 Although theorem 9.6.3(b) says that the disjoint union S of
all non-isomorphic simple sets without defect (which by (a) is a set without
defect) is a defect set, it does not follow that any S′ < S is without defect, i.e.,
S′ < S, and S without defect does not necessarily imply that S′ is without
defect.

Theorem 9.6.4 Let G : GSet→ Q-Mod be a Green functor and S a simple
G-set. Then

(i) S is without defect with respect to G if and only if there exists a linear
map ε : G(S) → Q such that

Ω(S) θS−→ G(S)⏐⏐8εS ⏐⏐8ε
Z ↪→ Q

commutes, where the “augmentation” εS = ϕidS : Ω(S) → Z maps an
object α : S′ → S in GSet/S onto the number of simple components of
S′ isomorphic to S.

(ii) S is not without defect if and only if there exists an element x ∈ Ω(S)
with εS(x) 	= 0, i.e., if and only if θS(x) = 0 for one (all) element(s)
x ∈ Ω(S) with εS(x) = ϕidS (x) 	= 0 but ϕα(x) = 0 for all α ∈ IS ,
α � idS, where IS = {α : T → S : T ∈ I} and ϕα(β : S′ → S) = |{γ ∈
GSet(T, S) : βγ = α}.

PROOF

(i) Suppose that there exists a commutative diagram

Ω(S) θS−→ G(S)⏐⏐8εS ⏐⏐8ε
Z ↪→ Q

and that α : S′ → S is a G-map with α∗ : G(S′) → G(S) surjective. We
have to show that α is a right inverse. For this, it is enough to show
that S < S′ since S being simple is a smallest GSet in its equivalence
class.
Since S′ < S, we only have to show that S < S′. Now, by theorem
9.4.5, there exists an element x ∈ Ω(∗) = Ω(G) such that ϕS(X) 	= 0
and ϕT (x) = 0 for any simple G-set T with T � S. Also, by lemma
9.5.1 (i), for any G-set Y with ηY : Y → ∗ the unique map from Y to ∗,
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we have (ηY ) ∗ (x) 	= 0 if and only if S < Y . So, we have to show that
(ηS′) ∗ (X) 	= 0. Now consider the commutative diagram

Z ⊂ � Q

Ω(∗) �

ϕS

(ηS)∗

�

Ω(S)

εS

�

θS � G(S)

ε

�

Ω(S′)

Ω∗(α)

�
θS′ �

(ηS′)∗ �

G(S′)

G∗(α)

�

∩

where the commutativity of the upper left hand triangle follows from
the proof of lemma 9.5.1 (i) and the injectivity of G∗(α) follows from
corollary 9.2.2.
By considering the various images of x in this diagram, we get

ε(θS)(η)∗(x) = ϕS(x) 	= 0 ⇒ θS((ηS)∗(x)) 	= 0 ⇒ 0 	= G∗(α)θS((ηS)∗(x))
= θS′((ηS′)∗(x)) ⇒ (ηS′)∗(x) 	= 0.

Now, suppose that S is without defect. Then, in GSet/S we have a
unique maximal �-equivalence class just below the final class that is
represented, for instance, by the sum σS of all maps α : T → S (T ∈ I)
such that

α 	= idS , i.e., σS = ∪̇ α∈IS
α�=idS

α : S0 = ∪̇ T∈IS
α�=idS

T → S.

Note that by its definition σS has no section and moreover,

Ω(S) =
∑
α∈IS

Zα = Z · IdS ⊕ IσS (Ω), Ker(εS) = IσS (Ω).

Consider the following diagram:

Ω(Sσ)
Ω∗(σS)� Ω(S)

εS � Z

Q

⊂

�

G(Sσ)
� G∗(σS)� G(S)

θS

�
� G(S)/IσS (G)

θ̄S

�
�

One can see easily that the exactness of the two rows and the surjectivity
of εS implies the existence of θS . Since 1G(S) ∈ θS(Ω(S)), but 1G(S) /∈
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IσS (G) (because S has no defect and σS has no section), the induced map

Z
θS−→ G(S)/IσS (G) is non-zero and hence injective, since G(S)/IσS (G) is

a Q-vector space. So, there exists the required map G(S)/IσS (G) → Q,
which makes the whole diagram commutative.

(ii) The proof of the first part follows from (i) above. Note that a map
ε : G(S) → Q with the properties in (i) exists if and only if Ker(θS :
Ω(S) → G(S)) ⊂ Ker(εS : Ω(S) → Z). Now for x ∈ Ω(S), one has
εS(x) 	= 0) if and only if x has the form x = y+n · idS where y ∈ IσS (Ω)
and n = εS(y + n · idS) = εS(x) 	= 0. Now, θS(x) = 0 if and only if

0 = θS(y + n · idS) = θS(y) + n · 1G(S) ⇔ n · 1G(S)

= −θS(y) ∈ IσS (G) ⇔ 1G(S) ∈ IσS (G) = G(S) ⇐ S is not without defect

For the second part let y ∈ Ω(S) be such that εS(y) 	= 0, ϕα(y) = 0 for
all α ∈ IS , α � idS (e.g., y = (ηS)∗(x) with x ∈ Ω(∗) as in the proof of
(i)). If θS(y) = 0, then, as has been shown above, S has a defect with
respect to G. On the other hand, if S has a defect with respect to G,
then there exists x ∈ Ω(S) with εS(x) 	= 0 and θS(x) = 0, and then,

εS(x · y) = εS(x) · εS(y) 	= 0, θS(x · y) = θS(x) · θS(y) = 0,
ϕα(x · y) = ϕα(x) · ϕα(y) = 0

for all α ∈ IS , α 	= idS . So, there exists at least one such element (i.e.,
x · y) in Ω(S), and since any other element z with ϕα(z) = 0 for all
α ∈ IS , α 	= idS differs from x · y only by a scalar, we have θS(s) = 0
for any such element.

Remark 9.6.2 (i) In theorem 9.6.4, the field Q in the diagram can be re-
placed by any field of characterstic zero, e.g., R,C or Q̂p (see [51]).

(ii) Our next aim is to characterize those Green functors G for which any
G-set S′ with S′ < S for some S without defect is itself without defect.
Although this is not necessarily the case for arbitrary Green functors, it
is, however, true for all Green functors that occur naturally in integral
representation theory, or more generally, equivariant algebraicK-theory.
First, we prove a lemma 9.6.4 necessary for the proof of theorem 9.6.5
below.

Lemma 9.6.4 Let β : S′ → S be a G-map. Then the only ideal contained in
ker(Ω∗(β) : Ω(S′) → Ω(S)) is the zero ideal.

PROOF Assume 0 	= x ∈ Ω(S′) and Ω(S′) · x ∈ ker(Ω∗(β)). Since
x 	= 0, there exists (α : T → S′) ∈ IS′ such that ϕα(x) 	= 0. Similarly, from
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lemma 9.4.7 we have x · α = ϕα(x) +
∑

γ∈IS
nγγ where nγ 	= 0 only for such

(γ : Y → S′) ∈ IS′ with γ < α, γ 	= α in GSet/S′. In particular, |Y | � |T |.
But α · x ∈ Ω(S′)x ⊆ Ker(Ω∗(β)) implies that 0 = Ω∗(β)(α · x) = ϕα(x)βα+∑

γ∈IS′ nγβγ in Ω(S), and since βα, βγ represents elements of the canonical
basis IS of Ω(S) and ϕα(x) 	= 0, such an equation can hold only if βα = βγ ∈
Ω(S), i.e., (βα : T → S) ∼= (βγ : Y → S) in GSet for some γ : Y → S′ with
nγ 	= 0 – a contradiction to |Y | 	= |T |.

Theorem 9.6.5 Let G : GSets → Q-Mod be a Green functor, S a G-set.
Then, all G-sets S′ < S have no defect with respect to G if and only if the
canonical map θS : Ω(S) → G(S) is injective.

PROOF Suppose that any S′ < S has no defect with respect to G and
x ∈ Ker(TS : Ω(S) → G(S)). We show that x = 0, i.e., ϕα(x) = 0 for
all α : T → S in IS . Now, by lemma 9.6.4 and our assumption, we have a
commutative diagram

Ω(S)
θS � G(S)

Ω(T )
θT �

Ω∗(α)

�

G(T )

�

Z

εT

�

ϕα

�

Q

ε

�

Note that ϕα = εTΩ∗(α) since for β : S′ → S we have

ϕα(β) = |{γ : T → S′|βγ = α}| = |{γ′ : T → S′ ×S T |prTγ′ = idT }|
= εT (prT ) = εT (Ω∗(α)(β))

where prT = Ω∗(α)(β) is the projection of S′ ×S T onto T . So, if θS(x) = 0,
then ε(G∗(α)θS(x)) = ϕα(x) = 0.
To prove the converse, we first show that if G : GSet → Z-Mod is a Green
functor (not necessary Q-vector spaces as images), then the injectivity of the
canonical map θS : Ω(S) → G(S) implies the injectivity of θS′ : Ω(S′) → G(S′)
for any S′ < S. To show this, choose a map β : S′ → S and consider the
diagram:

Ω(S′)

θS′
��

Ω∗(β) �� Ω(S)

θS

��
G(S′)

G∗(β) �� G(S)
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Since θS is injective, we have Ker(θS′) ⊆ Ker(Ω∗β). But Ker(θS′) is an
ideal, so, by lemma 9.6.4, Ker(θS′) = 0. Now, if G : GSet → Q-Mod is a
Green functor, it follows easily from 9.6.4 that a G-set S′ is without defect
with respect to G if θS′ : Ω(S′) → G(S′) is injective.

9.7 Defect basis for KG
0 -functors

9.7.1 Let (C,⊥) be a symmetric monoidal category together with further
associative composition ‘◦’ such that C is distributive with respect to ‘⊥’ and
‘◦’, G a finite group. In example 1.3.2(iv) we defined a functor KG

0 (−, C) :
GSets → Z-Mod which, as we saw in example 9.1.1(iv), is a Green functor.
If θ : H → G is a group homomorphism, we defined in example (1.3.3) (v) a
natural transformation of functors KG

0 (−, C) : GSets → Z-Mod to KH
0 ◦ θ̂ :

GSet → HSet → Z-Mod where θ̂ is a functor GSet → HSet induced by
restriction of the action ofG on a G-set S toH via θ. These considerations can
be formalized with the introduction of the concept of inversal family of Green
functors as in definition 9.7.1 below. The aim of this section is to determine
the defect basis for KG

0 (−, C) for various categories C. We shall derive these
results for symmetric monoidal categories (C,⊥). If (C,⊥) possesses additional
composition ‘◦’ as above such that C is distributive with respect to ‘⊥’, and
‘◦’ we shall call C a distributive category and denote it by (C,⊥, ◦). We
note, however, that most of our computations of defect basis will be on C =
P(R), which is also an exact category and so will apply also in chapter 10 on
equivariant higher K-theory for exact categories.

Definition 9.7.1 A universal family of Green functors is a family of Green
functors GG : GSet → R-Mod, one for each finite group G, together with
natural transformations of Green functors ηθ : GG → GH · θ̂, one for any
group homomorphism θ : H → G such that

ηid = Id, ηθ1θ1 = (ηθ2 θ̂1) ◦ ηθ1 : GH
ηθ1−→ GH ◦ θ̂1

ηθ2 θ̂1−→ GH ◦ θ̂2 ◦ θ̂1
for any θ1 : H → G, θ2 : H ′ → H and

GG(G/H)
ηθ−→ GH(G/H |H) → GH(H/H)

is an isomorphism for any embedding

θ : H ↪→ G.

Remark 9.7.1 The relevance of definition 9.7.1 lies in the fact that any small
distributive category C defines a universal family of Green functors KG

0 (−, C) :
GSets → Z-Mod such that KG

0 (G/G, C) =: K(G/G, C) is the Grothendieck
ring of G-objects in C.
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Theorem 9.7.1 Let G be a universal family of Green functors with values in
R-Mod. Let D′(G) be the class of all finite groups H such that H/H is a defect
set of GH , i.e., such that

∑
H′�H GH(H/H ′) → GH(H/H) is not surjective

(resp. such that GH(S) → GH(∗) is surjective if and only if SH 	= ∅). Then,

(i) D(GH) = {H ′ ≤ G|∃H ∈ D′(G) such that H ′
G
≤ H < G}.

(ii) D′(G) is closed with respect to epimorphic images, i.e., if θ : H � L is
surjective and H ∈ D′(G), then L ∈ D′(G).

PROOF We show that

(i)
∑

H≤G
H∈D′(G)

G(H) =
∑

H<G
H∈D′(G)

GG(G/H) → GG(G/G) = G(G) is surjective

by induction with respect to |G|. If |G| = 1, or more generally, if
G ∈ D′(G), then the required map is obviously surjective. Suppose G ∈
D′(G). Then by the definition of D′(G), the map

∑
γ�π G(H) � G(G)

is surjective, which implies by induction that∑
H≤G

H∈D′(G)

G(H) =
∑
H<G

H∈D′(G)

GG(G/H) � GG(G/G) = G(G)

is also surjective. On the other hand, if
∑
H∈D GG(G/H) → GG(G/G)

is surjective for some set D of subgroups of G, we have to show that for

any H ≤ G such that H ∈ D′(G), there exists L ∈ D such that H
G
≤ L,

i.e., (G/L)H 	= ϕ. However, by restricting the above formula to H via
ηiH , we get a commutative diagram∑

L∈D GG(G/L) = GG(∪̇L∈D(G/L))

��

�� GG(G/G)

��
G(∪̇L∈D(G/L)|H) �� GG(H/H)

.

Since ηiH maps the unit eG in GG(G/G) onto the unit eH in GH(H/H)
and the upper arrow is surjective, we see that eH is contained in the
image of the lower arrow, which image is an ideal, and so, the lower arrow
is surjective too. Since H ∈ D′(G), this implies that ∪̇(G/L)H 	= ϕ by
the definition of D′(G).

(ii) Let θ : H → G be a homomorphism and S a G-set. Consider the diagram

GG(S)

��

�� GG(G/G)

��
GH(S|H) �� GH(H/H)

.
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If H ∈ D′(G) and if GG(S) → GG(G/G) is surjective, then GH(S|H) →
GH(H/H) is also surjective, and so, (S|H)H 	= ϕ. But if θ : H → G
is surjective, one has (S|H)H = SH . So, H ∈ D′(G) implies that G ∈
D′(G).

Definition 9.7.2 A universal family of Green functors G is said to be satu-
rated if D′(G) is also closed with respect to subgroups. So, in this case, part
(i) of theorem 9.7.1 could be written in the form

D(GG) = {H ≤ G|H ∈ D′(G)}.

Also, a universal family of Green functors is not necessarily saturated. The
next result indicates that the KG

0 -functors in which we are interested are sat-
urated.

Theorem 9.7.2 Let (C,⊥, θ) be a distributive category, and KG
0 (−, C) the

associated universal Green functor. Then A ⊗KG
0 (−, C) is saturated for any

ring A.

PROOF If G is an universal Green functor, we write:

G(G) = G(G)/Im

⎛⎝∑
H�G

G(H) → G(G)

⎞⎠
so that G(G) 	= 0 if and only if G ∈ D′(G).
Now, if G = KG

0 (−, C), we have to show that A⊗ G(H) = A ⊗ G(H) = 0
implies that A ⊗ G(G) = 0 whenever H ≤ G. To do this, it suffices to
construct a ring homomorphism G(H) → G(G). Note that

G(H) = KG
0 (H/H, C) � KG(G/H, C) = K([G/H, C]).

To the homomorphism ϕ : G/H → G/G are associated two functors

ϕ∗ : [G/G, C] → [G/H, C] and ϕ⊥∗ : [G/H, C] →: [G/G, C],

the latter using the composition in C. (See 1.1.5.)
We also have a functor ϕ∗ : [G/H, C] → [G/G, C], which associates to a G-
equivariant C-bundle ζ over G/H , the G-object θ(ζK |K ∈ G/H). The last
functor defines a θ-multiplicative map from isomorphism classes in [G/H, C]
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onto isomorphism classes in [G/G, C], and so, we have a diagram

K+(H/H, C) � K+(G/H, C) −→ K+(G/G, C)⏐⏐8 ⏐⏐8
KH

0 (H/H, C) KG
0 (G/G, C)⏐⏐8 ⏐⏐8

KG
0 (H/H, C) −→ KG

0 (G/G, C).

.

We show that the lower dotted arrow exists as a ring homomorphism. This
would follow from the following.

Lemma 9.7.1 (a) If ζ1, ζ2 are two bundles over G/H, then θ(⊥ (ζ1, ζ2)) =⊥
(θ(ζ1), θ(ζ2)) modulo Im

( ∑
H′�G

KG
0 (G/H ′, C) → KG

0 (G/G, C)
)
, i.e.,

θ(⊥ (ζ1, ζ2)) =⊥ (θ(ζ1), θ(ζ2)) in K(G, C).

(b) If γ = ϕ⊥∗ (ζ) for some C-bundle ζ over some GSet S with SH = ∅ with
respect to some G-map ϕ : S → G/H, then

θ(γ) ∈ Im
( ∑
H′�G

KG
0 (G/H ′, C) → KG

0 (G/G, C)
)
, i.e.,

θ(γ) = 0 in K(G, C).

PROOF

(a) First note that if η is a G-equivariant C-bundle over T with TG = ϕ,
and I = Ker

(
K(G, C) → K(G, C)

)
= Im

(∑
H′�πK

G
0 (G/H ′, C) →

KG
0 (G/G, C)

)
, then ⊥ (ηt|t ∈ T ) ∈ I. Now,

θ(⊥ (ζ1, ζ2)) = θ(⊥ (ζ1K , ζ2K)|K ∈ G/H)
= ⊥α θK(ζα(K),K |K ∈ G/H |α ∈ Hom(G/H, {1, 2}))

where Hom(G/H, {1, 2}) is the G-set of all maps from G/H into {1, 2},
identified with the set of all sections of projection G/H×{1, 2} → G/H .
We may consider θ(ζα(K),K |K ∈ G/H)α (α ∈ Hom(G/H, {1, 2}))
as a G-equivariant C-bundle over Hom(G/H, {1, 2}). However,
Hom(G/H, {1, 2}) is a disjoint union of

T1 = Hom(G/H, {1}) � G/G, T2 = Hom(G/H, {2}) � G/G and
T = {α ∈ Hom(G/H, {1, 2})|α not constant}. So,

TG = ϕ and ⊥α∈Ti (θK(ζα(K),K)) = θ(ζi) (i = 1, 2). So,

⊥
α (θ(ζα(K),K |K ∈ G/H)|α ∈ Hom(G/H, {1, 2})) ≡⊥ (ζ1, ζ2) mod I
since by TG = ϕ, ⊥ (· · · ) applied to any bundle over T is contained
in I.
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(b) We have θ(ζ) = θ(ϕ⊥α (ζ)) =⊥ (θ(ζδ(K)|K ∈ G/H |δ ∈ Γ)) where Γ is the
G-set of all sections δ : G/H → S of ϕ : S → G/H . Since SH = ϕ, we
have ΓG = ϕ, and so, θ(ϕ⊥∗ (ζ)) ∈ I.

Remarks 9.7.1 It is clear from theorem 9.7.2 that D(A ⊗ KG
0 (−, C)) =

D′KG
0 (−, C)) and we write DA(C) for this defect basis. So, in order to prove

induction theorems for A⊗KG
0 (−, C)), we just have to compute DA(C). This

we now set out to do.
First we fix some notations. If H ≤ G, R a commutative ring, and N an
RH-module, we write NH→G for the induced RG-module RG ⊗RH N , i.e.,
the RG-module induced from the G-equivariant R-Mod-bundle G×H N over
G/H .
If S is a G-set, we write R[S] for the associated permutation representation,
i.e. the RG-module, which is induced from the trivial G-equivariant R-Mod-
bundle R × S/S over S. So, R[G/H ] � RH→G where R[H/H ] = R is the
trivial R[H ]-module.

Lemma 9.7.2 Let D be a class of finite groups closed under epimorphic im-
ages and subgroups, p a prime. If Zp×Zp and any non-Abelian group of order
p · q with q | (p− 1) (q another prime) is not contained in D, then any group
in D has a cyclic Sylow-p-subgroup and is p-nilpotent.

PROOF If G ∈ D, and Gp a Sylow-p-subgroup of G, then any factor
group of Gp is in D. But Zp × Zp /∈ D . So, Gp is cyclic.
Suppose G was not p-nilpotent. Then, by a popular transfer argument, there
would exist some g ∈ G such that g ∈ NG(Gp) but g /∈ CG(Gp). Since the
p-part of g is necessarily contained in Gp ≤ CG(Gp), we may assume g to be
p-regular and then assume as well that gq ∈ CG(Gp) for some prime q 	= p.
But then, with Gp =< h >, the group < h, g > / < hp, gq > is non-Abelian
of order pq with q | (p− 1), a contradiction to

G ∈ D ⇒< h, g >∈ D ⇒< h, g > / < hp, gq >∈ D.

Lemma 9.7.3 Let R be a commutative ring with identity, p a prime such
that pR = R. Then DQ(P(R)) =: DQ(R) contains neither Zp × Zp nor any
non-Abelian group of order pq with q | (p− 1).

PROOF The proof follows from the following

Lemma 9.7.4 (a) Under the hypothesis of lemma 9.7.3, let pR = R, G =
Zp × Zp, and H0, H1, · · · , Hp the (p+ 1) subgroups of order p in G.
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Then, R⊕R⊕ · · · ⊕R ⊕R[G/e]︸ ︷︷ ︸
p times

� ⊕pi=0R[G/Hi] where R here is the

trivial RG-module representing 1 in K(G,R).

(b) Let R = Z( 1
p , ζ) where ζ is a primitive p-th root of unity, G the semi-

direct product Zp �A where A = Aut(Zp) is cyclic of order p-1.
Let R̃ be R considered as a Zp-module with zir = ζir (where r ∈ R,
i ∈ Fp) and the elements z = zi in Zp indexed by the elements i ∈ Fp
such that zi · zj = zi+j. Then, R[G/A] � R⊕ R̃Zp→G.

PROOF

(a) Define for any finite group G, G-set S, and commutative ring R, IR[S] =
Ker(R[S] → R) where R[S] → R is defined by s → 1 (s ∈ S). Then,

pR = R implies that R[G/e] �
p
⊕
i=0

I[G/Hi]. An explicit isomorphism

is given by first restricting the canonical maps R[G/e] → R[G/Hi],
g · e → gHi to I[· · · ] and taking their product, its inverse being the sum
of the restriction to I[· · · ] of the maps

R[G/Hi] → R[G/e] : gHi →
1
p

∑
x∈gHi

x · e.

(b) We index the elements in A by the elements in F∗p, a = aj (j ∈ Fp, j 	= 0)
such that aj(zj) = zij . Note that R[G/A] has an r-basis xi = ziA
(i ∈ Fp) such that zjxi = xi+j , ajxi = xij . Consider yj =

∑
i∈Fp

ζ−ijxi
(j ∈ Fp). Since the determinant∣∣∣∣∣∣∣∣∣

1 1 · · · 1
1 ζ · · · ζp−1

...
...

. . .
...

1 ζp−1 · · · ζ(p−1)2

∣∣∣∣∣∣∣∣∣ =
∏

0≤i<j≤p−1

(ζj − ζi)

is invertible in R
(
p =

∏p−1
i=1 (1−ζi) is a unit in R

)
, the set {yj |j ∈ Fp}

is also an R-basis for R[G/A]. But ztyj = ζjtyj , a−1
t yj = yjt, and Ry0

is a trivial RG-module, whereas the sub-R-modules Ryj (j ∈ Fp) are
blocks of imprimitivity with Zp being the stabilizer subgroup of the first
(and – being normal – of any) block and Ry1|Zp

� R̃, and so,

R[G/A] � ⊕j∈FpRyj � R⊕ R̃Zp→G.
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Theorem 9.7.3 If pR = R for p any prime, R a commutative ring with
1 (i.e. if R is a Q-algebra), then DQ(R) ⊆ {H |H cyclic}. If any prime,
except one, say �, is invertible in R (e.g., R is a local ring with residue class
characteristic �), then DQ(R) ⊆ {H |H cyclic mod �} where a group H is
cyclic mod � if the �-Sylow subgroup H� is normal in H and H |H� is cyclic.

PROOF If pR = R for any p , then any group in DQ(R) is p-nilpotent
and has a cyclic Sylow-p-subgroup for any p, and so, it is nilpotent with only
a cyclic Sylow-subgroups, and hence cyclic.
If pR = R for p 	= �, then any group H in DQ(R) has a normal p-complement
for any p 	= �, and so, the intersection of all these normal p-complements,
i.e., the Sylow-�-subgroup H� of H is normal. Moreover, H/H� is p-nilpotent
with cyclic Sylow-p-subgroup for any p dividing |H/H�|, and so, by the above
argument, it is cyclic.

Lemma 9.7.5 Let R be a Dedekind ring. Then DA(R) = ∪mDA(Rm) where
m runs through the maximal ideals in R, and A is a commutative ring with
1 ∈ A.

PROOF For any commutative ring A, we shall write KG
0 (−, A) :=

KG
0 (−,P(A)).

Since KG
0 (−, Rm) is a KG

0 (−, R)-algebra, we have DA(Rm) ⊆ DA(R). Now
suppose that G ∈ DA(R), but G /∈ ∪mDA(Rm). Then, for any m, there exist
elements xH ∈ ⊗K(H � G) such that

1A⊗K(G,Rm) =
∑
H�G

xH→GH

(where xH→GH is the image of xH ∈ G(H)) with respect to the induction map
G(H) → G(G).
Since we have only finitely many RmH-modules and only a finite number of
isomorphisms involved in the above equation, it can be realized already in a
finite subextension of R in Rm, and so, there exists an element am in R −m
such that the above situation can be realized already over R{an

m|n∈N} = Ram .
In particular, G /∈ DA(Rm). So it is enough to show that the set I = {a ∈
R|a = 0 or G /∈ DA(Ra)} is an ideal of R – since am ∈ I would imply I 	 m
for all m and so I = R 
 1 and G /∈ DA(R) – a contradiction. So, assume
a, b ∈ I. Then, without loss of generality, we may assume that a+ b 	= 0 and
even that a+ b = 1 since Ra ⊆ (Ra+b) a

a+b
, Rb ⊆ (Ra+b) a

a+b
. Our result now

follows from the next two lemmas. In 9.7.6 below, we shall write K(G,A) for
KG

0 (G/G,P(A)) for any commutative ring A.

Lemma 9.7.6 Let C ⊂ R be a multiplicatively closed subset of Dedekind
ring R with 0 ∈ C, and let RC denote the associated ring of C-quotients of
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R with 0 /∈ C, and iC ⊆ A ⊗ K(G,R) is the ideal generated by all [L] −
[N ] ∈ A ⊗ K(G,R) such that there exists ϕ : L → N,ψ : N → L with
ϕ ◦ ψ = c · idN , ψ ◦ ϕ = c · idM for some c ∈ C. Then, the canonical map
A ⊗ K(G,R) → A ⊗ K(G,RC) : [L] → [RC ⊗ L] induces an isomorphism
A⊗K(G,R)/iC

∼−→ A⊗K(G,RC).

PROOF Clearly, iC is the kernel of A⊗K(G,R) → A ⊗K(G,RC). We
now construct an inverse of

A⊗K(G,R)/iC −→ A⊗K(G,RC).

If L′ is a finitely generated RC -projective RCG-module, choose a finitely gen-
erated R-projective RG-module L such that RC ⊗ L � L′, which is possible
since R is a Dedekind ring. We then define the inverse A ⊗ K(G,RC) →
A ⊗K(G,R)/iC by [L′] → [L] + iC , which is well defined since it can easily
be shown that RC ⊗ L � RC ⊗N implies that [L]− [N ] ∈ iC .

Lemma 9.7.7 Let C1, C2 ⊆ R be multiplicative closed subsets of R and as-
sume c1R+ c2R = R for c1 ∈ C1, c2 ∈ C2. Then, iC1 · iC2 = 0.

PROOF If [Lν ] − [Nν ] ∈ iCν with maps ϕν : Lν → Nν , ψν : Nν → Lν ,
ϕνψν = cνidNν , ψνϕν = cνidLν (cν∈Cν ), and r1c1 + R2c2 = 1, then we have
an isomorphism from (L1⊗L2)⊕ (N1⊗N2) into (L1⊗N2)⊕ (N1⊗L2) given
by the matrix ⎡⎣ idL1 ⊗ ϕ2 ψ1 ⊗ r1idN2

ϕ1 ⊗ idL2 −r2idN1 ⊗ ψ2

⎤⎦
whose inverse is given by⎡⎣ r2idL1 ⊗ ψ2 ψ1 ⊗ r1idL2

ϕ1 ⊗ idN2 −idN1 ⊗ ϕ2

⎤⎦
So, ([L1]− [N1])([L2]− [N2]) = 0.

Conclusion of proof of 9.7.5 Using lemma 9.7.6, we have that there exists el-
ements xH , yH ∈ A⊗K(H,R) (H � G) with

x = 1−
∑
H�G

xH→GH ∈ i{an|n∈N} = ia

and
y = 1−

∑
H�G

yH→GH ∈ i{bn|n∈N} = ib.
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By multiplying, we get 0 = x · y = 1−
∑
H�G z

H→G
H ∈ ia · ib for appropriate

zH ∈ A⊗K(H,R), and our claim thatG /∈ DA(Ra), G /∈ DA(Rb) and a+b = 1
implies that G /∈ DA(R) follows from 9.7.7.

Remark 9.7.2 Lemma 9.7.5 holds even for arbitrary commutative rings R
once we work with finitely presented R-modules (see [48]).

Theorem 9.7.4 If R is a commutative ring with identity, then DQ(R) =
{H |H cyclic mod � for some characteristic � such that �R 	= R}=

∪�R�=RC� where C� = {H |H cyclic mod �}.

PROOF Let R′ = Z[ 1p |pR = R]. Then R′ is a Dedekind ring and R is
an R′-algebra. So, DQ(R) ⊆ DQ(R′)∪mDQ(R′m). Moreover, DQ(R′m) ⊆ C�, if
� = char(R′/m), by theorem 9.7.3, and so, �R′ 	= R′. So, �R 	= R and hence
DQ ⊆ ∪�R�=RC�.
To show that C� ⊆ DQ(R) for �R 	= R, choose a maximal ideal m in R with
char(R/m) = � (resp. with arbitrary residue class characteristic if � = 0).
In any case, we have DQ(R/m) ⊆ DQ(R), and so, it is enough to show
C� ⊆ DQ(R) whenever R is a field of characteristic �. So, let G be cyclic
mod �, G� its Sylow-�-subgroup (resp. e if � = 0), and G = G� < g > for some
appropriate g ∈ G. We construct a non-zero linear map K(G,R) → C) which
vanishes on Im(

∑
H�G(K(H,R) → K(G,R)) (and thus proves G ∈ DQ(R))

by associating to any RG-module N with direct decomposition N � ⊕nj=1Nj

into indecomposable RG-module the sum
∑′

χNj (g) of the Brauer characters
of g on those direct summands Nj that have vertex G� in the sense of proposi-
tion 9.1.1(c). (That is, are not a direct summand in any LH→G with H � G�,
L any RH-module). This is well defined and additive by the Krull - Remark
- Schmidt theorem. It is non-zero since the trivial RG-module R is mapped
to 1 and it vanishes on any N that is induced from a proper subgroup H .
If N = LH→G for some RH-module L that without loss of generality may be
indecomposable, then either the vertex of L and thus the vertex of any inde-
composable summand of L is properly contained inG�, and so, 0 =

∑′
χNi(g),

an empty sum, or G� ≤ H and L is a direct summand of LG→H1 for some
indecomposable RG�-module L1 with vertex G�, and then, any indecompos-
able summand N ′ of N restricted to G� is isomorphic to a direct sum of
copies of G-conjugates of L1 and so has vertex G�, too, in which case, we get∑′

χNi(g) =
∑
χNi(g) = χL(g) = 0 since G� ≤ G implies g /∈ H .

Remarks and definition 9.7.1 A commutative ring R with identity is
called a λ-ring if there exists a map

λt : R −→ R((t)) : a →
∞∑
n=0

λn(a)tn
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of R into the ring of formal power series over R such that

(a) λt(a) = 1 + at+ · · · for all a ∈ R.

(b) λt(a+ b) = λt(a)λt(b) for all a, b ∈ R.

Note that for any ring R, the exterior powers define a λ-ring structure on
K(G,R), and the next lemma that says that any torsion element in a λ-ring
is nilpotent enables us to compute DA(R) for arbitrary R via earlier results.

Lemma 9.7.8 [G.Segal] Let R be an arbitrary λ-ring. Then any torsion
element R is nilpotent.

PROOF Suppose prx = 0 for some p. Then,

1 = λt(pr · x) = λt(x)p
r

= (1 + xt+ · · · )pr

= 1 + xp
r · tpr

+ · · · mod (p).

So, xp
r

= py for some y ∈ R and hence x(r+1)pr

= xp
r

= (p · x)xpr−1 · y = 0.
Since any p-torsion element in R is nilpotent for any p, then any torsion
element R is nilpotent.

Definition 9.7.3 Let q, � be primes, H a finite group. Then H is said to be
a q-hyperelementary mod � if there exists a normal series e � H1 � H2 � H
with H1 an �-group, H2/H1 cyclic, and H/H2 a q-group.
A group H is said to be q-elementary mod � if the Sylow-�-subgroup H� of H
is normal and H/H� is a direct product of a cyclic group and a q-group. Note
that for q = 0 or � = 0, a group (resp. an �-group) is always meant to be the
trivial group.
By combining the above results with theorem 9.7.7, we have

Theorem 9.7.5 Let A,R be commutative rings with identity. Then DA(R) ⊆
{H |H q-hyperelementary mod� for some q with qA 	= A and �R 	= R}.

Theorem 9.7.6 If R contains a primitive pth root ζ of 1 (i.e., R is a Z[ζ]-
algebra) and H ∈ DA(R), then there exists a normal series e � H1 � H2 � H
such that H/H2 acts trivially on the p-part of H2/H1.

PROOF Note that R is an R′-algebra where R′ = [ζ, 1
r |rR = R, r ∈ N]

is a Dedekind ring. So, H ∈ DA(R) ⊆ DA(R′) = ∪
m
DA(R′m), and so, we may

already assume R to be local Dedekind ring with residue class characteristic
� (possibly � = 0). So, H has a normal series e � H1 � H2 � H with H1

and �-group, (H1 = 0 for � = 0), H2/H1 cyclic, and H/H2 a q-group for
some q with qA 	= A. If � = p or q = p, we may assume that H2/H1 is
p-regular, in which case our statement is trivial. If � 	= p 	= q, we use the
fact that DA(R) is closed with respect to subgroups and quotients, and so,
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if H/H2 does not act trivially on the p-part of H2/H1, we may even assume
H to be non-Abelian of order pq with q | (p − 1). But the isomorphism of
lemma 9.7.4 (b) holds for any Z( 1

p , ζ)-algebra, and so, especially for a local
ring R of residue characteristic � 	= p, and by restriction, this isomorphism
to H = Zp � Zq ≤ Zp � A, R[HZp] � R⊕RZp→H ⊕ · · · ⊕RZp→H︸ ︷︷ ︸

(p−1) times

, and so,

� ∈ K(H,R) is induced from proper subgroups, i.e., H /∈ D(R), and hence
H /∈ DA(R) is a contradiction.

Remark 9.7.3 It follows from theorem 9.7.6 that for any finite group G and
a ring R, which contains a pth root of unity for any prime p dividing |G|, A⊗
KG

0 (−, R) has a defect basis contained in CRA(G) := {H ≤ G|H q-elementary
mod � for some characteristic q with qA 	= A and some characteristic � with
�R 	= R}. More precisely, we have the following.

Theorem 9.7.7 If G is a finite group, R a commutative ring with identity
such that for any prime p dividing |G|, R contains a primitive pth root of
unity, then the defect basis of A ⊗ KG

0 (−, R) : GSet → A-Mod is precisely
CRA(G) for any commutative ring A with identity.

PROOF We have to show that for any subgroup H ∈ CRA(G) of G, we
have A ⊗ K(H,R) 	= 0. So, let H be q-elementary mod � with qA 	= A
and �R 	= R. Without loss of generality, we may assume that A and R are
algebraically closed fields of characteristic � and q, respectively. It will be
enough to construct a non-zero linear map χ : K(H,R) → A that vanishes
on Im

(∑
H′�H K(H ′, R) → K(H,R)

)
. So, let H� be the Sylow-�-subgroup

of H . By our assumption, we have H� � H and H/H� � (Hq ·H�/H�) × (<
g,H� > /H�) for some appropriate g ∈ H of order n with (n, q) = (n, �) = 1.
Choose a fixed isomorphism of the group of nth roots of unity in R onto
the same group in A so that for any R-module N , we have a well-defined
Brauer character χN (g) with values in A. Now define χ(N) =

∑′
χNi(g)

where N = ⊕Ni is a decomposition of N into indecomposable RH-modules
and the sum

∑′ χNi(g) is taken over all Ni with vertex H�. Note that χ is
non-zero since it maps the trivial representation into 1, but it vanishes on any
N = ⊕Ni � LH

′→H if H ′ 	= H , since otherwise N must have a vertex H�,
and in particular, H� ≤ H ′, in which case all the Ni have vertex H� (as above
since H� is normal in H). So,

∑′
χNi(g) = χNi(g) = 0 unless also g ∈ H ′,

in which case χN (g) = (H : H ′)χL(g) since Hq acts trivially on < g >. But
then, again, χN(g) = 0 since (H : H ′) is a power of q and hence zero in A
unless H = H ′, which had been excluded.
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Exercises

9.1 Let B be a based category, p a prime ideal of Ω(B), and p = characteristic
of Ω(B)/p. Define a relation on B-objects by T ∼p T ′ if p(T, p) = p(T ′, p) (see
remarks 9.4.1). Show that ‘∼’ is an equivalence relation.

9.2 In the notation of definition 9.4.2, show that for G-sets S1, S2,

(i) ϕH(S1 ∪ S2) = ϕH(S1) + ϕH(S2), and

(ii) ϕH(S1 × S2) = ϕH(S1) · ϕH(S2) where S1, S2 ∈ GSet.

9.3 Let B be a based category, G : B → Z-Mod a Green functor. If G(∗) is
torsion-free X ∈ ob(B) and n · 1G(X) ∈ IX(G), show that (n, ‖B‖) · 1{G(∗)} ∈
IX(G).

9.4 Let G : GSet→ Z-Mod be a Green functor such that G(S) → G(G/G) is
surjective. If τ : M → N is a morphism ofG-modules such that τS : MS → NS
is an isomorphism, show that τ : M → N is also an isomorphism.

9.5 Let G be a finite group, B a ZG-module. For any G-set S, let HG(S,B)
denote the set all G-maps f : S → B. Show that HG(−, B) : GSet→ Z-Mod
takes sums into products.

9.6 Let B be a based category. Show that the categoryMB of Mackey functors
B → Z-Mod is an Abelain category satisfying AB5, i.e., M is co-complete
and filtered limits of exact sequences are exact.

9.7 Let H,H ′ be two subgroups of G. Show that the orbit space G/H×G/H ′
can be identified with the set D(H,H ′) = {HgH ′|g ∈ G} of double cosets of
H,H ′ in G.

9.8 Let G be a finite group and let G,G′ : GSet→ Z-Mod be Green functors
such that there exists a morphism θ : G → G′. Show that DG′ ⊆ DG .

If G′ is a subfunctor of G such that |G| · G′(∗) = G′(∗), show that DG = DG′ .

9.9 Let (C,⊥) be a symmetric monoidal category, S a G-set. Show that
([S, C], ⊥̇) is also a symmetric monoidal category where for ζ, η ∈ [S, C], (ζ⊥̇η)
(s) = ζs ⊥ ηs and (ζ⊥̇η)(g,s) : (ζ⊥̇η)s → (ζ⊥̇η)gs.

For all n ≥ 0, define KG
n (S, C) as K⊥n ((S, C), ⊥̇). Show that KG

n (−, C) :
GSet→ Z-Mod is a Mackey functor.

9.10 Let G be a finite group, S1, S2 G-sets. Show that

(a) If a Mackey functor M is S1-projective and S2-projective, then it is
S1 × S2-projective

(b) If M is S1-projective and there exists a G-map S1 → S2, then M is
S2-projective.



Chapter 10

Equivariant higher algebraic
K-theory together with relative
generalizations – for finite group
actions

In this chapter, we construct and study equivariant higher K-groups whose
computations will depend on those of defect basis for KG

0 functors obtained
in 9.7. We shall also apply the theory in the computations of higher K-theory
of grouprings. The results in this chapter are due to A. Dress and A.O. Kuku
(see [52, 53]).

10.1 Equivariant higher algebraic K-theory

10.1.1 Let G be a finite group, S a G-set. Recall from (1.1.5) that we can
associate to S a category S as follows: The objects of S are elements of S,
while for s, s′εS, a morphism from s to s′ is a triple (s′, g, s) where gεG is such
that gs = s′. The morphism are composed by (s′′, h, s′)(s′, g, s) = (s′′, hg, s).
Note that any G-map ϕ : S → T gives rise to an associated covariant functor
ϕ : S → T where ϕ(s) = ϕ(s) and ϕ((s′, g, s)) = (ϕ(s′), g, ϕ(s)).

Theorem 10.1.1 Let C be an exact category, S a G-set. The category [S, C]
of covariant functors from S to C is also exact.

PROOF let ζ1, ζ2, and ζ3 be functors in [S, C]. Define a sequence of
natural transformations ζ1 → ζ2 → ζ3 to be exact if the sequence is exact
fiberwise, i.e., for any s ∈ S, ζ1(s) → ζ2(s) → ζ3(s) is exact in C .It can be
easily checked that this notion of exactness makes [S, C] an exact category.

Definition 10.1.1 We shall write for all n ≥ 0 KG
n (S, C) for the nth alge-

braic K-group associated to the category [S, C] with respect to fiberwise exact
sequences.

We now have the following.

325
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Theorem 10.1.2

KG
n (−, C) : GSet→ Ab is a Mackey functor for all n ≥ 0.

PROOF Let ϕ : S1 → S2 be a G-map. Then ϕ gives rise to a restriction
functor ϕ∗ : [S2, C] → [S1, C] given by ζ → ζ ◦ ϕ and hence a homomorphism
KG
n (ϕ∗, C) : KG

n (S2, C) → KG
n (S1, C). Also ϕ gives rise to an induction functor

ϕ∗ : [S1, C] → [S2, C] defined as follows: for ζ ∈ [S1, C], we define ϕ∗(ζ) ∈
[S2, C] by

ϕ∗(ζ)(s2) =
⊕

s1∈ϕ−1(s2)

ζ(s1) and ϕ∗(gs2, g, s2)

=
⊕

s1∈ϕ−1(s2)

ζ(gs1, g, s1).

If α : ζ → ζ′ is a natural transformation of functors in [S1, C], then we
define a natural transformation of functors in [S2, C], ϕ∗(α) : ϕ∗(ζ) → ϕ∗(ζ′)
by

ϕ∗(α)(s2) =
⊕

s1∈ϕ−1(s2)

α(s1) : ϕ∗(ζ)(s2)

=
⊕

s1∈ϕ−1(s2)

ζ(s1) → ϕ∗(ζ′)(s2)

=
⊕

s1∈ϕ−1(s2)

ζ′(s1).

So, we have a homomorphism KG
n (ϕ∗, C) : KG

n (S1, C) → KG
n (S2, C). It can be

easily checked that

(i) (ϕψ)∗ = ϕ∗ψ∗ if ψ : S0 → S1 and ϕ : S1 → S2 are G-maps.

(ii) [S1∪̇S21
, C] � [S1, C]× [S2, C], and hence

KG
n (S1∪̇S2, C) = KG

n (S1, C)
⊕

KG
n (S2, C).

(iii) Given any pull-back diagram

S1 ×T S2

ψ

��

ϕ �� S2

ψ

��
S1

ϕ �� T
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in C, we have a commutative diagram

[S1 ×T S2, C]

ψ
∗

��

ϕ∗ �� [S2, C]

ψ∗

��
[S2, C]

ϕ∗ �� [T , C]

.

and hence the corresponding commutative diagram obtained by applying
KG
n . Hence KG

n (−, C) is a Mackey functor.

We now want to turn KG
0 (−, C) into a Green functor. We first recall the

definition of a pairing of exact categories (see [224]).

Definition 10.1.2 Let C1, C2, C3 be exact categories. An exact pairing <,>:
C1×C2 → C3 given by (X1, X2) →< X1, X2 > is a covariant functor such that

Hom((X1, X2), (X ′1, X
′
2)) =

= Hom(X1, X
′
1)×Hom(X2, X

′
2) → Hom(< X1, X2 >,< X ′1, X

′
2 >)

is biadditive and biexact (see (7.6) for more details).

Recall from (7.6) that such a pairing gives rise to a K-theoretic product
Ki(C1) × Kj(C2) → Ki+j(C3), and in particular a natural pairing K0(C1) ×
Kn(C2) → Kn(C3).
Now, if C1 = C2 = C3 = C, and the pairing C × C → C is associative and
commutative and also has a natural unit, that is, there exists an object E in
C such that < E,M > = < M,E > = M for all M ∈ C, then Kn(C) is a
unitary K0(C)-module. We shall apply this setup in the proof of 10.1.3 below.

Theorem 10.1.3 Let C1, C2, C3, C be exact categories and C1 × C2 → C3 an
exact pairing of categories. Then the pairing induces fiberwise a pairing
[S, C1] × [S, C2] → [S, C3] and hence a pairing KG

0 (S, C1) × KG
n (S, C2) →

KG
n (S, C3).

Suppose C is an exact category such that the pairing C × C → C is naturally
associative and commutative and there exists E ∈ C such that
< E,M > = < M,E > = M . Then, KG

0 (−, C) is a Green functor and
KG
n (−, C) is a unitary KG

0 (−, C)-module.

PROOF Let ζ1 ∈ [S, C1], ζ2 ∈ [S, C2]. Define < ζ1, ζ2 > by < ζ1, ζ2 >
(s) = < ζ1(s), ζ2(s) >. This is exact with respect to fiberwise exact sequences.
Now, any ζ1 ∈ [S, C1] induces an exact functor ζ∗1 : [S, C2] → [S, C3] given
by ζ2 →< ζ1, ζ2 > and hence a map KG

n (ζ1, C1) : KG
n (S, C3) → KG

n (S, C3).
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We now define a map KG
0 (S, C1)

δ−→ Hom(KG
n (S, C2),KG

n (S, C3)) by ζ1 →
KG
n (ζ1) and show that this is a homomorphism. This homomorphism then

yields the required pairing KG
0 (S, C1)×KG

n (S, C2) → KG
n (S, C3). To show that

δ is a homomorphism, let ζ′1 → ζ1 → ζ′′1 be an exact sequence in [S, C1]. Then
we obtain an exact sequence of exact functors ζ′1∗ → ζ1∗ → ζ′′1∗ : [S, C2] →
[S, C3] such that for each ζ2 ∈ [S, C2], the sequence ζ′1∗(ζ2) → ζ1∗(ζ2) → ζ′′1∗(ζ2)
is exact in [S, C3] . Then, by applying Quillen’s result (see theorem 6.1.1), we
have KG

n (ζ′1∗) +KG
n (ζ′′1∗) = KG

n (ζ1∗).
It can be checked that given any G-map ϕ : T → S, the Frobenius reciprocity
law holds, i.e., for ζi ∈ [S, Ci], ηi ∈ [T , Ci], i = 1, 2, 3 we have a canonical
isomorphism

(i) ϕ∗ < ζ1, ζ2 >≡< ϕ∗(ζ1), ϕ∗(ζ2) >.

(ii) ϕ∗ < ϕ∗(ζ1), η2 >≡< ζ1, ϕ∗(η2) >.

(iii) ϕ∗ < η1, ϕ
∗(ζ2) >≡< ϕ∗(η1), ζ2 >. It is clear that the pairing

C × C → C induces KG
0 (S, C) × KG

0 (S, C) → KG
0 (S, C), which turns

KG
0 (S, C) into a ring with unit such that for any G-map ϕ : S → T ,

KG
0 (ϕ, C)∗(1KG

0 (S,C)) ≡ 1KG
0 (S,C).

It is also clear that 1KG
0 (S,C) acts as the identity on KG

0 (S, C). So,
KG
n (S, C) is a KG

0 (S, C)-module.

10.2 Relative equivariant higher algebraic K-theory

In this section, we discuss the relative version of the theory in 10.1.

Definition 10.2.1 Let S, T be GSets. Then the projection map S×T ϕ−→ S

gives rise to a functor S × T
ϕ−→ S. Suppose that C is an exact category. If

ζ ∈ [S, C], we write ζ′ for ζ ◦ ϕ : S × T
ϕ−→ S

ζ−→ C. Then, a sequence
ζ1 → ζ2 → ζ3 of functors in [S, C] is said to be T -exact if the sequence
ζ′1 → ζ′2 → ζ′3 of restricted functors S × T → S → C is split exact.
If ψ : S1 → S2 is a G-map, and ζ1 → ζ2 → ζ3 is a T -exact sequence in [S2, C],

then ζ′1 → ζ′2 → ζ′3 is a T -exact sequence in [S1, C] where ζ′i : S1
ψ−→ S2

ζi−→ C.
Let KG

n (S, C, T ) be the nth algebraic K-group associated to the exact category
[S, C] with respect to T -exact sequences.

Remark 10.2.1 The use of the restriction functors ζ′i in both situations in
10.2.1 constitute a special case of the following general situation. Let C be
an exact category and B,B′ any small categories. We can define exactness
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in [B, C] relative to some covariant functor δ : B′ → B. Thus a sequence
ζ1 → ζ2 → ζ3 of functors in [B, C] is said to be exact relative to δ : B′ → B if
it is exact fiberwise and if the sequence ζ′1 → ζ′2 → ζ′3 of restricted functors

ζ′i := ζi ◦ δ : B′ δ−→ B ζ−→ C is split exact.

Definition 10.2.2 Let S, T be GSets. A functor ζ ∈ [S, C] is said to be
T -projective if any T -exact sequence ζ1 → ζ2 → ζ is exact. Let [S, C]T be
the additive category of T -projective functors in [S, C] considered as an ex-
act category with respect to split exact sequences. Note that the restriction
functor associated to S1

ψ−→ S2 carries T -projective functors ζ ∈ [S2, C] into
T -projective functors ζ ◦ ψ ∈ [S2, C] . Define PGn (S, C, T ) as the nth algebraic
K-group associated to the exact category [S, C]T , with respect to split exact
sequences.

Remark 10.2.2 Here are some properties of the constructions above. The
proofs are left as exercises.

(i) Let ζ : S → C be an object in [S, C], T an arbitrary non-empty G-set, and
let ϕ : S × T → S denote the canonical projection. Then the following
conditions are equivalent:

(a) ζ is T -projective.

(b) The canonical map ϕ∗(ϕ∗(ζ)) → ζ, given by the “co-diagonal”:
ϕ∗(ϕ∗(ζ))(s) = ⊕t∈T ζ(s) → ζ(s), s ∈ S, is split surjective.

(c) ζ is isomorphic to a direct summand of ϕ∗(ζ) for some appropriate
ζ : S × T → C.

(d) The canonical map ζ → ϕ∗(ϕ∗(ζ)), given by the “diagonal”: ζ(s) →
⊕t∈Tϕ∗(ϕ∗(ζ))(s), s ∈ S, is split injective.

(e) ζ is T -injective, i.e., any T -exact sequence ζ → ζ2 → ζ3 is exact.

(ii) Let ϕ : S1 → S2 be a G-map. Then the induced functor ϕ∗ : [S1, C] →
[S2, C] maps fiberwise / T -exact sequences from [S1, C] into fiberwise
/ T -exact sequences in [S2, C] and any T -projective functors into T -
projective functors.

Theorem 10.2.1 KG
n (−, C, T ) and PGn (−, C, T ) are Mackey functors from

GSet to Ab for all n ≥ 0. If the pairing C×C → C is naturally associative and
commutative and contains a natural unit, then KG

0 (−, C, T ) : GSet→ Ab is a
Green functor, and KG

n (−, C, T ) and PGn (−, C, T ) are KG
0 (−, C, T )-modules.

PROOF For anyG-map ψ : S1 → S2, the restriction functor ψ∗ : [S2, C] →
[S1, C] given by ζ → ζ ◦ ψ carries T -exact sequences into T -exact sequences,
and any T -projective functor into a T -projective functor. Hence KG

n (−, C, T )
and PGn (−, C, T ) become contravariant functors.
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Also, the induction functor ψ∗ : [S1, C] → [S2, C] associated to ψ : S1 → S2 p-
reserves T -exact sequences and T -projective functors and hence induces homo-
morphisms KG

n (ψ, C, T )∗ : KG
n (S1, C, T ) → KG

n (S2, C, T ) and PGn (ψ, C, T )∗ :
PGn (S1, C, T ) → PGn (S2, C, T ), thus making KG

n (−, C, T ) and PGn (S1, C, T ) co-
variant functors. Other properties of Mackey functors can be easily veri-
fied. Observe that for any GSet T, the pairing [S, C1] × [S, C2] → [S, C3]
takes T -exact sequences into T -exact sequences, and so, if [S, Ci], i = 1, 2
are considered as exact categories with respect to T -exact sequences, then
we have a pairing KG

0 (S, C1, T )×KG
n (S, C2, T ) → KG

n (S, C3, T ). Also if ζ2 is
T -projective, so is < ζ1, ζ2 >.
Hence, if [S, C1] is considered as an exact category with respect to T -
exact sequences, we have an induced pairing KG

0 (S, C1, T )× PGn (S, C2, T ) →
PGn (S, C3, T ). Now, if we put C1 = C2 = C3 = C such that the pairing C×C → C
is naturally associative and commutative and C has a natural unit, then, as in
theorem 10.1.3, KG

0 (−, C, T ) is a Green functor and it is clear from the above
that KG

n (−, C, T ) and PGn (−, C, T ) are KG
0 (−, C, T )-modules.

Remarks 10.2.1 (i) In the notation of theorem 10.2.1, we have the follow-
ing natural transformation of functors: PGn (−, C, T ) → KG

n (−, C, T ) →
KG
n (−, C), where T is any G-set, G a finite group, and C an exact cate-

gory. Note that the first map is the “Cartan” map.

(ii) If there exists a G-map T2 → T1, we also have the following natu-
ral transformations PGn (−, C, T2) → PGn (−, C, T1) and KG

n (−, C, T1) →
KG
n (−, C, T2) since, in this case, any T1-exact sequence is T2-exact.

10.3 Interpretation in terms of group-rings

In this section, we discuss how to interprete the theories in previous sections
in terms of group-rings.

10.3.1 Recall that any G-set S can be written as a finite disjoint union of
transitive G-sets, each of which is isomorphic to a quotient set G/H for some
subgroup H of G. Since Mackey functors, by definition, take finite disjoint
unions into finite direct sums, it will be enough to consider exact categories
[G/H, C] where C is an exact category.
For any ring A, let M(A) be the category of finitely generated A-modules
and P(A) the category of finitely generated projective A-modules. Recall from
(1.1.8)(i) that if G is a finite group, H a subgroup of G, A a commutative ring,
then there exists an equivalence of exact categories [G/H,M(A)] →M(AH).
Under this equivalence, [G/H,P(A)] is identified with the category of finitely
generated A-projective left AH-modules.
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We now observe that a sequence of functors ζ1 → ζ2 → ζ3 in [G/H,M(A)] or
[G/H,P(A)] is exact if the corresponding sequence ζ1(H) → ζ2(H) → ζ3(H)
of AH-modules is exact.

Remarks 10.3.1 (i) It follows that for every n ≥ 0, KG
n (G/H,P(A))can

be identified with the nth algebraic K-group of the category of finite-
ly generated A-projective AH-modules while KG

n (G/H,M(A)) =
Gn(AH) if A is Noetherian. It is well known that KG

n (G/H,P(A)) =
KG
n (G/H,M(A)) is an isomorphism when A is regular.

(ii) Let ϕ : G/H1 → G/H2 be a G-map for H1 ≤ H2 ≤ G. We
may restrict ourselves to the case H2 = G, and so, we have ϕ∗ :
[G/G,M(A)] → [G/H,M(A)] corresponding to the restriction func-
tor M(AG) → M(AH), while ϕ∗ : [G/H,M(A)] → [G/G,M(A)]
corresponds to the induction functor M(AH) → M(AG) given by
N → AG⊗AHN . Similar situations hold for functor categories involving
P (A). So, we have corresponding restriction and induction homomor-
phisms for the respective K-groups.

(iii) If C = P(A) and A is commutative, then the tensor product defines a
naturally associative and commutative pairing P(A) × P(A) → P(A)
with a natural unit, and so, KG

n (−,P(A)) are KG
0 (−,P(A))-modules.

10.3.2 We now interpret the relative situation. So let T be a G-set. Note
that a sequence ζ1 → ζ2 → ζ3 of functors in [G/H,M(A)] or [G/H,P(A)]
is said to be T -exact if ζ1(H) → ζ2(H) → ζ3(H) is AH ′-split exact for all
H ′ ≤ H such that TH

′ 	= ∅ where TH
′

= {t ∈ T | gt = t ∀g ∈ H ′}. In
particular, the sequence is G/H-exact (resp. G/G-exact) if and only if the
corresponding sequence of AH-modules (resp. AG-modules) is split exact. If
ε is the trivial subgroup of G, it is G/ε-exact if it is split exact as a sequence
of A-modules.
So, KG

n (G/H,P(A), T ) (resp. KG
n (G/H,M(A), T )) is the nth algebraic K-

group of the category of finitely generated A-projective AH-modules (resp.
category of finitely generated AH-modules) with respect to exact sequences
that split when restricted to the various subgroupsH ′ ofH such that TH

′ 	= ∅.
Moreover, observe that PGn (G/H,P(A), T ) (resp. PGn (G/H,M(A), T )) is an
algebraic K-group of the category of finitely generated A-projective AH-
modules (resp. finitely generated AH-modules) that are relatively H ′-
projective for subgroups H ′ of H such that TH

′ 	= ∅ with respect to split
exact sequences. In particular, PGn (G/H,P(A), G/ε) = Kn(AH). If A is
commutative, then KG

0 (−,P(A), T ) is a Green functor, and KG
n (−,P(A), T )

and PGn (−,P(A), T ) are KG
0 (−,P(A), T )-modules.

Now, let us interpret the map, associated to G-maps S1 → S2. We may spe-
cialize to maps ϕ : G/H1 → G/H2 for H1 ≤ H2 ≤ G, and for convenience we
may restrict ourselves to the case H2 = G , in which case we write H1 = H . In
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this case, ϕ∗ : [G/G,M(A)] → [G/H,M(A)] corresponds to the restriction
of AG-modules to AH-modules, and ϕ∗ : [G/H,M(A)] corresponds to the
induction of AH-modules to AG-modules.

We hope that this wealth of equivariant higher algebraic K-groups will satisfy
a lot of future needs, and moreover, the way they have been produced sys-
tematically will help to keep them in some order and to produce new variants
of them whenever desired.
Since any GSet S can be written as a disjoint union of transitive G-sets iso-
morphic to some coset-set G/H , and since all the aboveK-functors satisfy the
additivity condition, the above identifications extend to K-groups, defined on
an arbitrary G-set S.

10.4 Some applications

10.4.1 We are now in position to draw various conclusions just by quoting
well-established induction theorems concerning
KG

0 (−,P(A)) and KG
0 (−,P(A), T ), and more generally R ⊗Z KG

0 (−,P(A))
and R ⊗Z KG

0 (−,P(A), T ) for R, a subring of Q, or just any commutative
ring (see 9.6, 9.7). Since any exact sequence in P(A) is split exact, we have
a canonical identification KG

0 (−,P(A)) = KG
0 (−,P(A), G/ε) (ε the trivial

subgroup of G) and thus may direct our attention to the relative case only.
So, let T be a G-set. For p a prime and q a prime or 0, let D(p, T, q) denote

the set of subgroups H ≤ G such that the smallest normal subgroup H1 of H
with a q-factor group has a normal Sylow-subgroup H2 with TH2 	= ∅ and a
cyclic factor group H1/H2. Let Hq denote the set of subgroups H ≤ G, which
are q-hyperelementary, i.e., have a cyclic normal subgroup with a q-factor
group (or are cyclic for q = 0).

For A and R being commutative rings, let D(A, T,R) denote the union of
all D(p, T, q) with pA 	= A and qR 	= R, and let HR denote the set of all Hq

with qR 	= R. Then, it has been proved (see [47, 48, 49]), or theorem 9.7.5
that R⊗Z KG

0 (−,P(A), T ) is S-projective for some G-set S if SH 	= ∅ for all
H ∈ D(A, T,R)∪HR. Moreover (see [49]), if A is a field of characteristic p 	= 0,
then KG

0 (−,P(A), T ) is S-projective already if SH 	= ∅ for allH ∈ D(A, T,R).
(Also see theorems 9.7.5, 9.7.7, and remarks 9.7.3).

10.4.2 Among the many possible applications of these results, we discuss
just one special case. Let A = k be a field of characteristic p 	= 0, let R =
Z( 1

p ), and let S = ∪H∈D(k,T,R)G/H . Then, R ⊗ KG
0 (−,P(k), T ), and thus

R ⊗Z KG
n (−,P(k), T ) and R⊗Z PGn (−,P(k), T ) are S-projective. Moreover,

the Cartan map PGn (−,P(k), T ) → KG
n (−,P(k), T ) is an isomorphism for any

G-set S for which the Sylow-p-subgroups H of the stabilizers of the elements



Equivariant Higher Algebraic K-Theory 333

in X have a non-empty fixed point set TH in T , since in this case T -exact
sequences over X are split exact and thus all functors ζ : X → P(k) are
T -projective, i.e., [X,P(k)]T ↪→ [X,P(k)] is an isomorphism if [X,P(k)] is
taken to be exact with respect to T -exact and thus split exact sequences.
This implies in particular that for all G-sets X , the Cartan map

PGn (X × S,P(k), T ) → KG
n (X × S,P(k), T )

is an isomorphism since any stabilizer group of an element in X × S is a sub-
group of a stabilizer group of an element in S, and thus, by the very definition
of S and D(k, T,Z( 1

p )), has a Sylow-p-subgroup H with TH 	= ∅. This finally
implies that PGn (−,P(k), T )S → KG

n (−,P(k), T )S is an isomorphism. So, by
the general theory of Mackey functors,

Z(
1
p
)⊗ PGn (−,P(k), T ) → Z(

1
p
)⊗KG

n (−,P(k), T )

is an isomorphism. The special case (T = G/ε) PGn (−,P(k), G/ε), is just the
K-theory of finitely generated projective kG-modules and KG

n (−,P(k), G/ε)
the K-theory of finitely generated kG-modules with respect to exact se-
quences. Thus we have proved the following.

Theorem 10.4.1 Let k be a filed of characteristic p, G a finite group. Then,
for all n ≥), the Cartan map Kn(kG) → Gn(kG) induces isomorphisms

Z(
1
p
)⊗Kn(kG) → Z(

1
p
)⊗Gn(kG).

Here are some applications of 10.4.1. These applications are due to A.O. Kuku
(see [108, 112, 114]).

Theorem 10.4.2 Let p be a rational prime, k a field of characteristic p, G
a finite group. Then for all n ≥ 1,

(i) K2n(kG) is a finite p-group.

(ii) The Cartan homomorphism ϕ2n−1 : K2n−1(kG) → G2n−1(kG) is sur-
jective, and Kerϕ2n−1 is the Sylow-p-subgroup of K2n−1(kG).

PROOF

(i) In theorem 10.4.1, it was proved that for all n ≥ 0, the Cartan map
ϕ2n : K2n(kG) → G2n(kG) induces an isomorphism Kn(kG) ⊗ Z( 1

p ) =
Gn(kG) ⊗ Z( 1

p ) i.e., ϕn is an isomorphism mod p-torsion. Now, for all
n ≥ 0, G2n(kG) = 0 since kG is a finite ring (see theorem 7.1.12(ii)).
So, K2n(kG) = Kerϕ2n is a finite group. It is also a p-group since ϕ2n

is a monomorphism mod p-torsion. So (i) is proved.
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(ii) G2n−1(kG) is a finite group of order relatively prime to p. So,
|Cokerϕ2n−1| is power of p and divides |G2n−1(kG)|, which is ≡ −1
(mod p). This is possible if and only if Cokerϕ2n−1 = 0. Hence
Cokerϕ2n−1 = 0 for all n ≥ 1, and so, each ϕ2n−1 is surjective.
Now, by theorem 7.1.12(i) K2n(kG) is finite, and so, Kerϕ2n−1 is a fi-
nite p-group since ϕ2n−1 is a monomorphism mod p-torsion. Moreover,
G2n−1(kG) has order ≡ −1 (mod p). Hence Kerϕ2n−1 is a Sylow-p-
subgroup of K2n−1(kG).

Corollary 10.4.1 Let k be a field of characteristic p, C a finite EI category.
Then, for all n ≥ 0, the Cartan homomorphism Kn(kC) → Gn(kC) induces
isomorphism

Z(
1
p
)⊗Kn(kC) ∼= Z(

1
p
)⊗Gn(kC).

Corollary 10.4.2 Let R be the ring of integers in a number field F , m a
prime ideal of R lying over a rational prime p. Then for all n ≥ 1,

(a) the Cartan map Kn((R/m)C) → Gn((R/m)C) is surjective.

(b) K2n((R/m)C) is a finite p-group.

Finally, with the identification of Mackey functors : GSet→ Ab with Green’s
G-functors δG→ Ab as in 9.1.1 and above interpretations of our equivariant
theory in terms of grouprings, we now have, from the forgoing, the follow-
ing result, which says that higher algebraic K-groups are hyperelementary
computable. First, we define this concept.

Definition 10.4.1 Let G be a finite group, U a collection of subgroups of
G closed under subgroups and isomorphic images, A a commutative ring
with identity. Then a Mackey functor M : δG → A-Mod is said to be
U-computable if the restriction maps M(G) →

∏
H∈U M(H) induces an i-

somorphism M(G) � lim←−H∈UM(H) where lim←−H∈U is the subgroup of all
(x) ∈

∏
H∈U M(H) such that for any H,H ′ ∈ U and g ∈ G with gH ′g−1 ⊆ H,

ϕ : H ′ → H given by h→ ghg−1, then M(ϕ)(xH) = xH′ .

Now, if A is a commutative ring with identity, M : δG → Z-Mod a
Mackey functor, then A ⊗ M : δG → A-Mod is also a Mackey functor
where (A ⊗M)(H) = A ⊗M(H). Now, let P be a set of rational primes,
ZP = Z[1q | q /∈ P ], C(G) the collection of all cyclic subgroups of G,
hPC(G) the collection of all P-hyperelementary subgroups of G, i.e.,

hPC(G) = {H ≤ G|∃H ′ � H,H ′ ∈ C(G), H/H ′ a p-group for some p ∈ P}.

Then, we have the following theorem.
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Theorem 10.4.3 Let R be a Dedekind ring, G a finite group, M any of the
Green modules Kn(R−), Gn(R−), SKn(R−), SGn(R−), Cln over G0(R−);
then Zp ⊗M is hP(C(G))-computable.

PROOF In view of theorem 9.3.1, it suffices to show that
⊕H∈hP(C(G))ZP ⊗ G0(RH) → Zp ⊗ G0(RG) is surjective. To do this, it
suffices to show that for each p, ⊕H∈hp(C(G))Zp⊗G0(RH) → Zp⊗G0(RG) is
surjective. Now, it is known that any torsion element in G0(RG) is nilpotent
(see remarks and definition 9.7.1 and lemma 9.7.8 or [48, 209]). It is also
known that ⊕H∈hp(C(G))Q⊗G0(RH) → Q⊗G0(RG) is surjective (see theo-
rem 9.7.5 or [48, 207]). Hence, ⊕H∈hp(C(G))Zp ⊗G0(RH) → Zp ⊗G0(RG) is
surjective, and the theorem is proved.

Exercises

10.1 Let C be an exact category, S, T G-sets, ζ : S → C an object of [S, C].
Show that ζ is T -projective if and only if it is T -injective.

10.2 Let ϕ : S1 → S2 be a G-map (S1, S2 G-sets, G a finite group) C an exact
category. Show that the induced functor ϕ∗ : [S1, C] → [S2, C] maps T -exact
sequences in [S1, C] to T -exact sequences in [S2, C] and T -projective functors
to T -projective functors.





Chapter 11

Equivariant higher K-theory for
profinite group actions

In this chapter, we extend the theory and results in chapter 10 to the case of
profinite group actions. This extension is due to A.Kuku (see [109]).

11.1 Equivariant higher K-theory – (Absolute and rela-
tive)

11.1.1 Let I be a filtered index set (i.e., I is a partially ordered set such
that for i, j ∈ I there exists k ∈ I such that i ≤ k, j ≤ k).
Note that I is a category whose objects are elements of I, with exactly one
morphism from i to j if i ≤ j, and no morphism otherwise.
Suppose that C is a category. A projective (resp. injectively) filtered system of
C-objects is covariant (resp. contravariant) functor F : I → C. A projective
limit (X,μi) of a projectively filtered system of C-objects is a covariant (resp.
contravariant) functor F : I → C. A projective limit (X,μi) of a projectively
filtered system of C-objects is a C-object X together with maps μi : X → Fi
such that for all i, j ∈ I with i < j and C-morphisms ϕij : Fi → Fj , we
have μj = ϕijμi, and moreover, given another C-object Y and morphisms
νi : Y → Fi with the same properties, then there exists exactly one map
ρ : Y → X such that μiρ = νi for any i ∈ I.
Note that (X,μi) is well defined up to isomorphism by F . We shall denote
the limit by lim←−F or lim←−Fi. The injective lim−→F is analogously defined.
Although we shall apply the above definition to some other situations, we
mention a particular example just to fix notations. Let I be the set of open
normal subgroups H of a profinite group G, ordered by set inclusion, FH =
G/H , and for H ≤ H ′, ϕH,H,′ : G/H → G/H ′ the canonical map. Then
G = lim←−F .
Note that each G/H is a finite group. We shall henceforth denote G/H by
GH .

11.1.2 (a) Let G be a profinite group. A G-set is a finite set with discrete
topology on which G acts continuously by permutations on the left, i.e.,

337
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G × S → S is continuous. The G-sets form a category GSet with an
initial object that we shall denote by ϕ, final object that shall denote by
� = G/G, sums (disjoint union) and products (Cartesian products), and
more generally, finite projective and injective limits. If S, T are G-sets,
we write GSet(S, T ) for the set of GSet-morphism from S to T .

(b) A simple G-set has the form G/H where H is some open subgroup of G,
and so, any G-set S has the form ∪G/H where H runs through some
finite collection of open subgroups of G.

(c) If S is a G-set, we can associate with S a category S as follows – the
objects of S are elements of S, while for s, t ∈ S, S = {(g, s)|g ∈ G, gs =
t}, with composition defined for t = gs by (h, t)◦ (g, s) = (hg′s) and the
identity morphism s→ s given by (e, s) where e is the identity element
of G.

(d) Now, let C be an exact category, [S, C] the category of covariant functors
from S to C, which factor through some finite quotient of G, that is, such
that we have a functor lim−→H [SH , C] → [S, C] where H runs through all
open normal subgroups of G that act trivially on S, and SH corresponds
to S as a G/H-set. If ζ ∈ [S, C], we shall write ζs for ζ(s). It can easily
be checked that [S, C] is an exact category (just as in the case forG finite)
where a sequence ζ′ → ζ → ζ′′ is said to be exact if it is exact fiberwise,
i.e., ζ′s → ζs → ζ′′s is exact for all s ∈ S. We now define KG

n (S, C) as
the nth algebraic K-group associated with [S, C] with fiberwise exact
sequences.

(e) Let S, T be G-sets. Just as for G finite (see definition 10.2.1), we have the
notion of a sequence of functors in [S, C] being T -exact, and hence the
definition of nth algebraic K-group associated with the category [S, C]
with respect to exact sequences that we denote by KG

n (−, C, T ).

(f) Finally, the definition of T -projective functors in [S, C] is as in defini-
tion 10.2.2, and so, we define PGn (S, C, T ) as the nth algebraic K-group
associated with the full subcategory [S, C]T of T -projective functors in
[S, C].

We now record the following theorem whose proof is similar to that for
finite groups.

Theorem 11.1.1 Let G be a profinite group, T a G-set, C an exact category.
Then KG

n (−, C), KG
n (−, C, T ), PGn (−, C, T ) : GSet → Z-Mod are Mackey

functors. If the pairing C×C → C : (M,N) →M ◦N is naturally associative
and commutative, and C has an object E such that E ◦ M = M ◦ E =
M for all M ∈ C, then KG

0 (−, C), KG
0 (−, C, T ) become Green functors and

KG
n (−, C) becomes KG

0 (−, C)-modules, while KG
n (−, C, T ), PGn (−, C, T ) become

KG
0 (−, C, T )-modules.
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Remarks 11.1.1 Since we saw in 11.1.2(b) that a G-set S has the form
∪G/H where H runs through a finite collection of open subgroups of G, and
the K-functors 11.1.1, being Mackey functors, take disjoint union into direct
sums, then to understand how the functors behave on a G-set S, it suffices
to understand their behavior on transitive G-sets G/H . The interpretation
of the behavior for the functors in the latter case in terms of group-rings is
similar to that for G finite, and we omit the details (see 10.3). However, we
observe that if e is the identity of G, and H an open subgroup of G, P(R) the
category of finitely generated projective modules over a commutative regular
ring R, we can identify KG

n (G/H,P(R), G/e) with Gn(RH) while we identify
PGn (G/H,P(R), G/e) with Kn(RH) for any ring R with identity.

In this section, we indicate how to obtain the following result, which is an
extension of a similar result in 10.4.1 for finite groups.

Theorem 11.1.2 Let G be a profinite group, k a field of characteristic p.
Then for each n ≥ 0, the Cartan homomorphism Kn(kG) → Gn(kG) induces
an isomorphism Z( 1

p )⊗Kn(kG) → Z( 1
p )⊗Gn(kG).

Remarks 11.1.2 (a) In view of the identifications in 11.1.1, we on-
ly have to see that for each n ≥ 0, the Cartan homomorphism
PGn (G/G,P(k), G/e) → KG

n (−,P(k), G/e) induces an isomorphism

Z(
1
p
)⊗ PGn (−,P(k), G/e) � Z(

1
p
)⊗KG

n (−,P(k), G/e).

(b) Let G
ϕ−→ G1 be a homomorphism of profinite groups. Then ϕ induces

a functor ϕ̂ : G1Set → GSet given by S → S|G where S|G is obtained
from S by restriction of the action of G1 on S to G via ϕ, i.e., for s ∈ S,
g ∈ G, gs = ϕ(g)s.
Also, if α : S → T is a G1-map, then α is also a G-map α|G = ϕ(α) :
S|G → T |G
So, we have a canonical functor S δ−→ S given by s → s; (g, s) →
(ϕ(g), s).
If C is an exact category, then δ induces an exact functor [S, C] →
[S|G, C] (see 1.1.5 for definitions). Note that ζ|G has the same fibers
as ζ with G-action defined by restricting the G1-action to G via ϕ.
Hence, we have a homomorphism δ : KG1

n (S, C) → KG
n (S|G, C) of K-

groups. In particular, if S = G1/G1, then S|G = G/G, and we have
a homomorphism KG1

n (G1/G1, C) → KG
n (G/G, C). We now apply this

situation to the canonical map G → GH from a profinite group G to
GH = G/H where H is an open normal subgroup of G and C = P(R),
and get a homomorphism KGH

n (GH/GH ,P(R))
χ−→ KG

n (G/G,P(R))
where P(R) is the category of finitely generated projective R-modules.
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(c) Note that the functor I → Z-Mod given by H → KGH
n (GH/GH ,P(R))

is an injectively filtered system of Abelian groups since if H,H ′ ∈ I
and H ≤ H ′, then we have a homomorphism GH → GH′ , and
hence a functor GH/GH → GH/GH′ , which induces an exact func-
tor [GH′/GH′ ,P(R)] → [GH/GH ,P(R)] which then induces a homo-

morphism K
GH′
n (GH′/GH′ , P(R))

χH,H′
−→ KGH

n (GH/GH ,P(R)) of K-
groups. Moreover, the homomorphisms χH : KGH

n (GH/GH ,P(R)) →
KG
n (G/G,P(R)), are compatible with χH,H′ , and so, we have a well-

defined map lim−→HK
GH
n (GH/GH ,P(R)) → KG

n (G/G,P(R)).
By a similar argument, if T is GH -set, we have a homomorphism
KGH
n (GH/GH ,P(R), T ) → KG

n (G/G,P(R), T |G), and in particular, if
eH is the identity element of GH and e the identity element of G, we
have homomorphisms

KGH
n (GH/GH ,P(R), GH/eH) → KG

n (G/G,P(R), G/e), and hence

lim−→HK
GH
n (GH/GH ,P(R), GH/eH) → KG

n (G/G,P(R), G/e).

Similarly, we obtain

PGH
n (GH/GH ,P(R), GH/eH) → PGn (G/G,P(R), G/e).

We now have the following.

Theorem 11.1.3 Let G be a profinite group, I = {H} the filtered index set
of open normal subgroups of G, P(R) the exact category of finitely generated
projective R-modules. Then, in the notation of remarks 11.1.2(c), the induced
maps

(i) lim−→HK
GH
n (GH/GH ,P(R)) → KG

n (G/G,P(R))

(ii) lim−→HK
GH
n (GH/GH ,P(R), GH/eH) → KG

n (G/G,P(R), G/e)

(iii) lim−→HP
GH
n (GH/GH ,P(R), GH/eH) → PGn (G/G,P(R), G/e)

are isomorphisms.

PROOF Note that KH
n (GH/GH ,P(R)) = Kn of the exact category

[GH/GH ,P(R)] where [GH/GH ,P(R)] can be identified with the category
P(R)GH of GH -objects in P(R), i.e., with the category [GH ,P(R)] of func-
tors from GH (considered as a category with one object with morphisms
elements of G) to P(R). So, lim−→HKn(GH/GH ,P(R)) = lim−→HKn(GH ,P(R)).
Now, the functor H → [GH ,P(R)] from I to the category of small categories
is a filtered injective system of small categories (with the homomorphisms
GH

ϕH,H′
−→ GH′ ) inducing exact functors [GH′ ,P(R)]

ϕH,H′
−→ [GH ,P(R)], and

moreover, the canonical homomorphisms G
ϕH−→ GH induces exact functors
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[GH ,P(R)]
ϕH−→ [G,P(R)] : ζ → ζ ◦ ϕH , which commutes with the ϕH,H′ and

hence induces a map lim−→H [GH ,P(R)]
ϕ
−→ [G,P(R)], which is easily checked

to be an isomorphism of categories since G = lim−→HGH .
Now, KG

n (G,P(R)) = Kn(lim−→H [GH ,P(R)]) = lim−→HKn[GH ,P(R)] by
Quillen’s result (see [165] page 96.), i.e.,
KG
n (G/G,P(R)) = lim−→HK

GH
n [GH/GH ,P(R)] as required.

The proof of (ii) and (i) are similar and are omitted. In fact, (ii) is a restate-
ment of (i) via the identification in remarks 11.1.1.

PROOF of 11.1.2 Now, let G be a profinite group, I = (H) the filtered
index set of open normal subgroups of G. Then by 11.1.3 we have

Z(
1
p
)⊗ lim−→HK

GH
n (GH/GH ,P(k), GH/eH) � Z(

1
p
)⊗KG

n (G/G,P(k), G/e)

and

Z(
1
p
)⊗ lim−→HK

GH
n (GH/GH ,P(k), GH/eH) � Z(

1
p
)⊗KG

n (G/G,P(K), G/e).

Now, consider the following commutative diagram

Z( 1
p )⊗ PG

n (G/G,P(k), G/e) → Z( 1
p )⊗KG

n (G/H,P(K), G/e)

↑ ↑
lim−→
H

Z( 1
p ) ⊗ PGH

n (GH/GH ,P(k), GH/eH ) → lim−→
H

Z( 1
p )⊗KGH

n (GH/GH ,P(k), GH/eH )

Note that each GH is a finite group, and so, it follows from theorem 10.4.1
that the Cartan map

PGH
n (GH/GH ,P(k), GH/eH) → KGH

n (GH/GH ,P(k), GH/eH)

induces an isomorphism

Z(
1
p
)⊗PGH

n (GH/GH ,P(k), GH/eH) � Z(
1
p
)⊗KGH

n (GH/GH ,P(k), GH/eH).

So, the bottom arrow of the square is an isomorphism. Since the vertical
arrows are also isomorphisms, it means that the top arrow is also an isomor-
phism.

11.2 Cohomology of Mackey functors (for profinite
groups)

In this section, we call attention to the fact that if G is a profinite group,
the category GSet of G-sets is a category with finite sums, final object, and
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finite pull-backs, and cohomology theory can be defined for Mackey functors
GSet→ Z-Mod.
Consequently, vanishing theorems are obtained for the cohomology of the K-
functors of sections 11.1 and also for the cohomology of profinite groups.

11.2.1 (a) First note that if S is any G-set, M : GSet→ Z-Mod a Mackey
functor, then MS : GSet → Z-Mod defined by MS(T ) = M(S × T ) is
a Mackey functor, and moreover, the projection map pr : S × T → T
defines natural transformations if θS : MS →M (resp. θS : M →MS),
and M is then said to be S-projective (resp. S-injective) if θS (resp.
θS) is split surjective (resp. injective). Note that M is S-projective
if and only if M is S-injective (see proposition 9.1.1 for various other
equivalent properties of S-projectivity).

(b) Let S, T be G-sets, and f : S → ∗, g : T → ∗ the unique maps from S to
∗ and T to ∗, respectively.
If M : GSet → Z-Mod is a Green functor, we write KS(M) =
Ker(M(∗)
f∗
−→M(S)) and IS(M) = Im(M(S)

f∗−→M(∗)).
Now, If G : GSet → Z-Mod is a Green functor such that M is a G-
module, it follows from sections 9.2, 9.3 that the pairing G×M →M de-
fines a pairing HiG×HjM → Hi+jM (i, j ≥ 0) and also ĤiG×ĤjM →
Ĥi+jM (i, j ∈ Z). In particular, putting i = j = 0, M = G, we see that
H0G, Ĥ0G are Green functors, HiM are H0G-modules, and Ĥi are Ĥ0G-
modules. Hence, if one can find n ∈ N such that n1G(∗) ∈ KSG + ITG,
then n1Ĥ0G(∗) ∈ IT Ĥ0G, and so, n annihilates KT Ĥi

S , for all i ∈ Z. In

particular, when T = S (i.e., f = g) and hence KT ĤiG = ĤiG, we have
n · Ĥi

SG = 0 for all i ∈ Z.

11.2.2 Our next step is to indicate how to get a suitable n that annihilates
the cohomology groups in terms of the order of G. This would come from
theorem 11.2.1 that follows. First, we need some preliminary definition and
remarks.

(a) A super-natural product is a formal product
∏
pnp where the product is

taken over all prime numbers and np is an integer 0 ≤ np <∞. If G is
a profinite group, H ′ a closed subgroup of G, then the index (G : H ′)
of H ′ in G is defined by (G : H ′) = 1 c.m. (G/H,H ′/(H ′ ∩H) where
H ranges over all open normal subgroups of G. The order of G written
|G| is defined by |G| = (G : 1) = 1 c.m. |G/H |, H ranging over open
normal subgroups of G.

(b) Let U be a family of open subgroup ofG, SU = ∪H∈UG/H . Suppose that
P is a set of rational primes. Define hPU = {H ≤ G| there exist p ∈
P,H ′ ≤ H, g ∈ G,H ′ ∈ U with H ′ open in G,H ′/H a p-group, and
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gH ′g−1 ≤ H}. If for any G-set S, we write GS = {g ∈ G|gs =
s for all s ∈ S}, and N = ∩ g∈G

K∈U
(gKg−1), then N = GSU .

Note that any G-set has the form SU for some U .

Theorem 11.2.1 Let U be a finite set of open subgroups of G, P a set of
rational primes, S = SU , (G : GS)′P the maximal divisor of (G : GS), which
contains no prime divisor in P . Then, for any Mackey functor M : GSet →
Z-Mod, we have

(G : GS)′PM(∗) ⊆ ISkP U
(M) +KS(M).

PROOF Similar to that of theorem 9.5.1.

Theorem 11.2.2 Let C be an exact category such that the pairing C × C →
C : (X,Y ) → X ◦ Y is naturally associative and commutative, and C has an
object E such that E ◦ X = X ◦ E for all X ∈ C. Let S, T be G-sets, P
a set of rational primes. Suppose that M is any of the functors KG

n (−, C),
KG
n (−, C, T ), PGn (−, C, T ), then (G : GS)′P Ĥi(M) = 0, for all i ∈ Z.

PROOF By 11.2.1(b) and theorem 11.2.1 (G : GS)Ĥi
SG = 0 for G =

KG
0 (−, C) and G = KG

0 (−, C, T ). Now, KG
n (−, C) is a KG

0 (−, C)-module, and
KG
n (−, C, T ), PGn (−, C, T ) are KG

0 (−, C, T )-modules. So, for M = KG
n (−, C),

KG
n (−, C, T ), PGn (−, C, T ), we have (G : GS)′P ĤiM = 0 for all i ∈ Z.

Our second conclusion concerns the vanishing of cohomology groups of G.

11.2.3 Let G be a profinite group, A any ZG-module. For S ∈ GSet, let
Â(S) = GSet(S,A).
Then, GSet(S,A) is an Abelian group where, for f1, f2 ∈ GSet(S,A) we define
(f1 + f2)(s) = f1(s) + f2(s). One can prove that A : GSet → Z-Mod is a
Mackey functor (see 9.1.1 for a similar proof for G finite). If H is an open
normal subgroup of G, A(G/H) = GSet(G/H,A) = AH = H0(H,A), the
zeroth cohomology group of H with coefficients in A. Moreover, ĤiA(∗) =
Ĥi(G,A), and the ĤiA are Ĥ0A-modules by 11.2.1(c). More generally, if we
write ĤiA(S) = Ĥi(S,A) for any G-sets S, then we have as below.

Theorem 11.2.3 Let G be a profinite group, S a G-set, A a ZG-module, P
a set of rational primes, then (G,GS)′P Ĥi(S,A) = 0 for all i ∈ Z.

PROOF
Similar to that of 11.2.2 by applying 11.2.1(b) and theorem 11.2.1 since

ĤiA are Ĥ0A-modules.
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Remarks 11.2.1 The above result 11.2.3 applies to G = Galks/k, the Galois
group of the separable closure ks of a filed k, A = k∗s , the units of ks.

Exercises

11.1 Let G be a profinite group. For any G-set B, define functor B̄ : GSet→
Z-Mod by B̄(S) = HomGSet(S,B). Show that B̄ is a Mackey functor.

11.2 Let G be a profinite group, S a G-set.

(a) Show that the category GSet,GSet/S are based categories.

(b) Define the Burnside ring Ω(G) of G by Ω(G) := Ω(GSet/∗). Also for
any closed subgroup H of G, define ϕH : Ω(G) → Z by ϕH(S) = |SH |.
Now, let R be an integral domain. Show that any homomorphism ϕ :
Ω(G) → R factors through some ϕH . Hence, show that for any prime
ideal p of Ω(G), there exists some closed subgroup H ≤ G and some
characteristic p (prime or zero) such that

p = p(H, p) := {x ∈ Ω(G)|ϕH(x) ≡ 0(p)}.

Show also that p(H, p) = p(H ′, p) iff H and H ′ are conjugate in G.

11.3 Let G be a profinite group and let U be a finite set of open subgroups of
G, P a set of rational primes, S = SU = ∪

H∈U
G/H (G : GS)′P the maximal

division of (G : GS) that contains no prime division in P . Show that for
any Mackey functor M : GSet → Z-Mod, we have (G : GS)′P(M(∗)) ⊆
IShPU (M) +KS(M) (in the notation of 11.2.2(b).

11.4 Let G be a profinite group and let G : GSet → Z-Mod be a Green
functor such that multiplication G(∗)× G(∗) → G(∗) is surjective. Show that
there exists a unique family DG of closed subgroups of G such that

(i) DG is a closed subset of the totally disconnected space C(G) of all closed
subgroups of G.

(ii) If H,H ′ are subgroups of G, g ∈ G, H ∈ DG , and gH ′g−1 ⊆ H , then
H ′ ∈ DG .

(iii) For any map ϕ : S → ∗, M a G-module, the map ϕ∗ : M(S) →M(∗) is
surjective iff for any H ∈ DG there exists s ∈ S such that H ≤ GS (i.e.,
iff SH 	= ∅ for all H ∈ DG).
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11.5 Let K be a field and E a finite or infinite Galois extension of K with
Galois group G. Let A(K,E) be the category of K-algebras R such that
E ⊗K R is a product of a finite number of copies of E. Show that there is an
equivalence of categories A(K,E) � GSet where R ∈ A(K,E) goes to SR and
SR is the set of K-algebra homomorphisms R → E, which becomes a G-set
via the action of G on E, the inverse equivalence being given by S ∈ GSet
going to RS := HomGSet(S,E).

Show that if G = Gal(E/K), then the Burnside ring Ω(G) can be interpret-
ed as the Grothendieck ring Ω(K,E) generated by objects R in A(K,E) �
GSets with sums given by direct sum and products by ⊗K .

11.6 Let G be a profinite group, S(G) the set of all closed subgroups of G.
For any pair (H,H ′) of open subgroups H,H ′ of G with H ≤ H ′ and H ′ open
normal in G, define OH,H′ = {K ∈ S(G)|K ·H = H ′}. Show that S(G) is a
topological space with the OH,H′ forming a sub-basis of open sets. Show also
that S(G) is a compact, totally disconnected Hausdorff space and that the set
of open sets in dense in S(G).

Prove that G acts continuously on S(G) and that the orbit space S(G)\G
is the set Sc(G) of conjugacy classes of closed subgroups, and that Sc(G) is
also a compact totally disconnected Hausdorff space.





Chapter 12

Equivariant higher K-theory for
compact Lie group actions

The aim of this chapter is to extend the theory in chapter 10 to compact Lie
groups. The work reported here is due to A. Kuku [116] based on T. Tom
Dieck’s induction theory for compact Lie groups [219].

12.1 Mackey and Green functors on the category A(G) of
homogeneous spaces

(12.1)A The Abelian group U(G,X), G a compact Lie group,
X a G-space; the category A(G)

12.1.1 Let G be a compact Lie group, X a G-space. The component cate-
gory π0(G,X) is defined as follows : Objects of π0(G,X) are homotopy classes
of maps α : G/H → X where H is a closed subgroup of G. A morphism from
[α] : G/H → X to [β] : G/K → X is a G-map σ : G/H → G/K such that βσ
is G-homotopic to α.
Note that since Hom(G/H,X) � XH where ϕ → ϕ(eH), we could consid-
er objects of π0(G,X) as pairs (H, c) where c ∈ π0(XH) = the set of path
components of XH .

12.1.2 A G-ENR (Euclidien Neighborhood Retract) is a G-space that is
G-homeomorphic to a G-retract of some open G-subset of some G-module
V . Let Z be a compact G-ENR, f : Z → X a G-map. For α : G/H → X
in π0(G,X), we identify α with the path component XH

α into which G/H is
mapped by α.
Put Z(f, α) = ZH ∩ f−1(XH

α ):= subspace of ZH mapped under f into XH
α .

The action of NαH/H on ZH induces an action of NαH/H on Z(f, α), i.e.,
Z(f, α) is an Aut(α)-space (see [219]). Note that Aut(α) = {σ : G/H →
G/H |ασ � α}, and Nα(H)H , the isotropy group of α ∈ π0(G,X), is iso-
morphic to Aut(α).

347
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12.1.3 Let {Zi} be a collection of G-ENR, fi : Zi → X , G-maps. Say
that fi : Zi → X is equivalent to fj : Zj → X if and only if for each
α : G/H → X in π0(G,X), the Euler characteristic χ(Z(fi, α)/Aut(α)) =
χ(Z(fj , α))/Aut(α).
Let U(G,X) be the set of equivalence classes [f : Z → X ] where addition is
given by [f0 : Z0 → X ] + [f1 : Z1 → X ] = [f0 + f1 : Z0 + Z1 → X ]; the
identity element is ϕ : X → X ; and the additive inverse of [f : Z → A] is
[f ◦ p : Z × A → Z → X ], where A is a compact G-ENR with trivial G-
action and χ(A) = −1. Then, U(G,X) is the free Abelian group generated
by [α], α ∈ π0(G,X), i.e., [f : Z → X ] = Σn(α) where G/H × En ⊂ Z is an
open n-cell of Z, and the restriction of f to G/H ×En defines an element [α]
of U(G,X).
The cell is called an n-cell of type α. Let n(α) =

∑
(−1)in(α, i) = number of

i-cells of type α (see [219]).
If X is a point, write U(G) for U(G,X).

12.1.4 For a compact Lie group G, the category A(G) is defined as follows:
obA(G):= homogeneous spaces G/H . The morphisms in A(G)(G/H,G/K)
are the elements of the Abelian group U(G,G/H × G/K) and have the
form α : G/L → G/H × G/K, which can be represented by diagram

{G/H α← G/L
β→ G/K}, so that U(G,G/H × G/K) = free Abelian group

on the equivalence classes of diagrams G/H α← G/L
β→ G/K where two such

diagrams are equivalent if there exists an isomorphism σ : G/L→ G/L′ such
that the diagram

G/L
↗ ↘

G/H
⏐⏐8σ G/K

↘ ↗
G/L′

commutes up to homotopy.
Composition of morphisms is given by a bilinear map

U(G,G/H1 ×G/H2)× U(G,G/H2 ×G/H3) → U(G,G/H1 ×G/H3)

where the composition of (α, β1) : A → G/H1 × G/H2 and (β2, γ) : B →
G/H2 ×G/H3 yields a G-map (αα, γγ) : C → G/H1 ×G/H3, where γ, α are
maps γ : C → B and a : C → A, respectively.

12.1.5 (i) Each morphism G/H
α← G/L

β→ G/K is the composition of
special types of morphisms

G/H
α← G/L

id→ G/L and G/L
id← G/L

β→ G/K
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(ii) Let π0 (or G) be the homotopy category of the orbit category or (G),
that is, the objects of π0 (or G) are the homogeneous G-spaces G/H ,
and morphisms are homotopy classes [G/L→ G/K] of G-maps G/L→
G/K. We have a covariant functor π0 (or G) → A(G) given by [G/L

β→
G/K] → (G/L id← G/L

β→ G/K) and a contravariant functor π0 (or G)
→ A(G) given by

[G/H → G/L] → (G/H ← G/L
id→ G/L).

(iii) Addition is defined in A(G)(G/H,G/K) = U(G,G/H ×G/K) by

(G/H ← G/L→ G/K) + (G/H ← G/L′ → G/K)

= (G/H ← (G/L)∪̇(G/L′) → G/K)

where (G/L)∪̇(G/L′) is the topological sum G/L and G/L′.

(12.1)B Mackey and Green functors on A(G)

12.1.6 Let R be a commutative ring with identity. A Mackey functor M
from A(G) to R-Mod is a contravariant additive functor. Note that M is
additive if

M : A(G)(G/H,G/K) → R-Mod(M(G/K),M(G/H))

is an Abelian group homomorphism.

Remarks 12.1.1 M comprises of two types of induced morphisms:

(i) If α : G/H → G/K is a G-map, regarded as an ordinary morphism α! :
G/H

id← G/H
α→ G/K of A(G), we have an induced morphism

M(α!) = M∗(α) =: α∗ : M(G/K) →M(G/H)

(ii) If α in (i) is induced from H ⊂ K, i.e., α(gH) = gK, call α∗ the restriction
morphism.

(iii) If we consider α as a transfer morphism α! : G/H ← G/K → G/K in
A(G), then we have

M(α!) =: M∗(α) =: α∗ : M(G/H) →M(G/K)

and call α∗ the induced homomorphism associated to α.
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12.1.7 Let M,N,L be Mackey functors on A(G). A pairing M × N → L
is a family of bilinear maps M(S)×N(S) → L(S) : (x, y) → x · y (S ∈ A(G))
such that for each G-map f : G/H = S → T = G/K, we have

L∗f(x, y) = (M∗f(x) · (N∗f(y))) (x ∈M(T ), y ∈ N(T ));
x · (N∗fy) = L∗f((M∗fx) · y) (x ∈M(T ), y ∈ N(T ));
(M∗fx) · y = L∗f(x · (N∗fy)) (x ∈M(T ), y ∈ N(T )).

A Green functor V : A(G) → R-Mod is a Mackey functor together with a
pairing V ×V → V such that for each object S, the map V (S)×V (S) → V (S)
turns V (S) into an associative R-algebra such that f∗ preserves units.
If V is a Green functor, a left V -module is a Mackey functor M together
with a pairing V ×M → M such that M(S) is a left V (S)-module for every
S ∈ A(G).

Remarks 12.1.2 The Mackey functor as defined in 12.1.6 is equivalent to the
earlier definitions in 9.1.1 as well as in chapter 10, 11 defined for finite and
profinite groups G as functors from the category GSet to R-Mod. Observe
that if (M∗,M∗) = M is a Mackey functor (bifunctor) GSet → R-Mod, we
can get M : A(G) → R-Mod by putting M(G/H) = M∗(G/H) = M∗(G/H)

on objects while a morphism G/H
α← G/L

β→ G/K in A(G) is mapped onto

M(G/H)
M∗(α)←− M(G/L)

M∗(β)←− M(G/K) in R-Mod. Then, M is compatible
with composition of morphisms.
Conversely, let M : A(G) → R-Mod be given and for (α, β) ∈
A(G)(G/H,G/K), let M

∗
(α) and M∗(α) be as defined in remark 12.1.1.

Then, we can extend M additively to finite G-sets to obtain Mackey functors
as defined in 9.1.1.

12.1.8 (Universal example of a Green functor) Define V (G/H) :=
U(G,G/H), U(H,G/G) := V (H). Now, consider U(G,G/H) =
U(G,G/G × G/H) as a morphism set in A(G). Then, the composition of
morphisms

U(G,G/G×G/K)× U(G,G/H ×G/K) → U(G,G/G×G/H)

defines an action of V on morphisms.

Theorem 12.1.1 V : A(G) → Z-Mod is a Green functor, and any Mackey
functor M : A(G) → Z-Mod is a V -module.
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12.2 An equivariant higher K-theory for G-actions

12.2.1 Let G be a compact Lie group, X a G-space. We can regard X as a
category X as follows. The objects of X are elements of X , and for x, x′ ∈ X ,
X(x, x′) = {g ∈ G |gx = x′} (see [135]).

12.2.2 Let X be a G-space, C an exact category.
Let [X, C] be the category of functorsX → C. Then [X, C] is an exact category
where a sequence 0 → ζ′ → ζ → ζ′′ → 0 is exact in [X, C] if and only if

0 → ζ(x)′ → ζ(x) → ζ′′(x) → 0

is exact in C, for all x ∈ X . In particular, for X = G/H in A(G), [G/H, C] is
an exact category.

Example 12.2.1 The most important example of [G/H, C] is when C is the
category M(C) of finite-dimensional vector spaces over the field C of com-
plex numbers. Here, the category [G/H,M(C)] can be identified with the
category of G-vector bundles on the compact G-space G/H , where for any
ζ ∈ [G/H,M(C)], x ∈ G/H , ζ(x) ∈M(C) is the fiber ζ̂x of the vector bundle
ζ̂ associated with ζ. Indeed, ζ̂ is completely determined by ζe where e = eH
(see [184, 186]).

Definition 12.2.1 For X = G/H and all n ≥ 0, define KG
n (X, C) as the nth

algebraic K-group of the exact category [X, C] with respect to fiberwise exact
sequence introduced in 12.2.2.

Theorem 12.2.1 (i) for all n ≥ 0, KG
n (−, C) : A(G) → Z-Mod is a Mackey

functor.

(ii) If there is a pairing C × C → C, (A,B) → A ◦ B which is naturally
associative and commutative, and there exists E ∈ C such that E ◦M =
M◦E = M for all M ∈ C, then KG

0 (−, C) is a unitary KG
0 (−, C)-modules

for each n ≥ 0.

Before proving 12.2.1, we first briefly discuss pairings and modules structures
on higher K-theory of exact categories.

12.2.3 Let C, C1, and C2 be three exact categories and C1 × C2 the prod-
uct category. An exact pairing C1 × C2 → C : (M1,M2) → M1 ◦ M2 is a
covariant functor from C1 ×C2 → C such that C1 × C2((M1,M2), (M ′1,M

′
2)) =

C1(M1,M
′
1)×C2(M2,M

′
2) → C(M1 ◦M2,M

′
1 ◦M ′2) is bi-additive and bi-exact,

that is, for a fixed M2, the functor C1 → C given by M1 →M1 ◦M2 is additive
and exact, and for fixed M1, the functor C2 → C : M2 →M1 ◦M2 is additive
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and exact. It follows from [ ] that such a pairing gives rise to a K-theoretic
product Ki(C1) × Kj(C2) → Ki+j(C), and in particular to natural pairing
K0(C1) ◦Kn(C2) → Kn(C) which could be defined as follows.
Any object M1 ∈ C1 induces an exact functor M1 : C2 → C : M2 → M1 ◦M2

and hence a map Kn(M1) : Kn(C2) → Kn(C). If M ′1 → M1 → M′′
1 is

an exact sequence in C1, then we have an exact sequence of exact functors
M∗

′
1 → M∗1 → M∗

′′
1 from C2 to C such that for each object M2 ∈ C2 the

sequence M∗
′

1 (M2) →M∗1 (M2) →M∗
′′

1 (M2) is exact in C, and hence, by a re-
sult of Quillen (see 6.1.4), induces a relation Kn(M∗

′
1 )+Kn(M∗

′′
1 ) = Kn(M∗1 ).

So, the map M1 → Kn(M1) ∈ Hom(Kn(C2),Kn(C)) induces a homomorphis-
m K0(C1) → Hom(Kn(C2),Kn(C)) and hence a pairing K0(C1) ×Kn(C2) →
Kn(C).
If C1 = C2 = C and the pairing C × C → C is naturally associative (and com-
mutative), then the associated pairing K0(C) ×K0(C) → K0(C) turns K0(C)
into an associative (and commutative) ring that may not contain the identity.
Now, suppose that there is a pairing C ◦ C1 → C1 that is naturally associative
with respect to the pairing C ◦ C → C; then, the pairing K0(C) × K0(C1) →
K0(C1) turns K0(C1) into a K0(C)-module, which may or may not be uni-
tary. However, if C contains a unit, i.e., an object E such that E ◦ M =
M ◦ C are naturally isomorphic to M for each C-object M, then the pairing
K0(C)×Kn(C1) → Kn(C1) turns Kn(C1) into a unitary K0(C)-module.

Proof of 12.2.1

(i) It is clear from the definition of KG
n (G/H, C) that for any G/H ∈ A(G),

KG
n (G/H, C) ∈ Z-Mod. Now suppose that (G/H α← G/L

β→ G/K) ∈
A(G)(G/H,G/K), then G/H

α← G/L
β→ G/K) ∈ A(G)(G/H,G/K)

goes to
KG
n (G/H, C) ← KG

n (G/L, C) ← KG
n (G/K, C)

in R-Mod (KG
n (G/K, C)), KG

n (G/H, C). If we write KG
n for KG

n (−, C),
then

KG
n (G/H ← (G/L)∪̇(G/L′) → G/K)

= KG
n (G/H ← G/L→ G/K) +KG

n (G/H ← G/L′ → G/K).

Hence KG
n (−, C) is a Mackey functor.

(ii) From the discussion in 12.1.2, it is clear that if we put C1 = C2 = C =
[G/H, C], then

KG
0 (G/H, C)×KG

n (G/H, C) → KG
n (G/H, C)

turns
KG
n (G/H, C) into KG

0 (G/H, C)-modules.

Hence the result.
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Examples 12.2.1 (i) In general [G/H, C] = category of H-representations
in C. Hence [G/G, C] = category of G representations in C = M(C), the
category of finite dimensional vector space over the complex numbers C,
KG

0 (G/G,M(C)) is the complex representation ring denoted by RC(G)
or simply R(G) in the literature.

(ii) If C = M(R):=category of finitely generated R-modules, where R is a
Noetherian ring compatible with the topological structure of G, then
KG
n (G/H,M(R)) � Gn(RH).

(iii) If C = P(R) = category of finitely generated projective R-modules, we
have

KG
n (G/H,P(R)) = Gn(H,R), and

when R is regular, Gn(R,H) � Gn(RH).

12.3 Induction theory for equivariant higher K-functors

In this section, we discuss the induction properties of the equivariant K-
functors constructed in section 12.2 leading to the proof of Theorem 12.3.3
below.

Definition 12.3.1 Let G be a compact Lie group and M : A(G) → Z-Mod
a Mackey functor. A finite family Σ = (G/Hj)j∈J is called an inductive
system. Such a system yields two homomorphisms, p(Σ) (induction map) and
i(Σ) (restriction maps) defined by

p(Σ) : ⊕j∈JM(G/Hj) → M(G/G)

(xj |j ∈ J) →
∑
j∈J

p(Hj)∗(xj)

i(Σ) : M(G/G) → ⊕j∈JM(G/Hj)
x → (p(Hj)∗x|j ∈ J)

Note that p(H) denotes the unique morphism G/H → G/G. Σ is said to be
projective if p(Σ) is surjective and Σ is said to be injective if i(Σ) is injective.
Note that the identity [id] of U(G,G/K ×G/H) has the form

(I) [id] = Σαnα[α : G/Lα → G/K ×G/H ]. see 12.1.4.

12.3.1 Let S(K,H) be the set of α over which the summation (I) is taken,
and let α = (α(1), α(2)) be the component of α, where α(1) : G/Lα → G/K,
α(2) : G/Lα → G/H . Define induction map

p(Σ, G/H) : ⊕j∈J (⊕α∈S(Hj ,H)M(G/Lα)) →M(G/H)
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by
(x(j, α)) →

∑
j∈J

(
∑

α∈S(Hj ,H)

nαα(2)∗x(j, α))

and restriction maps

i(Σ, G/H) : M(G/H) → ⊕j∈J(⊕α∈S(Hj ,H)M(G/Lα))

by
x→ (α(2)∗x|(α ∈ (S(HJ , H))j ∈ J)).

Theorem 12.3.1 Let M = KG
n (−, C), V = KG

0 (−, C) be, respectively, Mack-
ey and Green functors A(G) → Z-Mod as defined in 12.1.6. If Σ is projective
for V , then for each homogeneous space G/H, the induction map p(Σ, G/H)
is split surjective, and the restriction map i(Σ, G/H) is split injective.

PROOF Since p(Σ) is surjective for V , there exist elements xj ∈ V (G/Hi)
such that Σ(Hj)∗xj = 1. Define a homomorphism

q(Σ, G/H) : M(G/H) → ⊕j(⊕αM(G/Lα))

by q(Σ, G/H)x = α(1)∗xj · α(2)∗x such that α ∈ S(Hj , h), j ∈ J . Then,
p(Σ, G/H)q(Σ, G/H)

=
∑
j

(
∑
α

nαα(2)∗(α(1)∗ · α(2)∗x))

=
∑
j

(
∑
α

nαα(2)∗α(1)∗)x

=
∑

p(H)∗p(Hj)∗xj · x

=
∑

p(H)∗(
∑

p(Hj)∗xj)x

= p(H)∗(1)x = 1 · x = x.

So, p(Σ, G/H)q(Σ, G/H) is the identity. Hence, q(Σ, G/H) is a splitting
for p(Σ, G/H). We can also define a splitting j(Σ, G/H) for i(Σ, G/H) by
j(Σ, G/H) : ⊕j(⊕α(MG/Lα)) →M(G/H) where

x(j, α) →
∑
j

(
∑
α

nαα(2)∗α(1)∗xj ◦ x(j, α)).

Remarks 12.3.1 As will be seen in lemma 12.3.1, V = KG
0 (−C) has “defect

sets” D(V ), and so, Σ = {G/H |H ∈ D(V )} is projective for V . It would
then mean that an induction theorem for KG

0 (−, C) implies a similar theorem
for KG

n (−, C).



Equivariant Higher K-Theory for Compact Lie Group Actions 355

Definition 12.3.2 A finite set E of conjugacy classes (H) is an induction
set for a Green functor V if ⊕V (G/H) → V (G/G) given by

(x(H)) →
∑

p(H)∗x(H) is surjective.

Define E ≤ F if and only if for each (H) ∈ E there exists (K) ∈ E such that
(H) ≤ (K), i.e., H is a subconjugate to K. Then, ≤ is a partial ordering on
induction sets.

Lemma 12.3.1 Every Green functor V possesses a minimal induction set
D(V ), called the defect set of V .

For proof see [219]. Hence KG
0 (−, C) has defect sets.

12.3.2 Let V be a Green functor and M be a V -module. Define homomor-
phisms

p1, p2 : ⊕i,j∈J ⊕α∈S(i,j) M(G/Lα) → ⊕k∈JM(G/Hk)

by
p2(x(i, j, α)) =

∑
i,j∈J

∑
α∈S(i,j)

ηαα(2)∗x(i, j, α)

and
p1(x(i, j, α)) =

∑
i,j∈J

∑
α∈S(i,j)

ηαα(1)∗x(i, j, α)

where S(i, j) = S(Hi, Hj) and α ∈ S(i, j) is in the decomposition of [id] ∈
U(G,G/Hi ×G/Hj).

Theorem 12.3.2 Let M = KG
n (−, C). Then there exists an exact sequence

⊕i,j∈J (⊕α∈S(i,j)M(G/Lα))
p2−p1→ ⊕k∈jM(G/Hk)

p→M(G/G) → 0.

PROOF We have seen in 12.3.1 that p is surjective through the con-
struction of a splitting homomorphism q such that pq = identity. We now
construct a homomorphism q1 such that (p2 − p1)q1 + qp = id from which
exactness follows.
Since p2 is defined as ⊕k∈Jp(ΣG/Hk) we define q1 = ⊕k∈Jq(G/Hk) and ob-
tain, as in the proof of lemma 12.3.1, that p2q1 = identity. One can also show
that p1q1 = qp. Hence the result.

Definition 12.3.3 A subgroup C of G is said to be cyclic if powers of a
generator of C are dense in G. If p is a rational prime, then a subgroup K
of G is called p-hyperelementary if there exists an exact sequence 1 → C →
K → P → 1 where P is a finite p-group and C a cyclic group such that the
order of C/C0 is prime to p. Here, C0 is the component of the identity in C.
It is called hyperelementary if it is p-hyperelementary for some p.



356 A.O. Kuku

Let H be the set of hyperelementary subgroups of G. We now have the
following result, which is the goal of this section and typifies results that can
be obtained.

Theorem 12.3.3 Let M = KG
n (−,M(C)). Then ⊕HM(G/H) → M(G/G)

is surjective (i.e., M satisfies hyperelementary induction, i.e., M(G/G) can
be computed in terms of p-hyperelementary subgroups of G.)

PROOF It suffices to show that if V = KG
0 (−,M(C)), then

⊕HV (G/H) → V (G/G) (I) is surjective since KG
n (−,M(C)) is a V -module.

Now, it is clear from example 12.2.1 that KG
0 (G/G,M(C)) is the complex rep-

resentation ring R(G). Moreover, it is known (see [184, 186]) that R(G) is
generated as an Abelian group by modules induced from hyperelementary
subgroups of G. This is equivalent to the surjectivity of ⊕H∈HV (G/H) →
V (G/G).

(12.3)A Remarks on possible generalizations

12.3.3 Let B be a category with finite sums, a final object, and finite pull-
back (and hence finite coproducts).
A Mackey functor M : B → Z-Mod is a bifunctor M(M∗,M∗), M∗ covariant,
M∗ contravariant such that M(X) = M∗(X) = M∗(X) for all X ∈ B and

(i) For any pull-back diagram

A′

p1

��

p2 �� A2

f1

��
A1

f2 �� A

in B

the diagram

M(A′)
p2∗ �� M(Ai)

M(Ai)

p∗2

��

f∗
2 �� M(A)

f∗
1

��

(ii) M∗ transforms finite coproducts in B over finite products in Z-Mod.

Example 12.3.1 Now suppose that G is a compact Lie group. Let B be
the category of G-spaces of the G-homotopy type of G-CW-complex (e.g., G-
ENR, see [137, 219]). Then B is a category with finite coproducts (topological
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sums), final object, and finite pull-backs (fibered products) (see [2]). Hence a
Mackey functor is defined on B along the lines of 9.1.
Hence, in a way analogous to what was done in chapter 10, we could define for
X,Y ∈ B the notion of Y -exact sequences in the exact category [X, C] (where
C is an exact category) and obtain KG

n (X, C, Y ) as the nth algebraic K-group
of [X, C] with respect to Y -exact sequences.
We could also have the notion of an element ζ ∈ [X, C] being Y -projective and
obtain a full subcategory [X, C]Y of Y -projective functors in [X, C] so that
we could obtain PGn (X, C, Y ) as the nth algebraic K-group of [X, C]Y with
respect to split exact sequences and then show that KG

n (−, C, Y ), PGn (−, C, Y )
are KG

0 (−, C, Y )-modules in a way analogous to what was done in chapter 10.

Exercise

Let G be a compact Lie group. Construct an equivariant higher K-theory
for G-actions along the lines suggested in example 12.3.1.





Chapter 13

Equivariant higher K-theory for
Waldhausen categories

The aim of this chapter is to extend the constructions in chapter 10 from exact
categories to Waldhausen categories. In a way analogous to what was done in
chapter 10, we shall construct, for any Waldhausen category W and any finite
group G, functors KG

n (−W ),KG
n (−,W, Y ) and PGn (−,W, Y ) : GSets → Z-

Mod as Mackey functors for all n ≥ 0, and under suitable hypothesis on
W show that KG

n (−,W ),KG
n (−W,Y ) are Green functors. We then highlight

some consequences of these facts and also obtain equivariant versions of Wald-
hausenK-theory additivity and fibration theorems. Our main applications are
to Thomason’s “complicial” bi-Waldhausen categories of the form Chb(C) (see
example 5.4.1(ii) and example 5.4.2) where C is an exact category and hence to
chain complexes of modules over grouprings. In particular, we prove (see theo-
rem 13.4.1) that the Waldhausen’sK-groups of the category (Chb(M(RG), w)
of bounded chain complexes of finitely generated RG-modules with suitable
quasi-isomorphism as weak equivalences are finite Abelian groups (see the-
orem 13.4.1(2)). We also present an equivariant approximation theorem for
complicial bi-Waldhausen categories.

We have worked out in some detail the situation for finite group actions.
However, one could work out the situation for discrete group action via the
procedure outline in examples and remarks 9.3.1(ii). Also, it should be possi-
ble to construct equivariant K-theory for Waldhausen categories for profinite
and compact Lie groups as was done for exact categories in chapters 11 and
12.

We already introduced Waldhausen’s higher K-groups with relevant exam-
ples in 5.4. So, unexplained notations and terminologies are those used in
5.4, (6.1)B and 6.4. We recall that if W is a Waldhausen category, we shall
write K(E) for the Waldhausen K-theory space or spectrum, and Kn(W ) for
Waldhausen’s nth K-group πn(K(W )) (see definition 5.4.5). The results in
this chapter are due to A. Kuku (see [122]).

359
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13.1 Equivariant Waldhausen categories

Definition 13.1.1 Let G be a finite group, X a G-set. The translation cat-
egory of X is a category X whose objects are elements of X and whose mor-
phisms HomX(x, x′) are triples (g, x, x′) where g ∈ G and gx = x′.

Theorem 13.1.1 Let W be a Waldhausen category, G a finite group, X the
translation category of a G-set X, [X,W ] the category of covariant functors
from X to W . Then [X,W ] is a Waldhausen category.

PROOF Say that a morphism ζ → η in [X,W ] is a cofibration if ζ(x) →
η(x) is a cofibration in W . So, isomorphisms are cofibrations in [X,W ]. Also,
if ζ → η is a cofibation and η → δ is a morphism in [X,W ], then the push-
out ζ ∪

η
δ defined by (ζ ∪

η
δ)(x) = ζ(x) ∪

η(x)
δ(x) exists since ζ(x) ∪

η(x)
δ(x) is a

push-out in W for all x ∈ X . Hence, coproducts also exist in [X,W ].
Also, define a morphism ζ → η in [X,W ] as a weak equivalence if ζ(x) →

η(x) is a weak equivalence inW for all x ∈ X . It can be easily checked that the
weak equivalences contain all isomorphisms and also satisfy the gluing axiom,

i.e., if
δ ← ζ �→ η
↓∼ ↓∼ ↓∼
δ′ ← ζ′ �→ η′

is a commutative diagram where the vertical maps are

weak equivalences and the two right horizontal maps are cofibrations, then
the induced maps η ∪

ζ
δ → η′ ∪

ζ′
δ′ are also a weak equivalence.

Remarks and definitions 13.1.1 (i) Note that each cofibration ζ → η
has a cokernel η/ζ = δ defined by δ(x) = η(x)/ζ(x) for all x ∈ X . We
shall call ζ → η � δ a cofibration sequence in [X,W ].

(ii) One can easily check that the cofibration sequences ζ → η � δ in[X,W ]
also form a Waldhausen category, which we shall denote by E [X,W ] and
call an extension category of [X,W ].

(iii) If W is saturated, then so is [X,W ]. For if f : ζ → ζ′, g : ζ′ → η are
composable arrows in [X,W ], and gf is a weak equivalence, then for
any x ∈ X , (gf)(x) = g(x)f(x) is a weak equivalence in W . But then,
f(x) is a weak equivalence iff g(x) is for all x ∈ X . Hence f is a weak
equivalence iff g is.

Example 13.1.1 (i) Let W = Chb(C), (C an exact category) be a compli-
cial bi-Waldhausen category. Then, for any small category �, [�,W ]
is also a complicial bi-Waldhausen category (see [57]). Hence, for
any G-set X , [X,Chb(C)] is a complicial bi-Waldhausen category. We
shall be interested in the cases [X,Chb(P (R))] [X,Chb(M′(R)] and
[X,Chb(M(R))], R a ring with identity.
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(ii) Here is another way to see that [X,Chb(C)] is a complicial bi-
Waldhausen category.

One can show that there is an equivalence of categories [X,Chb(C)] F→
Chb([X, C]) where F is defined as follows:

For ζ∗ ∈ [X,Chb(C)], ζ∗(x) = {ζr(x)}, ζr(x) ∈ C where a ≤ r ≤ b for some
a, b ∈ Z, and where each ζr ∈ [X, C]. Put F (ζ∗) = ζ′∗ ∈ Chb[X, C] where
ζ′∗ = {ζ′r}, ζ′r(x) = ζr(x).

Definition 13.1.2 Let X < Y be G-sets, and X×Y ϕ→ X the functor induced
by the projection X × Y

ϕ̂→ X. Let W be a Waldhausen category. If ζ ∈
ob[X,W ], we shall write ζ′ for ζ ◦ ϕ : X × Y → X → W . Call a cofibration
ζ → η in [X,W ] a Y -cofibration if ζ′ → η′ is a split cofibration in [X × Y ,W ].
Call a cofibration sequence ζ → η � δ in [X,W ] a Y -cofibration sequence if
ζ′ → η′ → δ′ is a split cofibration sequence in [X × Y ,W ].

We now define a new Waldhausen category Y [X,W ] as follows:
ob(Y [X,W ]) = ob[X,W ]. Cofibrations are Y -cofibrations and weak equiv-
alences are the weak equivalence in [X,W ].

Definition 13.1.3 With the notations as in definition 13.1.2, an object ζ ∈
[X,W ] is said to be Y -projective if every Y -cofibration sequence ζ → η � δ
in [X,W ] is a split cofibration sequence. Let [X,W ]Y be the full subcatego-
ry of [X,W ] consisting of Y -projective functors. Then, [X,W ]Y becomes a
Waldhausen category with respect to split cofibrations and weak equivalences
in [X,W ].

13.2 Equivariant higher K-theory constructions for
Waldhausen categories

(13.2)A Absolute and relative equivariant theory

Definition 13.2.1 Let G be a finite group, X a G-set, W a Waldhausen
category, [X,W ] the Waldhausen category defined in 13.1. We shall write
KG(X,W ) for the Waldehausen K-theory space (or spectrum) K([X,W ]) and
KG
n (X,W ) for the Waldhausen K-theory group πn(K([X,W ]).
For the Waldhausen category Y [X,W ], we shall write KG(X,W, Y ) for the

Waldhausen K-theory space (or spectrum) K(Y [X,W ]) with corresponding nth

K-theory groups KG
n (X,W, Y ) := πn(KY [X,W ]).
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Finally, we denote by PG(X,W, Y ) the Waldhausen K-theory space (or spec-
trum) K([X,W ]Y ) with corresponding nth K-theory group πn(K([X,W ]Y )),
which we denote by PGn (X,W, Y ).

Theorem 13.2.1 Let W be a Waldhausen category, G a finite group, X
any G-set. Then, in the notation of definition 13.2.1, we have KG

n (−,W ),
KG
n (−,W, Y ), and PGn (−,W, Y ) are Mackey functors GSet→ Ab.

PROOF Any G-map f : X1 → X2 defines a covariant functor f : X1 →
X2 given by x → f(x), (g, x, x′) → (g, f(x), f(x′)), and an exact restriction
functor f∗ : [X2,W ] → [X1,W ] given by ζ → ζ ◦ f . Also f∗ maps cofibration
sequence to cofibration sequences and weak equivalence to weak equivalences.
So, we have an induced map KG

n (f,W )∗ : KG
n (X2,W ) → KG

n (X1,W ) mak-
ing KG

n (−,W ) contravariant functor GSet → Ab. The restriction functor
[X2,W ] → [X1,W ] carries Y -cofibrations over X2 to Y -cofibrations over X1

and also Y -projective functors in [X2,W ] to Y -projective functors in [X1,W ].
Moreover, it preserves weak equivalences in both cases. Hence we have induced
maps

KG
n (f,W, Y )∗ : KG

n (X2,W, Y ) → KG
n (X1,W, Y )

PGn (f,W, Y )∗ : PGn (X2,W, Y ) → PGn (X1,W, Y )

making KG
n (−,W, Y )∗,PGn (−,W, Y, )∗ contravariant functors GSet→ Ab.

Now, any G-map f : X1 → X2 also induces an “induction functor”
f∗ : [X1,W ] → [X2,W ] as follows. For any functor ζ ∈ ob[X1,W ], define
f∗(ζ) ∈ [X2,W ] by f∗(ζ)(x2) = ⊕

x1∈f−1(x2)
ζ(x1) : f∗(ζ)(g, x2, x

′
2) =

⊕
x1∈f−1(x2)

ζ(g, x1, gx1). Also, for any morphism ζ → ζ′ in [X1,W ], define

(f∗(α)(x2) = ⊕
x1∈f−1(x2)

α(x1); f∗(ζ)(x2) = ⊕
x1∈f−1(x2)

ζx1) → f∗(ζ′)(x2) =

⊕
x1∈f−1(x2)

ζ′(x1). Also, f∗ preserves cofibrations and weak equivalences.

Hence, we have induced homomorphisms KG
n (f,W ) : KG

n (X1,W ) →
KG
n (X2,W ), and KG

n (−,W ) is a covariant functor GSet → Ab. Also, the
induction functor preserves Y -cofibrations and Y -projective functors as well
as weak equivalences. Hence, we also have induced homomorphisms

KG
n (f,W, Y )∗ : KG

n (X1,W, Y ) → KG
n (X2,W, Y )

and PGn (f,W, Y )∗ : PGn (X1,W, Y ) → PGn (X2,W, Y ).

making KG
n (−,W, Y ), and PGn (−,W, Y ) covariant functions GSet→ Ab.

Also, for morphisms f1 : X1 → X, f2 : X2 → X in GSet and any pull-back
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diagram
X1×

X
X2

f1

��

f2 �� X2

f2

��
X1

f1

�� X

(I)

we have a commutative diagram

[X1×
X
X2,W ]

��

�� [X2,W ]

��
[X1,W ] �� [X,W ]

(II)

and hence, the commutative diagrams obtained by applying KG
n (−,W ),

KG
n (−,W, Y ) to diagram (II) above and applying PGn (−,W, Y ) to diagram

(III) below
[X1×

X
X2,W ]Y

��

�� [X2,W ]Y

��
[X2,W ]Y �� [X,W ]Y

(III)

show that Mackey properties are satisfied. Hence KG
n (−,W ),KG

n (−,W, Y ),
and PGn (−,W, Y ) are Mackey functors.

Theorem 13.2.2 Let W1,W2,W3 be Waldhausen categories and W1×W2 →
W3, (A1, A2) → A1 ◦ A2 an exact pairing of Waldhausen categories. Then,
the pairing induces, for a G-set X, a pairing [X,W1] × [X,W2] → [X,W3]
and hence a pairing

KG
0 (X,W1)×KG

n (X,W2) → KG
n (X,W3).

Suppose that W is a Waldhausen category such that the pairing is naturally
associative and commutative and there exists E ∈ W such that E ◦ X =
X ◦ E = X ; then KG

0 (−,W ) is a Green functor and KG
n (−,W ) is a unitary

KG
0 (−,W )-module.

PROOF The pairingW1×W2 →W3, (X1, X2) → X1◦X2 induces a pairing
[X,W1]× [X,W2] → [X,W3] given by (ζ1, ζ2) → ζ1 ◦ ζ2 where (ζ1 ◦ ζ2)(x) =
ζ1(x)◦ζ2(x). Now, any ζ1 ∈ [X,W1] induces a functor ζ∗1 : [X,W2] → [X,W3]
given by ζ2 → ζ1 ◦ ζ2, which preserves cofibrations and weak equivalences and
hence the map

KG
n (ζ∗1 ) : KG

n (X,W2) → KG
n (X,W3).
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Now, define a map:

KG
0 (X,W1)

δ−→ Hom(KG
n (X,W2),KG

n (X,W3)) (I)

by [ζ1] → KG
n (ζ∗1 ). We now show that this map is a homomorphism. Let

ζ′1 → ζ1 � ζ′′1 be a cofibration sequence in [X,W1]. Then, we obtain a
cofibration sequence of functors ζ′∗1 → ζ∗1 � ζ′′∗1 : [X,W2] → [X,W3] such
that for each ζ2 ∈ [X,W2], the sequence ζ′∗1 (ζ2) → ζ∗1 (ζ2) → ζ′′∗1 (ζ2) is a
cofibration sequence in [S,W3]. Then, by applying the additivity theorem for
Waldhausen categories (see (6.1)B), we have KG

n (ζ′∗1 )+KG
n (ζ′′∗1 ) = KG

n (ζ∗1 ). So,
δ is a homomorphism and hence we have a pairing KG

0 (S,W1)×KG
n (S,W2) →

KG
n (S,W3).
One can easily check that for any G-map ϕ : X ′ → X the Frobenius reci-

procity law holds, i.e.,
for ξi ∈ [X,Wi], ηi ∈ [X ′,Wi], i = 1, 2, we have canonical isomorphisms

f∗(f∗(ζ1) ◦ ζ2) ∼= ζ1 ◦ f∗(ζ2),
f∗(ζ1 ◦ f∗(ζ2)) ∼= f∗(ζ1) ◦ ζ2, and

f∗(ζ1 ◦ ζ2) ∼= f∗(ζ1) ◦ f∗(ζ2).

Now, the pairing W × W → W induces KG
0 (X,W ) × KG

0 (X,W ) →
KG

0 (X,W ), which turns KG
0 (X,W ) into a ring with unit such that for any

G-map f : X → Y , we have KG
0 (f,W )∗(1KG

0 (X,W )) ≡ 1KG
0 (Y,W ). Then,

1KG
0 (X,W ) acts as the identity on KG

0 (X,W ). So, KG
0 (X,W ) is a KG

0 (X,W )-
module.

Theorem 13.2.3 Let Y be a G-set, W a Waldhausen category. If the pairing
W × W → W is naturally associative and commutative, and W contains
a natural unit, then KG

0 (−,W, Y ) : GSet → Ab is a Green functor, and
KG
n (−,W, Y ) and PGn (−,W, Y, ) are KG

0 (−,W, Y )-modules.

PROOF Note that for any G-set Y , the pairing [X,W ] × [X,W ] →
[X,W ] takes Y -cofibration sequence to Y -cofibration sequences, and Y -
projective functors, to Y -projective functors, and so, we have induced pair-
ing Y [X,W ] ×Y [X,W ] →Y [X,W ] inducing a pairing KG

0 (X,W, Y ) ×
KG

0 (X,W, Y ) →
KG

0 (X,W, Y ), as well as induced pairing Y [X,W ] × [X,W ]Y → [X,W ]Y
yielding K-theoretic pairing KG

0 (X,W, Y )× PG0 (X,W, Y ) → PG0 (X,W, Y ). If
W ×W is naturally associative and commutative and W has a natural unit,
then KG

0 (−,W ) is a Green functor, and PGn (−,W, Y ) and KG
n (−,W, Y ) are

KG
0 (−,W, Y )-modules.

Remarks 13.2.1 (1) It is well known that the Burnside functor Ω :
GSet → Ab is a Green functor, that any Mackey functor M :
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GSet → Ab is an Ω-module, and that any Green functor is an Ω-
algebra (see theorems 9.4.1 and 9.4.2). Hence, the above K-functors
KG
n (−,W, Y ),PGn (−,W, Y ) and KG

n (−,W ) are Ω-modules, and under
suitable hypothesis on W , KG

0 (−,W.Y ) and KG
0 (−,W ) are Ω-algebras.

(2) Let M be any Mackey functor GSet → Ab, X a G-set. Define
KM (X) as the kernel of M(G/G) → M(X) and IM (X) as the im-
age of M(X) → M(G/G). An important induction result is that
|G|M(G/G) ⊆ KM (X) + IM (X) for any Mackey functor M and G-
set X . This result also applies to all the K-theoretic functors defined
above.

(3) If M is any Mackey functor GSet → Ab, X a G-set, define a Mackey
functor MX : GSet→ Ab by MX(Y ) = M(X×Y ). The projection map
pr: X ×Y → Y defines a natural transformation ΘX : MX →M where
ΘX(Y ) = pr : M(X ×Y ) →M(Y ). M is said to be X-projective if ΘX

is split surjective (see definition 9.1.4).

Now, define the defect base DM of M by DM = {H ≤ G|XH 	= ∅}
where X is a G-set (called the defect set of M) such that M is Y -
projective iff there exists a G-map f : X → Y (see proposition 9.1.1(c)).
If M is a module over a Green function G, then M is X-projective iff
G is X-projective iff the induction map G(X) → G(G/G) is surjective
(see theorem 9.3.1). In general, proving induction results reduce to
determining GSets X for which G(X) → G(G/G) is surjective, and this
in turn reduces to computing DG (see 9.6.1).

Hence, one could apply induction techniques to obtain results on higher
K-groups, which are modules over the Green functors KG

0 (−,W ) and
KG

0 (−,W, Y ) for suitable W (e.g., W = Chb(C), C a suitable exact
category (see example 5.4.2).

(4) One can show via general induction theory principles that for suit-
ably chosen W , all the higher K-functors KG

n (−,W ),KG
n (−,W, Y ) and

PGn (−,W, Y ) are “hyperelementary computable” (see chapters 10, 12).

(13.2)B Equivariant additivity theorem

In this subsection, we present an equivariant version of additivity a theorem
for Waldhausen Categories. First wse review the non-equivariant situation.

Definition 13.2.2 Let W,W ′ be Waldhausen categories. Say that a sequence
F ′ → F � F ′′ of exact functors F ′, F, F ′′ : W →W ′ is a cofibration sequence
of exact functors if each F ′(A) → F (A) � F ′′(A) is a cofibration in W ′,
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and if for every cofibration A → B in W , F (A) ∪
F ′(A)

F ′(B) → F (B) is a

cofibration in W ′.

Theorem 13.2.4 (Additivity theorem) [165, 224] Let W,W ′ be Wald-
hausen categories, and F ′ → F � F ′′ a cofibration sequence of exact functors
from W to W ′. Then, F∗ � F ′∗ + F ′′∗ : Kn(W ) → Kn(W ′).

Theorem 13.2.5 (Equivariant Additivity Theorem) LetW,W ′ be Wald-
hausen categories, X,Y , G-sets, and F ′ → F � F ′′ cofibration sequence of
exact functors from W to W ′. Then, F ′ → F � F ′′ induces a cofibration se-
quence F̂ ′ → F̂ � F̂ ′′ of exact functors from [X,W ] to [X,W ′], from Y [X,W ]
to Y [X,W ′], and from [X,W ]Y to [X,W ′]Y , and so, we have induced homo-
morphisms

F̂∗ ∼= F̂ ′∗ + F̂ ′′∗ : KG
n (X,W ) → KG

n (X,W ′),
KG
n (X,W, Y ) → KG

n (X,W ′, Y ),
and PGn (X,W, Y ) → PGn (X,W ′, Y ).

PROOF First note that [X,W ], [X,W ′]; Y [X,W ], Y [X,W ′]; and
[X,W ]Y ,
[X,W ′]Y are all Waldhausen categories. Now, define F̂ ′, F̂ and F̂ ′′ : [X,W ],
[X,W ′] by F̂ ′(ζ)(x) = F̂ ′(ζ(x)), F̂ ′(ζ)(x) = F̂ (ζ(x)), and F̂ ′′(ζ)(x) =
F̂ ′′(ζ(x)). Then one can check that F̂ ′ → F̂ → F̂ ′′ is a cofibration se-
quence of exact functors [X,W ] → [X,W ′], Y [X,W ] → Y [X,W ′], and
[X,W ]Y → [X,W ′]Y . Result then follows by applying theorem 13.2.4.

(13.2)C Equivariant Waldhausen fibration sequence

In this subsection, we present an equivariant version of Waldhausen fi-
bration sequence. First, we define the necessary notion and state the non-
equivariant version.

Definition 13.2.3 (Cylinder functors) A Waldhausen category has a
cylinder functor if there exists a functor T : ArW → W together with three
natural transformations p, j1, j2 such that to each morphism f : A → B, T
assigns an object Tf of W and j1 : A → Tf , j2 : B → Tf , p : Tf → B,
satisfying certain properties (see [224, 225]).
Cylinder Axiom. For all f, p : Tf → B is in ω(W ).

13.2.1 Let W be a Waldhausen category. Suppose that W has two classes of
weak equivalences ν(W ), ω(W ) such that ν(W ) ⊂ ω(W ). Assume that ω(W )
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satisfies the saturation and extension axioms and has a cylinder functor T ,
which satisfies the cylinder axiom. LetWω be the full subcategory ofW whose
objects are those A ∈ W such that 0 → A as in ω(W ). Then, Wω becomes a
Waldhausen category with co(Wω) = co(W )∩Wω and ν(Wω) = ν(W )∩(Wω).

Theorem 13.2.6 (Waldhausen fibration sequence) [225]. With the
notations and hypothesis of 13.2.1 suppose that W has a cylinder functor,
T , which is a cylinder functor for both ν(W ) and ω(W ). Then, the exact
inclusion functors (Wω, ν) → (W, ν) and (W, ν) → (W,ω) induce a homotopy
fiber sequence of spectra

K(Wwων) → K(W, ν) → K(W,ω)

and hence a long exact sequence

Kn+1(W,ω) → Kn(Wω, ν) → Kn(W, ν) → Kn(W,ω) → .

13.2.2 Now, let W be a Waldhausen category with two classes of weak
equivalences ν(W ) and ω(W ) such that ν(W ) ⊂ ω(W ). Then, for any G-set
X , [X,W ] is a Waldhausen category with two choices of weak equivalence

ν̂[X,W ] and ω̂[X,W ], and ν̂[X,W ] ⊆ ω̂[X,W ] where a morphism ζ
f→ ζ′ is

in ν̂[X,W ] (resp. ω̂[X,W ] if f(x) : ζ(x) → ζ′(x) is in νW (resp. ω(W )). One
can easily check that if ω(W ) satisfies the saturation axiom, so does ω̂[X,W ].

Suppose that ω(W ) has a cylinder functor T : ArW → W , which also
satisfies the cylinder axiom such that for all f : A → B, in W , the map
p : Tf → B is in ω(W ); then T induces a functor T̂ : Ar([X,W ]) → [X,W ]
defined by T̂ (ζ → ζ′)(x) = T (ζ(x) → ζ′(x)) for any x ∈ X . Also, for
a map f : ζ → ζ′ in [X,W ] the map p̂ : T̂ (f) → ζ′ ∈ ω̂([X,W ]). Let
[X,W ]ω̂ be the full subcategory of [X,W ] such that ζ0 → ζ ∈ ω̂[X,W ] where
ζ0(x) = 0 ∈ W for all x ∈ X . Then [X,W ]ω̂ is a Waldhausen category with
co([X,W ]ω̂) = co([X,W ) ∩ [X,W )ω̂) and ν̂[X,W ) ∩ [X,W ]ω̂. We now have
the following

Theorem 13.2.7 (Equivariant Waldhausen fibration sequence) Let W
be a Waldhausen category with a cylinder functor T and which also has a cylin-
der functor for ν(W ) and ω(W ). Then, in the notation of 13.2.2, we have
exact inclusions ([X,W ]ω̂, ν̂) → ([X,W ], ν̂) and ([X,W ], ν̂) → ([X,W ], ω̂)
which induce a homotopy fibre sequence of spectra

K([X,W ]ω̂, ν̂) → K([X,W ], ν̂) → K([X,W ], ω̂)

and hence a long exact sequence

· · ·Kn+1([X,W ], ω̂) → Kn([X,W ]ω̂, ν̂) → Kn([X,W ], ν̂) → Kn([X,W ], ω̂)

PROOF Similar to that of theorem 13.2.6.
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13.3 Applications to complicial bi-Waldhausen cate-
gories

In this section, we shall focus attention on Waldhausen categories of the
form Chb(C) where C is an exact category.

13.3.1 Recall from definition 10.1.1 that if C is an exact category, and X,Y ,
G-sets, KG

n (X, C) is the nth (Quillen) algebraic K-group of the exact cate-
gory [X, C] with respect to fiberwise exact sequences; KG

n (X, C, Y ) is the nth

(Quillen) algebraic K-group of the exact category [X, C] with respect to Y -
exact sequences; while PGn (X, C, Y ) is the nth (Quillen) algebraic K-group
of the category [X, C] of Y -projective functors in [X, C] with respect to split
exact sequences.

We now have the following result.

Theorem 13.3.1 Let G be a finite group, X,Y , G-sets, C an exact category.
Then,

(1) KG
n (X, C) ∼= KG

n (X,Chb(C)).

(2) KG
n (X, C, Y ) ∼= KG

n (X,Chb(C), Y ).

(3) PGn (X, C, Y ) ∼= PGn (X,Chb(C), Y ).

PROOF

(1) Note that [X, C] is an exact category and [X,Chb(C)] � Chb([X, C]) is
a complicial bi-Waldhausen category. Now, identify ζ ∈ [X, C] with the
object ζ∗ in Chb[X, C] defined by ζ∗(x) = chain complex consisting of a
single object ζ(x) in degree zero and zero elsewhere. The result follows
by applying the Gillet - Waldhausen theorem.

(2) Recall that KG
n (X,Chb(C), Y ) is the Waldhausen K-theory of the Wald-

hausen category Y [X,Chb(C)] where obY [X,Chb(C)] = ob[X,Chb(C)],
cofibrations are Y -cofibrations in [X,Chb(C)], and weak equivalences are
the weak equivalences in [X,Chb(C)]. Also, KG

∗ (X, C, Y ) is the Quillen
K-theory of the exact category [X, C] with respect to Y -exact sequences.
Denote this exact category by Y [X, C]. We can define an inclusion func-
tor [X, C] ⊆ Chb(Y [X, C]) ∼= Y [X,Chb(C)] as in (1) and apply the Gillet
- Waldhausen theorem.

(3) Just as in the last two cases, we can define an inclusion functor from
the exact category [X, C]Y to the Waldhausen category Chb([X, C]Y �
[X,Chb(C)]Y and apply the Gillet - Waldhausen theorem.
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Theorem 13.3.2 (Equivariant Approximation Theorem) Let
W = Chb(C) and W ′ = Chb(C′) be two complicial bi-Waldhausen categories
where C,C′ are exact categories. F : W → W ′ an exact functor. Suppose
that the induced map of derived categories D(W ) → D(W ′) is an equivalence
of categories. Then, for any G-set X, the induced map of spectra K(F ) :
K([X,W ]) → K([X,W ′]) is a homotopy equivalence.

PROOF An exact functor F : Chb(C) → Chb(C′) induces a functor

F̂ : [X,Chb(C)] → [X,Chb(C′)], ζ → F̂ (ζ),

where F̂ (ζ)(x) = F (ζ(x)). Now, suppose that the induced map D(Chb(C) →
D(Chb(C′)) is an equivalence of categories. Note that D(Chb(C)) (resp.
D(Chb(C′)) is obtained from Chb(C) (resp. Chb(C′)) by formally inverting
quasi-isomorphisms. Now, a map ζ → η in [X,Chb(C) is a quasi-isomorphism
iff ζ(x) → η(x) is a quasi-isomorphism in Chb(C). The proof is now similar
to [57] 5.2.

13.4 Applications to higher K-theory of grouprings

13.4.1 (1) Recall from examples 1.1.5(i) that if X = G/H where
H is a subgroup of G and R is a commutative ring with identi-
ty, we can identify [G/H,M′(R)] with M′(RH) and [G/H,P(R)]
with PR(RH). Hence, we can identify [G/H,Chb(M′(R)] with
Chb(M′(RH)) and [G/H,Chb(P)] with Chb(PR(RH)). So, we can
identify KG

n (G/H,M′(R)) with Kn(M′(RH)) = Gn(RH) when R is
Noetherian. By theorem 13.3.1, we can identify KG

n (G/H,Chb(M′(R)))
with Kn(Chb(M′(RH))) � Gn(RH) by the Gillet - Waldhausen theo-
rem. Also, KG

n (G/H,P(R)) � Kn(PR(RH)) � Kn(ChbPR(RH)) �
Gn(R,H) by the Gillet - Waldhausen theorem.

(2) With the notations above, we can identify KG
n (G/H,M′(R), Y ) (re-

sp. KG
n (G/H,P(R), Y ) with Quillen K-theory of the exact category

M′(RH) (resp. PR(RH)) with respect to exact sequences that split
when restricted to the various subgroups H ′ of H with a non-empty
fixed point set TH

′
(see 10.3.2). In particular,

KG
n (G/H,M′(R), G/e) � KG

n (G/H,M′(R)) � Kn(M′(RH) � G′n(RH).

KG
n (G/H,M(R), G/e) � KG

n (G/H,P)(R)) � Kn(P(RH) � Gn(R,H).
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Hence, we also have

KG
n (G/H,Chb(M′(R), G/e) � KG

n (G/H,Chb(M′(R))

Kn(Chb(M′(RG))) � Kn(M′(RG)) � G′n(RG).

by the Gillet - Waldhausen theorem.

(3) Recall from 10.3.2 that PGn (G/H,M′(R), Y ) (resp. PGn (G/H),P(R), Y ))
are the Quillen K-groups of the exact category M′(RH) (resp.
PR(RH)) that are relatively projective with respect toD(Y,H) = {H ′ ≤
H |Y H′ 	= ∅}. In particular, PGn (G/H,P(R), G/e) ≡ Kn(P(RH) �
Kn(RH). Hence, we can identify PGn (G/H,Chb(P(R)), G/e) with
Kn(Chb(P(RH)) � Kn(RH) by the Gillet - Waldhausen theorem.

(4) In view of the identifications in (1),(2),(3) above, we recover the relevant
results and computations in chapter 10.

13.4.2 We now record below (theorem 13.4.1) as an application of Wald-
hausen fibration sequence theorem 13.2.7 and Garkusha’s result [56] 3.1.

Theorem 13.4.1 (i) In the notations of 13.4.1, let R be a commutative
ring with identity, G a finite group, M′(RG) the category of finite-
ly presented RG-modules, Chb(M′(RG)) the Waldhausen category of
bounded complexes over M′(RG) with weak equivalences being stable
quasi-isomorphism (see examples 5.4.2(iv),(v)). Then, we have a long
exact sequence for all n ≥ 0:

→ Kn+1(Chb(M′(RG), ω) → PGn (G/G,Chb(P(R)), G/e) . . .

→ KG
n (G/G,Chb(M′(R), G/e) → Kn(Chb(M′(RG), ω) → . . .

(ii) If in (i), R is the ring of integers in a number field, then for all n ≥ 1,
Kn+1(Chb(M′(RG), ω) is a finite Abelian group.

PROOF From theorem 13.3.1 we have

PGn (G/G,Chb(P(R)), G/e) ∼= PGn (G/G,P(R), G/e) � Kn(RG).

KG
n (G/G.Chb(M′(R), G/e) � KG

n (G/G,M′(R), G/e) ∼= G′n(RG).

Hence, the long exact sequence follows from [56] 3.1.
Now, if R is the ring of integers in a number field F , then RG is an R-

order in a semi-simple F -algebra FG, and so, by theorems 7.1.11 and 7.1.13,
Kn(RG), Gn(RG) are finitely generated Abelian groups for all n ≥ 1. Hence,
for all n ≥ 1, Kn+1(Chb(M(RG), ω) is finitely generated. So, to show that
Kn+1(Chb(M(RG), ω) is finite, we only have to show that it is torsion.
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Now, let αn : Kn(RG) → Gn(RG) be the Cartan map that is part of the
exact sequence

· · · → Kn+1(Chb(M(RG), ω) → Kn(RG) αn−→

Gn(RG) → Kn(Chb(M(RG), ω) → . . . (I)

From this sequence we have a short exact sequence

0 → Coker αn+1 → Kn+1(Chb(M(RG), ω) → Ker αn → 0 (II)

for all n ≥ 1. So, it suffices to prove that Kerαn is finite and Cokerαn+1 is
torsion.

Now, from the commutative diagram

Kn(RG)
βn

����������
αn �� Gn(RG)

γn������������

Kn(FG)

we have an exact sequence 0 → Ker αn → SKn(RG) → SGn(RG) →
Coker αb → Coker βn → Coker γn → 0. Now, for all n ≥ 1, SKn(RG)
is finite (see theorem 7.1.11). Hence Ker αn is finite for all n ≥ 1.

Also, SGn(RG) is finite for all n ≥ 1 (see theorem 7.1.13) and Coker βn
is torsion (see theorem 7.2.6, 1.7). Hence Coker αn is torsion. So, from (II),
Kn+1(Chb(M(RG), ω) is torsion. Since it is also finitely generated, it is
finite.

Exercise

Let k be a finite field of characteristic p, G a finite group not divisible by
p, (A, ω) the Waldhausen category of bounded chain complexes over M(kG)
with weak equivalences being stable quasi-isomorphisms. Show that p does
not divide |K2n+1(A, ω)| for all n ≥ 1.





Chapter 14

Equivariant homology theories and
higher K-theory of grouprings

One of the major goals of this book is to highlight techniques for the com-
putations of higher K-theory of grouprings of finite and infinite groups. In
particular, chapters 9 - 13 have been devoted to induction techniques for
such computations in the spirit of Mackey functors and equivariant higher
K-theory. Chapters 5 to 8 highlighted other techniques from higher K-theory
for such computations.

In this chapter, we also aim at computing higher algebraic K-groups of
discrete groups via induction techniques under the umbrella of equivariant
homology theories. Indeed, an equivariant homology theory is the result of
linking G-homology theories for different G with induction structure. In fact,
an important criteria for G-homology theory HG

n : GSet→ Z-Mod is that it
is isomorphic to some Mackey functor GSet → Z-Mod (see theorem 14.2.4
or [14]).

We shall be particularly interested in Farrell - Jones conjecture (for alge-
braic K-theory) and Baum - Connes conjecture (for topological K-theory) as
induction results under a unified approach through a metaconjecture due to
Davis - Lück (see [40] and [138]) as well as specific induction results due to
W. Lück, A. Bartels, and H. Reich (see [16]).

We only cover a rather limited aspect of this topic in this book. One
should see the excellent article [138] where W. Lück and H. Reich discuss this
subject in its various ramification including L-theory and many topological
and geometric applications.

The significance of also discussing Baum - Connes conjecture in this unified
treatment is inspired by the fact that it is well known by now that algebraic
K-theory and topological K-theory of stable C∗-algebras coincide (see [205]).
Hence Baum - Connes conjecture also fits into the theme of this book.
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14.1 Classifying space for families and equivariant
homology theory

(14.1)A Classifying spaces for families and G-homology
theory

Definition 14.1.1 Let G be a discrete group. By a family F of subgroups
of G, we shall mean a set of subgroups closed under conjugation and taking
subgroups. We shall be interested in the following examples:

(i) All:= all subgroups of G.

(ii) Fin:= all finite subgroups of G.

(iii) VCy:= all virtually cyclic subgroups of G (see 4.5.3 for definition).

(iv) Triv:= trivial family consisting of only one element, i.e., the identity
element of G.

(v) FCy:= all finite cyclic subgroups of G.

Note: As we shall see later, computations of some K-groups of G can be
reduced to computations of equivariant homology groups for “Fin” or “VCy”.

14.1.1 Remarks on G-spaces (G-discrete). Before proceeding further, we
recall the following properties of G-spaces. Readers are referred to [29].

(i) A G-space is a topological space X equipped with a left G-action (i.e.,
continuous map G×X → X (g, x) → gx such that g(hx) = (gh)x.

For x ∈ X,Gx = {g ∈ G|gx = x} is the stabilizer of x in G and
Gx = {gx|x ∈ X} is the orbit of x in G. Note that every discrete
G-space X has the form

X = ∪G/H, H = Gx for some X ∈ X.

(ii) If H ≤ G, N(H) = NG(H) = {g ∈ G|gH = Hg} is the normalizer if H
in G. Note that XH is an N(H)/H-space. Call W (H) := N(H)/H the
Weyl group. If K ≤ G, (G/H)K = {gH |g−1Kg ⊆ H}.

(iii) If X,Y are G-spaces, the mapping space Map(X,Y ) is the set of con-
tinuous maps with compact open topology. Map(X,Y ) is a G-space
given by (g, ϕ) → gϕ(g−1), g ∈ G, ϕ ∈ Map(X,Y ). If H ≤ G,
Map(G/H,X) � XH .
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(iv) Let α : H → G be a homomorphism of discrete groups, X an H-space.
The induced G-space IndαX := G×

α
X := (G × X)/H where H acts

on G × X by h(g, x) = (gα(h−1), hx) and where G-action on IndαX
is given by left G-action on (G × X), which passes on to G-action on
G×

α
X by (g, (k, x) → (gk, x). If α is a monomorphism, H can thus

be regarded as a subgroup of G, and we write G×
H
X for G×

α
X and

IndGH for Indα. One defines a coinduced G-space analogously. We have
MapH(G,X), G considered as an H-space via left H-action, and a map
G× mapH(G,X) → mapH(G,X) (g, φ) → gφ : G → X given by y →
φ(yg). Then, gϕ is also anH-map since (gϕ)(hy) = ϕ(hy g) = hϕ(yg) =
h(gϕ)(y). So, if Z is any G-space, the H-map Z → X corresponds to
G-map Z → mapH(G,X).

14.1.2 Remarks on G-CW complexes

(i) Recall that a G-CW-complex consists of a G-space X together with a
filtration X0 ⊆ X1 ⊆ X2 ⊆ · · · ⊆ X by G-subspace X i such that the
following are satisfied:

(1) Each Xn is closed in X .

(2) X = ∪Xn.

(3) X0 is a discrete subspace of X .

(4) For each n ≥ 1, there exists a discrete G-space Δn together with
G-maps f : Sn−1×Δn → Xn−1, f̂ : Bn×Δn → Xn such that the
following diagram

Sn−1 ×Δn ↪→ Bn ×Δn⏐⏐8 ⏐⏐8f̂
Xn−1 ↪→ Xn

is a push-out

where Bn = unit ball in Euclidean n-space (note that each Δn =
∪G/Kα where Kα is an isotropy group).

(5) A subspace Y ⊂ X is closed iff Y ∩Xn is closed for each n ≥ 0.
Note that if G = (e), then a G-CW-complex is just an ordinary
CW-complex.

(ii) A G-CW-complex is said to be finite dimensional iff Xn = X for some
n : dim X := least n ≥ −1 for which Xn = X .

(iii) If X,Y are CW-complexes, X × Y is in general not a CW-complex.
However, if we endow X × Y with weak topology (A ⊂ X × Y closed
iff A ∩ (Xα × Yα) is closed for all finite subsets Xα ⊂ X,Yβ ⊂ Y ), then
X × Y becomes a CW-complex.
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(iv) For G-CW-complexes, weak G-equivalences are actually G-homotopy
equivalences. This is because of Whitehead theorem, which says that
“A G-map f : X → Y between G-CW-complexes is a G-homotopy
equivalence if for all H ≤ G and all x0 ∈ XH , the induced map
π∗(XH , x0) → π∗(Y H , x0) is bijective, i.e., f is a weak G-equivalence”.

(v) The geometric realization functor | | : Spaces → CW-complexes extends
to a functor Γ : G-Spaces → G-CW-complexes together with a natu-
ral transformation ΓX → X which is a weak equivalence for every G-
space X . E.g., if X,Y are G-spaces, Γ(Map(X,Y )) is a G-CW-complex
(see [138]).

(vi) AG-CW-complex is a properG-space iff all its point stabilizers (isotropy
groups) are finite (see [24, 138]).

Definition 14.1.2 Let F be a family of subgroups of G. A classifying space
for F or a universal G-space with stabilizers in F is a contractible space
EF (G) endowed with a G-action such that EF (G)H is non-empty and EF (G)H

is contractible iff H ∈ F .

Definition 14.1.3 Let G be a discrete group, F a family of subgroups also
closed under taking finite intersections. A model for EF (G) is a G-CW-
complex E such that all cell stabilizers lie in F , and for any H ∈ F , the fixed
point set EH is contractible.

Remarks 14.1.1 (i) We shall by abuse of notation also write EF(G) for
the model for EF(G) when the context is clear.

(ii) EF (G) is unique up to G-homotopy, i.e., for any G-CW-complex X all
of whose isotropy groups belong to F , there exists up to G-homotopy
precisely one G-map X → EF(G).

(iii) ETriv(G) = EG where EG is the universal covering of BG, i.e., EG is
the total space of the G-principal bundle G→ EG→ BG.

(iv) EFin(G) is the classifying space for proper G-actions and is denoted in
the literature by EG.
Note that a G-CW-complex is proper iff for all x ∈ G, Gx (stabilizer of
x) is finite.

(v) A model for EAll(G) is the one-point space G/G.

(vi) If G is a discrete subgroup of a Lie group L with finitely many path
components, then for any maximal compact subgroup K ⊆ L, the space
L/K with its left G-action is a model for EFin(G).
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14.1.3 Let G be a discrete group and R a commutative ring with identity.
A G-homology theory HG

∗ with values in R-Mod is a collection of covariant
functors HG

n : (G-CW-pairs) → (R-Mod) indexed by n ∈ Z together with
natural transformations ∂Gn (X,A) : HG

n (X,A) → HG
n−1(A) := HG

n−1(A, φ) for
n ∈ Z such that the following axioms hold:

(1) G-homotopy invariance

For G-homotopic maps f0, f1 : (X,A) → (Y,B) of G-CW-pairs, we have
HG
n (f0) = HG

n (f1) for all n ∈ Z.

(2) Long exact sequence of a pair

If (X,A) is a pair of G-CW-complexes and i : A → X , j : X → (X,A)
the inclusion maps, then there exists a long exact sequence

· · · → HG
n+1(X,A)

∂G
n+1−→ HG

n (A)
HG

n (i)−→ HG
n (X)

HG
n (j)−→ HG

n (X,A)
∂G

n−→ HG
n−1(A).

(3) Excision

Given a G-CW-pair (X,A) and a cellular G-map f : A→ B of G-CW-
complexes, we can endow (X ∪

f
B,B) with the induced structure of a

G-CW-pair. Then, the canonical map (F, f) : (X,A) → (X ∪
f
B,B)

induces for each n ∈ Z an isomorphism

HG
n (F, f) : HG

n (X,A) →∼ HG
n (X ∪

f
B,B).

(4) Disjoint union axiom

Let {Xi|i ∈ I} be a collection of G-CW-complexes, and ji : Xi →
∐
i∈I

Xi

the canonical inclusion. Then the map⊕
i∈I

HG
n (ji) :

⊕
i∈I

HG
n (Xi) →∼ HG

n ( Π
i∈I

Xi)

is an isomorphism.

14.1.4 Next, we indicate how to construct homology theories relevant to our
context. We are interested in equivariant homology theories with coefficients
in spectra. We now set out towards defining this concept.

14.1.5 Let C be a small category (e.g., OrF (G) = {G/H |H ∈ F}. A con-
travariant C-space (resp. C-spectrum) X is a contravariant functor X : C →
Space (resp. X : C → Spectra). Define a covariant C-space or C-spectra
analogously.

Now, let Gpoids be the category of small groupoids with covariant functors
as morphisms. We want to describe a way of getting OF (G)-spectrum from
Gpoids-spectrum in order to obtain the desired induction results.
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14.1.6 In (5.2)C , we discussed spectra in general and their basic properties.
Recall from (5.2)C that given a spectrum E and a pointed space Y+, we can
define a smash product spectrum Y ∧ E by (Y ∧ E)(n) = Y ∧ E(n). Cone
(Y+) was also defined in (5.2)C . We also observed that if X is a pointed
space and A is a subspace of X , then any spectrum E defines a homology
theory Hn(X,A,E) = πn(X+ ∪

A+
cone(A+) ∧ E). We want to extend this to

G-homology theories.

14.1.7 Let Gpoids inj be the subcategory of Gpoids such that ob(Gpoids inj) =
ob(Gpoids) and morphisms are injective (or faithful) functors. Recall that
a functor F : G0 → G1 from a groupoid G0 to a groupoid G1 is said to
be faithful (or injective) if for any two objects x, y ∈ G0, the induced map
morG0(x, y) → morG1(F (x), F (y)) is injective.

Recall from 1.1.6 that if S is a G-set, then the translation category S of S is
a groupoid. We shall sometimes denote this groupoid by SG (to indicate that
S is a G-set). Hence, there is a covariant functor “−G”, OrF (G) → Gpoids inj
given by G/H → G/H .

Now, let E : Gpoids inj → Spectra be a Gpoids inj -spectrum which sends
equivalences of groupoids to weak equivalences of spectra.

(Recall that a weak equivalence of spectra is a map f : E → F of spectra
inducing an isomorphism on all homology groups.) Then, for any discrete
group G, E defines a G-homology theory associated to OrF (G)-spectrum

E ◦ “−G ”, OrF (G) → Gpoids inj E−→ Spectra.

Definition 14.1.4 (i) To a left G-space Y , we can associate a contravari-
ant OrF (G)-space mapG(−, Y ) defined by mapG(−, Y ) : OrF (G) →
Spaces : G/H → mapG(G/H, Y ) = Y H . If Y is pointed, then
mapG(−, Y ) takes values in pointed spaces.

(ii) Let X be a contravariant and Y a covariant C-space (C any small cat-
egory). The balanced product of X and Y is defined as X ×

C
Y :=∐

c∈ob(C)
X(c) × Y (c)/ ∼ where “∼” is the equivalence relation gener-

ated by (xϕ, y) ∼ (x, ϕy) for all morphisms ϕ, c → d in C and points
x ∈ X(d); y ∈ Y (c). Note that xφ is written for X(φ)(x), and ϕy for
Y (φ)(y).

The next result, due to J.F. Davis and W. Lück, is the equivariant analogue
of the result in 14.1.6.

Theorem 14.1.1 [40]. Let E be a contravariant OrF (G)-spectrum.
Then, E defines a G-homology theory HG

n (−;E) by HG
n (X ;A;E) =

πn(mapG(−, X+ ∪A+ cone(A+)) ∧OrF (G) E). In particular, HG
n (G/H ;E) =

πn(E(G/H)).
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PROOF See [40].

Next, we define equivariant homology theory and provide an analogue of
theorem 14.4.1 for the theory.

Definition 14.1.5 Let A be a commutative ring with identity. An equivariant
homology theory H?

∗ with values in A-Mod consists of a G-homology theory
HG∗ with values in A-Mod for each G together with the following induction
structure:

(i) If α : H → G is a group homomorphism, and (X,A) a proper CW-pair
such that Ker α acts freely on X, then for each n ∈ Z, there are natural
isomorphims indα : HH

n (X,A) →∼ HG
n (indαX,A) such that we have

compatibility with boundary homomorphism, i.e., ∂Gn ◦ indα = indα ◦∂Hn .

(ii) Functoriality Suppose that β : G → K is another group homo-
morphism such that Ker(βα) acts freely on X. Then, for n ∈ Z,
indβα = HK

n (f1) ◦ indβ ◦ indα: HH
n (X,A) → HK

n (indβα(X,A)) where

f1 : indβindα(X,A) →∼ indβα(X,A) (k, g, x) → (kβ(g), x)

is a natural K-homeomorphism.

(iii) Compatibility with conjugation If (X,A) is a proper G-CW-pair,
and g ∈ G, n ∈ Z, then the homomorphism indc(g):G→G : HG

n (X,A) →
HG
n (indc(g):G→G(X,A)) agrees with HG

n (f2) where f2 is a G-homeo-
morphism f2 : (X,A) → indc(g):G→G(X,A) sending x to (1, g−1c) and
c(s) : G→ G takes g1 to gg1g−1.

Example 14.1.1 Bredon homology Let X be a G-CW-complex, F(X)
a family of subgroup of G that occur as stabilizers of G-actions on X , F
a family of subgroups of G containing F(X). Let Δi be discrete G-set
occurring in the definition of the i-skeleton of X (see 14.1.2(i)). Then,
Δi = ∪̇G/Kα, Kα ∈ F(X). Now, X defines a contravariant functor
OrF(X)(G) → (CW − Cexes) given by G/H → mapG(G/H,X) = XH .
The cellular chain complex C∗(X) = {Ci(X)} where Ci(X) = Z(Δi), and
C∗(XH) = {Ci(XH) = Z(ΔH

i )}. So we have a functor

C∗(X) : OrF(X)(G) → (CW − Cexes) → (cellular chain complexes)

G/H → XH → C∗(XH).

Let A be a commutative ring with identity and M : OrF(X)(G) → A-
Mod a covariant functor. Then Bredon homology of X : HG

n (X,M) :=
H∗(C∗(X) ⊗

ZorF(X)(G)
M). Note that HG

n (X,M) is the same for any F con-

taining F(X). Note that HG
n (−,M) defines an equivariant homology theory

HG
n (−,M).
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Remarks 14.1.2 Recall that the category ModRF(G) of contravariant func-
tors OrF (G) → R-Mod is an Abelian category where R is a commuta-
tive ring with 1, and so, the usual homological algebra can be done inside
ModRF(G). An object P ∈ ModRF(G) is projective if HomModR

F (G)
(P, ·) :

ModRF(G) → R-Mod is exact. One can construct projective objects in
ModRF(G), and such objects have the form PK : OrF (G) → R-Mod:
G/H → RHomOrF (G)(G/H,G/K) where K ∈ F (see [156]). In particu-
lar, ModRF(G) has enough projectives, i.e., for every M ∈ ModF (G), there
exists an epimorphism P → M with P projective. If we write P∗(M) � M
for a projective resolution of M , then for each N ∈ ModRF(G), we have a
cochain complex HomModR

F (G)
(P∗(M), N) and hence

Exti(M,N) = Hi(HomModR

F (G)
(P∗(M), N) i ≥ 0.

Similarly, the covariant functors N : OrF (G) → R-Mod form an Abelian
category.

Let G-ModRF be the category of covariant functors OrF (G) → R-Mod.
Note that for M ∈ ModRF(G), N ∈ G − ModRF ,M ⊗F N is defined, and
so, is (?) ⊗F N : ModRF (G) → R-Mod. Also, for any projective object
P ∈ ModRF(G), P ⊗F (−) is exact. So, if P∗(M) is a projective resolution
of M , we can compute Tori(M,N) as the homology groups of the complex
P∗(M)⊗F N . See [138, 156] for details.

14.2 Assembly maps and isomorphism conjectures

14.2.1 Let F be a subfamily of a family F ′ of subgroups of a discrete group
G. Since all the isotropy groups of EF (G) also lie in F ′, then by the universal
property of the construction, there is a G-map EF (G) → EF ′(G) unique up
to G-homotopy.

Now, let HG∗ be a G-homology theory. The relative assembly map AF→F ′

is the homomorphism AF→F ′ : HG
n (EF (G)) → HG

n (EF ′(G)). If F ′ = All,
then EF ′(G) = pt, and AF→F ′ is just called the assembly map, and we just
write this map as AF .
Note that {1} ⊂ FCy ⊂ Fin ⊂ VCy ⊂ All, and so, we can factorize A(1)→All
into relative assembly maps.

Example 14.2.1 The relative assembly map AFin→VCy : HG
n (EFin(G) →

HG
n (EVCy(G)) is an isomorphism iff for all virtually cyclic subgroups V of

G, the assembly map AFin = AFin→All : HV
n (EFin(V )) → HV

n (pt)) is an
isomorphism.
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14.2.2 (i) Metaconjecture Let EF(G) → pt be the natural projection.
The metaconjecture says that the assembly map AF : HG

n (EF (G)) →
HG
n (pt) is an isomorphism for all n ∈ Z.

(ii) Farrell - Jones conjecture Let R be a ring with identity and KR
the K-theory spectrum of R (see 5.2.2). Then, it is well known that
HG
n (pt,KR) � Kn(RG) (see 5.2.2). Farrell - Jones conjecture says that

for all n ∈ Z, HG
n (EVCy(G), KR) → HG

n (pt,KR) � Kn(RG) is an
isomorphism.

An analogous conjecture of Farrell - Jones can be stated for L-theory,
but we do not intend to go into this.

(iii) Baum - Connes conjecture Let C∗-Alg be the category of C∗-
algebras. Then there exists a functor Ktop : C∗-Alg → Spectra such
that
πn(Ktop(C∗r (G))) = Kn(C∗r (G)) for any discrete group and any n ∈ Z.
Baum - Connes conjecture says that AFin : HG

n (EFin(G),Kton) →
HG
n (pt,Kton) � Kn(C∗r (G)) induced by the projection EFin(G) → pt is

an isomorphism. We shall explain the constructions above in 14.4.

(iv) Fibered isomorphism conjecture A group G together with a family
of subgroups F is said to satisfy the isomorphism conjecture (in the
range ≤ N) if the projection map pr : EFG→ {pt} induces an isomor-
phism HG

n (pr) : HG
n (EFG) →∼ HG

n (pt) for any n ∈ Z with n ≤ N .

The pair (G,F) satisfies the fibered isomorphism conjecture (in the range
≤ N) if for each group homomorphism ϕ : H → G the pair (H,ϕ∗F) satisfies
the isomorphism conjecture (in the range ≤ N).

Note that ϕ∗F := {H ′ ≤ H/ϕ(H ′) ∈ F} and that ϕ : H → G is an inclusion
of subgroups; then, ϕ∗F = H ∩ F = {H ′ ⊆ H |H ′ ∈ F} = {K ∩H/K ∈ F}.

Remarks 14.2.1 Note that if ϕ : H → G is a group homomorphism and
(G,F) satisfies the fibered isomorphism conjecture, then (H,ϕ∗F) also satis-
fies the fibered isomorphism conjecture.

Next, we state the transitivity principle for equivariant homology as follows.

Theorem 14.2.1 Let F ⊂ F ′ be two families of subgroups of a discrete group
G, N an integer. If for every H ∈ F ′ and every n ≤ N , the map induced by
the projection HH

n (EF∩H(H)) → HH
n ({pt}) is an isomorphism, then for every

n ≤ N , the map HG
n (EF (G)) → HG

n (EF ′(G)) induced up to G-homotopy by
the G-map EF(G) → EF ′(G) is an isomorphism.

PROOF See [138].
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The above result implies the following transitivity principle for the fibered
isomorphism conjecture.

Theorem 14.2.2 [138] (Transitivity principle for fibered isomorphis-
m conjecture) Let F ⊂ F ′ be two families of subgroups of G. Suppose that
every group H ∈ F ′ satisfies the fibered isomorphism conjecture for F ∩H in
the range ≤ N . Then (G,F ′) satisfies the fibered isomorphism conjecture (in
the range ≤ N), iff (G,F) satisfies the (fibered) isomorphism conjecture in
the range ≤ N .

PROOF See [138].

Next we have the following result due to A. Bartels and W. Lück (see [14]).

Theorem 14.2.3 [14] Let F be a class of finite groups closed under isomor-
phisms and taking finite subgroups. Assume that every finite group L satisfies
the fibered isomorphism conjecture (in the range ≤ N) with respect to the fam-
ily F(L) = {K ≤ L|K ∈ F}. Suppose that G is a group. Then, G satisfies
the fibered isomorphism conjecture in the range ≤ N with respect to the family
F(G) iff G satisfies the fibered isomorphism conjecture in the range ≤ N with
respect to the family V Cy(G) = {H ≤ G|H ∈ V Cy}.

PROOF Recall that V ∈ V Cy if either V ∈ F or there exists an extension
1 → Z → V → F → 1 with F ∈ F . Let F ′ be the class of V ’s for which we
have such an extension. Now, let V ∈ V Cy. In view of theorem 14.2.1 we
have to show that V satisfies the fibered isomorphism conjecture in the range
≤ N for the family F ′(V ) = F ′(G) ∩ V . If V ∈ F , then the result follows
from the hypothesis. Now, suppose we can write 1 → Z → V

p→ F → 1 where
F ∈ F . Since F satisfies the fibered isomorphism conjecture in the range
≤ N , it follows that V satisfies the fibered isomorphism conjecture (in the
range ≤ N) for p∗F by remarks 14.2.1. Now, p∗F(F ) ⊂ F ′(V ). By applying
lemma 14.2.8 below, we see that V satisfies fibered isomorphism conjecture
(in the range ≤ N) for F ′(V ).

Lemma 14.2.1 Let F ⊂ F ′ be families of subgroups of a discrete group G.
Suppose that G satisfies fibered isomorphism conjecture (in the range n ≤ N)
for the family F . Then, G satisfies the fibered isomorphism conjecture in the
range n ≤ N for the family F ′.

The next result applies induction theory, earlier extensively discussed in
chapter 9, for finite groups in the context of Mackey and Green functors, to
G-homology theories. This application is due to A. Bartels and W. Lück,
see [14].
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Theorem 14.2.4 Induction criteria for G-homology theories
Let G be a finite group, F a family of subgroups of G, A a commutative ring

with identity, and HG
n a G-homology theory with values in A-Mod. Suppose

that the following conditions are satisfied:

(1) There exists a Green functor G : GSet → A-Mod such that
⊕

H∈F
G(prH) : ⊕

H∈F
G(G/H) → G(G/G) is surjective where prH :

G/H → G/G is the projectiion.

(2) For every n ∈ Z, there is a (left) G-module M such that the covariant
functor M∗ : GSets → A-Mod is naturally equivalent to the covariant
functor HG

n : GSets→ A-Mod : S → HG
n (S).

Then, the projection pr : EF (G) → G/G induces for all n ∈ Z an A-
isomorphism HG

n (pr) : HG
n (EF (G/?) →∼ HG

n (G/G), and the canonical
map colim

OrF (G)
HG
n (G/?) ∼= HG

n (G/G) is bijective.

The proof of theorem 14.2.4 makes use of the following lemma.

Lemma 14.2.2 [14] Let G be a finite group and M a Mackey functor
GSet → A-Mod, and S a finite non-empty G-set. Assume that M is
S-projective and let F(S) be the family of subgroups H ⊆ G such that
SH 	= ∅. Let AF(S) be the contravariant functor Or(G) → A-Mod given by

G/H →
{
A if H ∈ F(S)
0 if H /∈ F(S) , and which takes a morphism to either id : A→ A

or the zero map.
Then there are natural A-isomorphisms

TorAOrF (G)
p (AF(S),M) ∼=

{
M(G/G) p = 0

0 p ≥ 1

ExtpAOrF (G)(AF(S),M) →∼
{
M(G/G) p = 0

0 p ≥ 1

PROOF See [14].

Proof of theorem 14.2.4. Let S = ∪
H∈F

G/H . Then, it follows from

condition (1), proposition 9.1.1 and theorem 9.3.1 that M is S-projective. We
deduce from the second condition and lemma 14.2.2 that there is a canonical
A-isomorphism

TorAOrF (G)
p (AF(S),HG

q (G/?)) →∼
{
HG
q (G/G) p = 0

0 p ≥ 1

for all q ∈ Z. The cellular AOr(G)-chain complex of EF (G) is a projec-
tive AOr(G)-resolution ofAF(S). Hence, TorAOrF (G)

p (AF(S),HG
q (G/?)) agrees
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with the Bredon homology HAOr(G)
p (EFG;HG

q (G/?). But this is exactly the
E2-term in the equivariant Atiyah - Hirzebruch spectral sequence, which con-
verges to HG

p+q(EFG). Hence, the spectral sequence yields an isomorphism
HG
n (EF (G)) = HG

n (G/G) for all n ∈ Z, and this isomorphism can easily be
identified with the A-map HG

n (pr). There is also a natural identification

TorAOrF (G)
∗ (AF(S),HG

q (G/?)) →∼ colim
OrF (G)

HG
q (G/?).

Hence the result.

14.3 Farrell - Jones conjecture for algebraic K-theory

14.3.1 In (4.5)A and 14.2.3(ii) we already introduced the Farrell - Jones
(F/J) conjecture, namely that if R is a ring with identity and KR the K-
theory spectrum of R, then for all n ∈ Z,

HG
n (EVCy

(G),KR) → HG
n (pt,KR) � Kn(RG)

is an isomorphism. Note that KR is the non-connective K-theory spectrum
such that πn(KR) = Quillen Kn(R), n ≥ 0, and πn(KR) = Bass KnR, for
n ≤ 0.

First, we state the following result, which says that for some regular rings
R, F/J conjecture can be stated with Fin replacing VCy .

Theorem 14.3.1 Let R be a regular ring in which the orders of all finite
subgroups of G are invertible. Then, for every n ∈ Z, the relative assembly
map AFin→VCy

for algebraic K-theory, namely

AFin→VCy
: HG

n (EFin(G),KR) → HG
n (EVCy

(G),KR)

is an isomorphism.
In particular, if R is a regular ring that is a Q-algebra (e.g., a field of

characteristic zero), then AFin→VCy
is an isomorphism for all groups G.

PROOF See [138], Proposition 2.14.

14.3.2 Next, we indicate how to see that, for every n ∈ Z and any group
G, if the Farrell - Jones conjecture holds, then HG

n (EFin(G),KR) is a direct
summand of Kn(RG).

First, we have the following
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Theorem 14.3.2 [138] For any group G and any ring R as well as any
n ∈ Z, the relative assembly map

AFin→VCy
: HG

n (EFin(G),KR) → HG
n (EVCy

(G),KR)

is split surjective.
Hence, if the Farrell - Jones conjectureHG

n (EFin(G),KR) ∼→ HG
n (pt,KR) �

Kn(RG) holds, then HG
n (EFin(G),KR) is a direct summand of Kn(RG), i.e.,

Kn(RG) � HG
n (EFin(G),KR)⊕? where ? = HG

n (EVCy (G), EFin(G),KR).

PROOF See [138].

The next results provide more information on “?”.

Theorem 14.3.3 (i) HG
n (EVCy

(G), EFin(G),KZ) = 0 for n < 0.

(ii) HG
n (EVCy

(G), EFin(G),KZ)⊗
Z
Q = 0 for n ∈ Z.

Hence, the Farrell - Jones conjecture for algebraic K-theory predicts that
AFin : HG

n (EFin(G),KZ)⊗Q � Kn(ZG)⊗
Z
Q is always an isomorphism.

Remark 14.3.1 (i) Note that HG
n (EVCy

(G), EFin(G),KR) plays the role
of the Nil groups for a general group.
The higher Nil groups have been shown to vanish rationally in 7.5.

(ii) Our next aim is to provide a brief discussion of induction theory that
helps to reduce the family VCy to smaller families in the statements of
the Farrell - Jones conjecture for Algebraic K-theory. These results are
due to A. Bartels and W. Lück (see [14]).

14.3.3 Recall from chapter 9 that for a prime p, a finite group is said to be
p-elementary if G � C ×P where C is a cyclic group and P is a p-group such
that (|C|, p) = 1.

A finite group G is said to be p-hyperelementary if G can be written as an
extension 1 → C → G→ P → 1 where C is a cyclic group and P is a p-group
such that (|C|, p) = 1. Say that G is elementary or hyperelementary if it is
p-elementary or p-hyperelementary for some p. Let Ep (resp. Hp) be the class
of p-elementary (resp. p-hyperelementary) subgroups of G and E (resp. H)
for the set of elementary (resp. hyperelementary) subgroups of G.

If F ⊂ Fin, we denote by F ′ ⊆ VCy the class of subgroups V for which
there exists an extension 1 → Z → V → H → 1 for a group H ∈ F , or for
which V ∈ F holds.

We now state the Induction theorem for algebraic K-theory.

Theorem 14.3.4 Let G be a group and N an integer. Then,
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(i) G satisfies the (fibered) isomorphic conjecture (in the range ≤ N) for
algebraic K-theory with coefficients in R for the family VCy iff G satisfies
the fibered isomorphic conjecture (in the range ≤ N) for algebraic K-
theory with coefficients in R for the family H′.

(ii) Let p be a prime; then G satisfies the (fibered) isomorphic conjecture
(in the range ≤ N) for algebraic K-theory with coefficients in R for the
family VCy after applying Z(p)⊗Z iff G satisfies the fibered isomorphic
conjecture (in the range ≤ N) for algebraic K-theory with coefficients
in R for the family H′p after applying Z(p)⊗Z.

(iii) Suppose that R is regular, and Q ⊆ R. Then, the group G satisfies
the isomorphism conjecture (in the range ≤ N) for algebraic K-theory
with coefficients in R for the family VCy iff G satisfies the isomorphism
conjecture (in the range ≤ N) for algebraic K-theory with coefficients
in R for the family H.

If we assume that R is regular, and C ⊆ R, then we can replace H by E.

(iv) Suppose that R is regular and Q ⊂ R. Let p be a prime. Then, G
satisfies the isomorphism conjecture (in the range ≤ N) for algebraic K-
theory with coefficients in R for the family VCy after applying Z(p)⊗Z-iff
G satisfies the isomorphism conjecture (in the range ≤ N) for algebraic
K-theory with coefficients in R for the family Hp after applying Z(p)⊗Z.

If we assume that R is regular, and C ⊂ R, then we can replace Hp by
Ep.

Remark 14.3.2 The proof of the above result uses the following lem-
ma 14.3.1, which we shall state to show the connections to G-homology for
discrete groups. Before stating the lemma, we make the following observation.
Let A be a commutative ring with identity such that A is as flat as Z-module,
or equivalently, A is torsion free as an Abelian group. Let ϕ : G → G1 be a
group homomorphism. Recall from 9.3.4 (ii) that if X is a G1-CW-complex,
then X |G is a G-CW-complex obtained from X by restricting the action of
G1 on X to G via ϕ. Then, X → A⊗Z HG

α (X |G,KR) defines a G1-homology
theory. We shall write ϕ∗X for X |G.

Lemma 14.3.1 Let F be a class of finite groups closed under isomorphism
and taking subgroups. Let ϕ : G → G1 be a group homomorphism with G1

finite. Then the G1-homology theory A⊗Z HG
α (ϕ∗−;KR) satisfies the assump-

tions in theorem 14.2.4 for the familiy F(G1) = {h ≥ G1|H ∈ F} in the
following cases:

(i) F = class H of hyperelementary groups and A = Z.

(ii) F = is the class of elementary groups and A = Z provided C ⊂ R.
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(iii) For a given prime p, the family F is the class Hp of p-hyperelementary
groups and Λ = Z(p).

(iv) For a given prime p, the family F is the class Ep of p-elementary groups
and A = Z(p) provided C ⊆ R.

(v) F is the class FCy of finite cyclic groups and A = Q.

Proof of lemma 14.3.1 Recall from 1.4.1(i) that for a groupoid G, Swf (G)
has the structure of a commutative ring with identity. Also, since G is an EI
category, it follows from the discussion of pairings and module structures
in (7.5)E that Kn(RG) is a Swf (G)-module for all n ≥ 0.

Now, if A is a commutative ring with identity as in lemma 14.3.1, ϕ :
G → G1 a group homomorphism with G1 finite (G discrete), then A ⊗ Swf

(“-”G1) : G1Sets → A-Mod is a Green functor and Λ ⊗ KG1
n (ϕ∗−,P(R)) a

A⊗ Swf (“-”)-module.
There is a natural equivalence of covariant functors G1Sets → Z-Mod from
KG
n (ϕ∗(−),P(R)) to HG

n (ϕ∗−,KR). So, one needs only check that

(i) The map ⊕
H∈H

Swf (H) → Swf (G) is surjective.

(ii) The map ⊕
H∈E

Sw(CH) → Sw(CG) is surjective.

(iii) For any given prime p, the map ⊕
H∈Hp

Swf (H)(p) → Swf (G)(p) is sur-

jective.

(iv) For a given prime p, the map ⊕Sw(CH)(p) → Sw(CG)(p) is surjective.

(v) The map ⊕
H∈FCy

Q⊗
Z
Swf (H) → Q⊗

Z
Swf (G) is surjective.

Now, (i) and (v) follow from [207] since Swf (“−′′G) is isomorphic to
Sw(“−′′G). It follows from [207] and [209] that any torsion element in
Sw(G) is nilpotent, and so, by (v) and theorem 9.3.1, we have that
(iii) follows from [218], 6.3.3. Moreover, (ii) and (iv) follow from [187],
theorems 27 and 28.

Remarks 14.3.1 (i) Theorem 14.3.4 is a consequence of lemma 14.3.1 and
theorem 14.2.4. See [14] for details.

(ii) We close this section with a brief discussion of Farrell - Jones conjec-
ture for torsion-free groups. The Farrell-Jones conjecture for algebraic
K-theory in this case has a simpler form and other interesting conse-
quences. For higher algebraic theory, the conjecture has been verified
for torsion-free groups of geometric type (see [16]).
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14.3.4 Farrell - Jones conjecture for torsion-free groups Let G be a
torsion-free group, R a regular ring. Then, the assembly mapHn(BG,KR) →
Kn(RG) is an isomorphism for all n ∈ Z.

Remarks 14.3.2 (i) Note that for a torsion-free G, the family V Cy of
all virtually cyclic subgroups reduces to the family CyC of all cyclic
subgroups.

(ii) The next result provides an example of torsion-free groups for which
Farrell - Jones conjecture for higher K-theory has been verified.

Theorem 14.3.5 [16] Let R be an associative ring with identity, G the fun-
damental group of a closed Riemannian manifold with strictly negative cur-
vature. Then, for all n ∈ Z, the assembly map ACyC

: HG
n

(
ECyC

;KR
)
→

Kn(RG) induced by the projection ECyC
→ pt is an isomorphism.

PROOF See [16] theorem 1.4.

Corollary 14.3.1 [16] Let R be an associative ring with identity, G the
fundamental group of a closed Riemannian manifold with strictly negative
sectional curvature. Then, for all n ∈ Z, the assembly map for NK-groups

ACyC
: HG

n

(
ECyC

, NKR
)
→ HG

n (pt,NKR) � NKn(RG)

is an isomorphism.

PROOF Follows from the splitting KR[t] � KR ∨ NKR and the fact
that the isomorphism result for any two of the assembly maps associated to
KR, KR[t] and NKR implies the isomorphism result for the third.

14.4 Baum - Connes conjecture

There has been a lot of vigorous research on the Baum - Connes conjecture
in the last two decades, and several areas of mathematics, notably K-theory,
topology, geometry, and theory of operator algebras have been further en-
riched through these research efforts.

There are several formulations of the conjecture, and we do intend to review
some of them in this section. However, we shall also focus on the formulation of
the conjecture through Davis - Lück assembly map and equivariant homology
theories that will blend into our earlier themes of a unified treatment of this
and Farrell - Jones conjecture to obtain induction-type results.
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(14.4)A Generalities on Baum - Connes conjecture

Definition 14.4.1 Let G be a discrete group, �2(G) the Hilbert space of a
square summable complex valued functions on G, i.e., any element f ∈ �2(G)
can be written in the form f =

∑
g∈G

λgg, λg ∈ C,
∑
g∈G

|λg|2 <∞.

Let CG be the complex groupring (a group algebra). We could think of
elements of CG as formal sums

∑
g∈G

λgg where all except a finite number of

λg are zero or complex-valued functions on G with finite support. Hence CG
is a subspace of �2(G).

There is a left regular representation λG of G on the space �2(G) given by

λG(g) ·
(∑
h∈G

λhh

)
:=
∑
h∈G

λhgh, g ∈ G,
∑
h∈G

λhh ∈ �2(G) .

This unitary representation extends linearly to CG.
We now define the reduced C∗-algebra C∗rG of G as the norm closure of the

image λG(CG) in the C∗-algebra of bounded operators on �2(G).
(Recall that a C∗-algebra A is a Banach∗-algebra satisfying |a∗a| = |a|2 for

all a ∈ A.)

14.4.1 Let A be a unital C∗-algebra. Then GLn(A) is a topological group
and we have continuous embeddings given by GLn(A) ↪→ GLn+1(A) : X →
(X 0

0 1 ). Let GL(A) = lim
→
n

GLn(A) and give GL(A) the direct-limit topology.

We now define the higher topological K-theory of A as follows. For all n ≥ 1,
define Kn(A) = πn−1(GL(A)) = πn−1(BGL(A)).

Remarks/Examples 14.4.1 (i) K0(C) � Z and K1(C) = π0(GL(C)) =
0 since GLn(C) is connected for n ∈ N.

(ii) Kn(A) satisfies Bott periodicity, i.e., there is a natural isomorphism
Kn(A) � Kn+2(A) for all n ≥ 0.

Hence, K-theory of C∗-algebras is a Z/2-graded theory.

(iii) If G is a finite group, then C∗rG � CG. Hence, K0(C∗rG) � R(G), the
additive group of the complex representation ring of G.

14.4.2 For a CW-complex X , let K∗(X) be the K-homology of X , i.e., the
homology theory associated to the topological complex K-theory spectrum
Ktop (usually denoted by BU). This homology theory is dual to topological
K-theory and K∗(X) = H∗(X,Ktop). Note that complex K-homology theory
is 2-periodic, i.e., Kn(X) ∼= Kn+2(X).
If G is a discrete group, and X+ isX with a disjoint base point, then Kn(X) =
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πn(X+ ∧ BU. There exists an assembly map K∗(BG) → K∗(C∗rG) (see [24,
138]).

14.4.3 Baum - Connes conjecture for torsion-free groups If G is a
torsion-free group, then the assembly map μ̄∗ : K∗(BG) → K∗(C∗rG) is an
isomorphism.

Remarks/Examples 14.4.2 (i) The requirement that G be torsion free
in the conjecture 14.4.3 is essential. Indeed, μ̄∗ is not an isomorphism
if G is not torsion free. For, suppose G = Z/2, C∗r � CG � C⊕C to be
a C-algebra.

Hence
K0(C∗rG) ∼= K0(C)⊕K0(C) � Z⊕ Z . (I)

Also, since rational homology of finite groups are zero in positive degrees,
we have, by using homological algebra, that

K0(BG)⊗
Z
Q � ⊕ limits∞n=0 H2n(BG;Q) � Q . (II)

It follows from (I) and (II) that μ̄∗ cannot be an isomorphism.

(ii) If G is not torsion free, we shall write KG
n (X) for G-equivariant K-

homology of a topological space X . It is also well known (see [24, 138])
that there is an assembly map μ∗ : KG∗ (EFin(G)) → K∗(C∗rG). We now
state the conjecture for a general discrete group.

14.4.4 Baum - Connes conjecture for a discrete group Let G be a
discrete group. Then, the assembly map μ∗ : KG∗ (EFin(G)) → K∗(C∗rG) is an
isomorphism.

Remarks 14.4.1 (i) Note that if G is torsion free, then K∗(BG) =
KG
∗ (EFin(G)) and conjectures 14.4.3 and 14.4.4 coincide.

(ii) We also have a real version of the Baum - Connes conjecture where the
K-homology is replaced by KO-homology, and on the right-hand side,
C∗r is replaced by the real reduced C∗-algebra C∗r,RG.

(iii) There is a connection between Baum - Connes conjecture and idem-
potents in C∗rG leading to the so-called trace conjecture and Kadison
conjecture, etc.

Let M be a closed manifold and D : C∞(E) → C∞(F ) an elliptic dif-
ferential operator between two bundles on M . Let M̃ → M be a normal
covering of M with deck transformation group G (see [138, 156]). Then we
can lift D to M̃ and obtain an elliptic G-equivariant differential operator
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D̃ : C∞(Ẽ) → C∞(F̃ ). Since the action is free, we can define an analytic
index indG(D̃) ∈ KdimM (C∗rG).

If G is torsion free, one can show (see [138, 156]) that the image of μ0

(in 14.4.4) coincides with the subset of K0(C∗rG) consisting of indG(D̃). So, if
μ0 is surjective, then, for each x ∈ K0(C∗rG) there exists a differential operator
D such that x = indG(D̃). Hence, dimG(x) ∈ Z. Hence, we have

14.4.5 Trace conjecture Let G be a torsion-free discrete group. Then,
dimG(K0(C∗r (G)) ⊂ Z.

We also have the Kadison conjecture as follows.

14.4.6 Kadison conjecture If G is a torsion-free discrete group, then the
only idempotent elements in C∗rG are 0 and 1.

The next result provides a connection between the trace conjecture and the
Kadison conjecture.

Lemma 14.4.1 [138] The trace conjecture 14.4.5 implies the Kadison con-
jecture.

PROOF See [138].

Next we state the idempotent conjecture.

Conjecture 14.4.1 – idempotent conjecture Let G be a torsion-free
group and R an integral domain. Then, the only idempotents in RG are
0 and 1.

Note that if R ⊆ C, then the Kadison conjecture 14.4.6 implies the idem-
potent conjecture.

14.4.7 The functor KKG and the category KKG

Before discussing analytic and other formulations of the Baum - Connes
conjecture, we briefly introduce the functor KKG and the category KKG.
We shall focus on discrete groups G but note that similar constructions hold
for a locally compact group G.

(i) Let B be a C∗-algebra, E a right B-module. A B-valued scalar product
on E is a B-bilinear map <,>B: E × E → B such that < x, y >B =
< y, x >∗ and < x, x >B≥ 0 (< x, x >B = 0 iff x = 0).

If E is complete with respect to the norm ‖x‖2 = | < x, x >B |, call E a
Hilbert C∗-module over B or just Hilbert B-module.
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(ii) Let E be a Hilbert B-module, L(E) the set of operators T : E → E having
an adjoint operator T ∗ : E → E such that < Tx, y >B = < x, T ∗y >B
for every x, y ∈ E). An operator in L(E) of the form

∑
θyi,zi : x→

n∑
i=1

< x, yi > zi, yi, zi ∈ E is called a finite-rank operator. An operator in
L(E) is said to be compact if it is a norm limit of a sequence of finite-
rank operators.
Let B0(E) denote the set of compact operators in L(E).

(iii) Let G be a discrete group. A G-C∗-algebra is a C∗-algebra A endowed
with an action of G by ∗-automorphisms.

Let A,B be G-C∗-algebras. A cycle over (A,B) is a triple (U, π, F )
where

(a) U is a representation of G on some Hilbert B-module E such that
U is unitary, i.e., < U(g)ξ|U(g)η >B = g < ξ|η >B for all g ∈
G, ξ, η ∈ E .

(b) π is a representation of A on E such that < π(a)ξ|η >B
= < ξ|π(a∗)η >B for all a ∈ G and π is covariant, i.e.,
U(g)π(a)U(g−1) = π(ga) for all g ∈ G, a ∈ A.

(c) F is an operator on E , self adjoint with B-valued scalar prod-
uct < F (ξ)|η >B = < ξ|F (η) >B. Moreover, π(F 2 −
1), [π(a), F ], [U(g), F ] a ∈ A, g ∈ G are compact.

A cycle (U, π, F ) is even if E is Z2-graded, U, π preserve grading, and F
reverses it, i.e., if E = E0 ⊕ E1, U =

(
u0 0
0 u1

)
π =

(
π0 0
0 π1

)
, F =

(
0 p∗
p 0

)
.

A cycle is odd otherwise.

A cycle α = (U, π, F ) is degenerate if for all a ∈ A [π(a), F ], π(a)[F 2−1],
[U(g), F ] = 0.

Two cycles α0 = (U0, π0, F0) and α1 = (U1, π1, F1) are said to be ho-
motopic if U0 = U1, π0 = π1, and there exists a norm continuous path
(Ft)t∈[0,1] connecting F0 and F1.

Two cycles α0, α1 are said to be equivalent (written α0 ∼ α1) if there
exist two generate cycles β0, β1 such that α0⊕β0 is homotopic to α1⊕β1.

Now, define KKG
0 (A,B) := set of equivalence classes of even cy-

cles KKG
1 (A,B) := set of equivalence classes of odd cycles. Note

that KKG
0 (A,B) and KKG

1 (A,B) are Abelian groups. KKG
i (A,C) =

KG
i (A) is equivariant K-homology of A; KKG

i (C, B) = Ki(B) := K-
theory of B.
If G is the trivial group, we write KKi(A,B) i = 0, 1.

(iv) KKG
i (−,−) is a bivariant functor contravariant in A and covariant in

B.
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Proof. If α = (U, π, F ) ∈ KKG
i (A,B), θ : C → A, then θ∗α =

(U, πθ, F ) ∈ KKG
i (C,B).

If θ : B → C, let E ⊗BC be a Hilbert C-module, α ∈ KKG
i (A,B); then,

θ∗α = (U ⊗ 1, π ⊗ 1, F ⊗ 1) ∈ KKG
i (A,C).

(v) Let KKG be the category obtained as follows: obKKG consists of sep-
arable G-C∗-algebras. Morphisms set KKG(A,B) from A to B consists
of elements of KKG

0 (A,B). In [151], R. Meyer and R. Nest show that
KKG is a triangulated category.

An object A ∈ KKG is said to be compactly induced if it is KKG-
equivalent to IndGHA

′ for some finite subgroup H ≤ G and some H−C∗-
algebraA′. Let CI ⊆ KKG be the full subcategory of compactly induced
objects, and (CI) is the localizing subcategory generated by CI. Define
CI-approximation A of A in KKG as a morphism in A → A where
A ∈ (CI) such that KKG(P,A) � KKG(P,A) for all P ∈ (CI). In [151],
Meyer and Nest used this setup to define Baum - Connes conjecture via
localization of functors from KKG to an Abelian category.

14.4.8 Before closing this subsection, we discuss briefly the analytic (clas-
sical) formulation of the Baum - Connes conjecture. So, let G be a locally
compact group or discrete groupG, X is a locally compact Haussdorff G-space
X such that X is proper and G-compact.
We shall write KKG for the Kasparov’s equivariant KK-functor (see [97]).
Note that KKG(C0(X),C) can be identified with the G-equivariant K-
homology of X and that there are canonical maps μri : KKG

i (C0(X),C) →
Ki(C∗r (G)) where C0(X) is the C∗-algebra of continuous complex-valued func-
tions on X vanishing at infinity.

Let EG be the universal space for proper actions of G. Note that we
had earlier identified EG with EFin(G). The equivariant K-homology of EG,
RKG

i (EG), i = 0, 1, is defined as the inductive limit ofKKG
i (C0(X),C) where

X varies over all possible locally compact G-proper and G-compact subsets
of EG.
Since KKG

i and Ki commute with the process of taking inductive limits, one
could now define

μri : RKG
i (EG) → Ki(C∗rG), i = 0, 1 (I)

and the Baum - Connes conjecture says that this μr is an isomorphism.

Remarks 14.4.2 (i) Note that when G is discrete, the formulation of the
BC-conjecture in 14.4.4 is equivalent to that in 14.4.8.

(ii) Groups for which the conjecture is known to be true
The conjecture is known to be true for the following classes of groups
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(a) All amenable groups. These include all finite groups, all Abelian,
nilpotent, and solvable groups. Note that the class of all amenable
groups is closed under taking subgroups, quotients, extensions, and
direct unions.
Recall that a finitely generated discrete group G is called amenable
if for any given finite set S of generators (such that 1 ∈ S and
s ∈ S ⇒ s−1 ∈ S), there exists a sequence of finite subsets Xi of
G such that

|SXj = {sx|s ∈ S, x ∈ X}|
|Xj |

j→∞−→ 1 .

An arbitrary discrete group is called amenable if each finitely gen-
erated subgroup is amenable.

(b) One relator groups, i.e., groups with a presentation G =<
g1, . . . gr|r > with only one relation r.

(c) Groups with the Haagerup property.
These are groups which admit an isometric action on some affine
Hilbert H-space that is proper, i.e., such that gnV

n→∞→ ∞ for
every v ∈ H whenever gn

n→∞→ ∞ in G. Such groups include
amenable groups, Coxeter groups, groups acting on trees, etc. (see
[138, 156]).

(d) Discrete subgroups of Sp(n, 1), SO(a, 1), and SU(n, 1).

(e) G a subgroup of a word hyperbolic group.

(f) Artin full braid group.

(iii) Baum - Connes conjecture with coefficients
There is also Baum - Connes conjecture with coefficients. Let A be a
C∗-algebra on which a discrete group G acts by automorphisms. Let
Cc(G,A) be the space of finitely supported functions f : G → A. For
f, g ∈ Cc(G,A), say f =

∑
s∈G

f(s)s, g =
∑
t∈G

g(t)t define twisted convo-

lution by f ∗α g =
∑
s,t∈G

f(s)αs(gt)st where α : G → Aut(A). For each

t ∈ G, we have (f ×
α
g)(t) =

∑
s∈G

f(s)αs(g(s−1t)). Cc(G,A) is a ∗-algebra

whose involution is given by f∗(s) = αs(f(s−1)) for all f ∈ Cc(G,A),
s ∈ G.

Define �2(G,A) = {ξ : G→ A|
∑
s∈G

ξ(s)∗(s) converges in A}.

The norm ||ξ|| = ||
∑
s∈G

ξ(s)∗(ξ(s))||A turns �2(G,A) into a Banach space.

The left regular representation λG,A of Cc(G,A) on �2(G,A) is given
by (λG,A(f)ξ) (g) =

∑
s∈G

αg−1(f(s)ξ(s−1g)) for each f ∈ Cc(G,A), ξ ∈
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�2(G,A) g ∈ G, and so, Cc(G,A) acts on �2(G,A) by bounded operators.

Definition The reduced crossed product A �r G is the operator norm
closure of λGA(Cc(G,A)) in B(�2(G,A)).

Let A be a countable G-C∗-algebra. Then there is an assembly map

KKG
n (EFin(G), A) → Kn(A�r G) (I)

(see [85, 138]). The Baum - Connes conjecture with coefficients says
that the assembly map (I) is an isomorphism.

(iv) Groups for which Baum - Connes conjecture with coefficients
are known to be true

(a) Groups with the Haagerup property (or equivalently a-T-menable
groups). See (ii)(c).

(b) Groups belonging to the class LHEJH
Note. Let HT H be the smallest class of groups that contain all a-
T-menable groups, and it contains a group G if there exists a one-
dimensional contractable G-CW-complex whose stabilizes belong
to HT H. Let HET H be the smallest class of groups containing
HT H and containing a group G if either G is countable and admits
a surjective map p : G → Q such that Q and p−1(F ) ∈ HET H
for every finite subgroup F ⊆ Q, or if G admit a 1-dimensional
contractable G-CW-complex whose stabilizes belong to HET H.
Let LHET H be the class of groups G whose finitely generated
subgroups belong to HET H.
Note that LHET H is closed under finite products, passing to sub-
groups and under extensions with torsion-free quotients. This class
includes one-relator groups and all knot groups.

(v) Counterexample to Baum - Connes conjecture with coefficients
Some counterexamples to Baum - Connes conjecture with coefficients
have been provided by Gromov (see [85, 138]). These examples involve
cases of finitelly generated groups containing arbitrary large expanders
in their Cayley graph.

(vi) Baum - Connes conjecture for the action of discrete quantum
groups
In [61], D. Goswami and A. Kuku formulated the Baum - Connes con-
jecture for the action of discrete quantum groups as a generalization of
the classical formulation for discrete groups.

More precisely, given an action of a discrete quantum group A on a
C∗-algebra B satisfying certain regularity assumptions (resembling the
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action of proper G-compact action of classical discrete groups on some s-
paces), they at first constructed a canonical map μi, μri (i = 0, 1) from the
A-equivariant K-homology groups KKAi (B,C) to the K-groups Ki(Â)
and Ki(Âr), respectively, where Â, Âr denote, respectively, the quan-
tum analogue of the full and reduced C∗-algebras. They then construct
a direct family {EF} of C∗-algebras (F varying over some index set) and
show that the natural action of A on EF satisfy certain hypothesis that
makes it possible to define Baum - Connes maps

μi : lim−→KKAi (EF ,C) → KKi(C, Â)

μri : lim−→KK
A
i (EF ,C) → KKi(C, Âr)

so that in the classical case when A = C0(G), the isomorphism μri is
equivalent to Baum - Connes conjecture.

They verified the conjecture for finite dimensional quantum groups and
showed that μri is surjective for the dual of SUq(2). For details, see [61].

(vii) Baum - Connes conjecture via localization of categories
In [151], R. Meyer and R. Nest formulated the Baum - Connes conjecture
via localization of categories as follows, where G is a countable locally
compact group.

Recall from 14.4.14 (v) the category KKG whose objects are separable
G-C∗-algebras and whose morphism set is KKG

0 (A,B) for any two ob-
jects A,B ∈ KKG

0 .
As in 14.4.14(v), let CI ⊆ KKG be the full subcategory of compactly
induced objects and (CI) the localization subcategory generated by CI.
Let Ā → A be a CI-approximation of A ∈ CI. Then, Ā ∈ (CI). If
F : KKG → C be any homological functor from KKG to an Abelian
category C, then, the localization LF of F defined by LF (A) := F (Ā)
is also a homological functor KKG → C, and LF is equipped with
a natural transformation LF (A) → F (A). If F (A) = K∗(A �r G),
then the map LF (A) → F (A) is isomorphic to the BC-map. Hence
Ktop
∗ (G,A) � LF (A) (see [151]).

14.5 Davis - Lück assembly map for BC conjecture and
its identification with analytic assembly map

14.5.1 The C∗r -category C∗rG (G a groupoid) Let C be a category, R
a commutative ring with identity. The R-category associated to C denoted
by RC is defined as follows: ob(RC) = ob(C), HomRC(x, y) = free R-module
generated by HomC(x, y).
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Let G be a groupoid, R a commutative ring with identity and with involu-
tion. Then RG has the structure of an R-category with involution by defining
(
∑n
i=1 λifi)

∗ :=
∑n

i=1 λ̄if
−1
i , λi ∈ R, fi ∈ MorG.

One can complete the category with involution, CG, to a C∗-category
C∗rG defined as follows: obC∗rG = obG. Let x, y be two objects of G. If
HomG(x, y) = ∅, put HomC∗

rG(x, y) = 0. If HomG(x, y) 	= ∅, choose z ∈ obG
such that HomG(z, x) 	= ∅.

For any set S, let �2(S) be a Hilbert space with S as a basis, and for S1, S2,
let B(�2(S1), �2(S2)) be the space of bounded linear operators from �2(S1) to
�2(S2). Now, define a C-linear map ix,y,z : CHomG(x, y) → B(�2(HomG(z, x),
�2(HomG(z, y)), which takes f ∈ HomG(x, y) to the bounded linear operator
from �2(HomG(z, x)) to HomG(z, y)) given by composition with f .

For u ∈ HomCG(x, y) = CHomG(x, y), define the norm ||u||x,y :=
||ix,y,z(u)||. Then ||u||x,y is independent of the choice of z. The Banach
space of morphisms in C∗rG from x to y is the completion of HomCG(x, y)
with respect to the norm || ||x,y. We shall denote the induced norm on the
completion HomC∗

rG(x, y) of HomCG(x, y) also by || ||x,y.
Composition defines a C-bilinear map HomCG(x, y) × HomCG(y, z) →

HomCG(x, z) satisfying ||g · f ||x,z ≤ ||g||y,z||f ||x,y. Hence it induces a map
on the completions

HomC∗
rG(x, y)×HomC∗

r (G)(y, z) → HomC∗
rG(x, z).

If G is a group, then G defines a groupoid G with one object, and C∗rG is
the reduced group C∗-algebra C∗rG.

Let C∗-Cat be the category of small C∗-categories. We now have a functor
C∗r : Gpoidsinj → C∗-Cat : G → C∗rG.
If F : G0 → G1 is faithful functor of groupoids, then F guarantees that
the map HomCG0(x, y) → HomCG1(F (x), F (y)) extends to HomC∗

rG0(x, y) →
HomC∗

rG1(F (x), F (y)) for all x, y ∈ ob(G0.
Note that, in general, the assignment of the C∗-algebra C∗rH to a group H

cannot be extended to a functor from the category of groups to the category
of C∗-algebras. For example, the reduced C∗-algebra C∗r (Z × Z) of the free
group on two letters is simple and hence has no C∗-homomorphism to the
reduced C∗-algebra C of the trivial group.

14.5.2 The Ω-spectrum Ktop(C), C a C∗r -category

(i) Let C be an R-category. Define a new R-category C⊕, called the sym-
metric monoidal R-category associated to C, with an associative and
commutative sum “⊕” as follows: ob(C⊕) are n-tuples x = (x1, . . . , xn),
xi ∈ ob C n = 0, 1, 2, . . .. For x = (x1, x2, . . . , xn) and y = (y1, . . . , yn),
HomC⊕(x, y) = ⊕

1≤i≤n

1≤j≤n
HomC(xi, yi). Note that HomC⊕(x, y) is an R-

module. If f : x → y is a morphism in C⊕, denote by fij : xi → yj the
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component which belongs to i ∈ {1, . . . ,m} and j ∈ {1, . . . , n}.
The composite of f : x → y and g : y → z is defined by (g · f)i,k =
n∑
j=1

gik ·fij . Sum in C⊕ is defined by x⊕y = (x1, . . . , xm, y1, . . . , yn) and

satisfies (x⊕ y)⊕ z = (x⊕ (y ⊕ z));x⊕ y � y ⊕ x.

(ii) Recall from 4.4 that the idempotent completion P(C) of a category C
is defined as follows: ob(P(C)) consist of pairs (x, p) where p : x → x
is a morphism such that p2 = p. A morphism f : (x, p) → (y, q) is a
morphism f : x→ y such that qfp = f . Note that if C is an R-category
(resp. symmetric monoidal R-category), then P(C) is also an R-category
(resp. symmetric monoidal R-category).

Also recall from example 5.3.1(i) that for any category C, ob
(Iso(C)) =obC and morphisms in Iso(C) are isomorphisms in C.

(iii) Now, let C be a symmetric monoidal R-category all of whose morphisms
are isomorphisms. The group completion of C is a symmetric monoidal
category C∧ defined as follows: ob(C∧) = {(x, y)|x, y ∈ ob(C)}.
A morphism from (x, y) to (x, y) in C∧ is given by the equivalence class
of triples (z, f, g) where z ∈ ob(C) are f : x ⊕ z → x, g : y ⊕ z → y
are isomorphisms. Say that two of such triples (z, f, g) and (z′, f ′, g′)
are equivalent if there exists an isomorphism h : z → z′ such that
f ′ ·(idx⊕h) = f , g′ ·(idy⊕h) = g. Sum in C∧ is given by (x, y)⊕(x, y) =
(x⊕ x, y ⊕ y).

Note that if C is a C∗-category, then C⊕,P(C) inherit the structure of
C∗-categories where each object p : x → x in P(C) is self-adjoint and
idempotent, i.e., p∗ = p and p2 = p. Also, C⊕, P(C⊕) and Iso(P(C⊕))∧

inherit the structure of a topological category.

(iv) Now, given topological categories D,D′, we have a homeomorphism
B(D,D′) → BD × BD′ induced by the projections where for any cate-
gory C, BC is the classifying space of C (see 1.1.8 of [120]).
Hence, for any C∗-category C, we have a map
B(Iso(C⊕))∧ ×B(Iso(P(C⊕))∧ → B(Iso(P(C⊕)))∧, which sends
B(Iso(C⊕))∧∨B(Iso(P(C⊕))∧ to the base point B{0} ⊂ B(Iso(P(C⊕))∧.
So, we have a map μ : B(Iso(C⊕))∧B(Iso(P(C∧⊕) → B(Iso(P(C⊕)).

Remarks. Note that C can be regarded as a C∗-category with precisely
one object denoted by 1, and so, if we let n be the n-fold sum of the
object 1, then obC⊕ = {n|n = 0, 1, 2 . . .} while the Banach space of
morphisms m→ n is given by n×m matrices with entries in C. Hence,

we can identify Iso(C⊕) with
·∐

n≥0

GLn (where
·∐

is disjoint union). If we

write GL(C) for lim−→GLn(C), then Z×GL(C) is a symmetric monoidal
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category whose objects are given by integers and

HomZ×GL(C)(m,n) =
{
∅ if m 	= n
GL(C) if m = n

(see 5.3.2 to 5.3.7). There exists a functor Iso(C⊕) → Z ×GL(C), and
so, BIso(C⊕)∧ has the homotopy type of Z×BGL(C).

(v) Now, let b : S2 → BIso(C⊕)∧ be a fixed representative of the Bott
element in π2(BIso(C⊕))∧ = K−2(pt). Then b, μ yield a map S2 ∧
B(Iso(P(C⊕)))∧ → B(Iso(PC⊕))∧, natural in C, with an adjoint

β : B(Iso(P(C⊕))∧ → Ω2B(Iso(P(C⊕)))∧.

We now define a non-connective topological K-theory spectrum Ktop(C)
for the C∗-category C by the spaces{

B(Iso(P(C⊕))∧ in even dimension
ΩB(Iso(P(C⊕))∧ in odd dimension

with structural maps that are identity in even dimensions and β in odd
dimension. Then Ktop(C) is an Ω-spectrum.

14.5.3 The functor Ktop : Gpoidsinj→Spectra
In view of 14.5.1 and 14.5.2, we now have a functor Ktop : Gpoidsinj →
Spectra G→Ktop(C∗rG) given by composing the functor
Gpoidsinj→C∗r−Categories : G→C∗rG into the functor Ktop : C∗rCategories→
Spectra : C∗r C→Ktop(C∗r C).

14.5.4 Recall from 1.1.3 and 1.1.4 that to any G-set S, we can associate a
groupoid S (the translation category of S). If S = G/H , then in the notation
of 14.1.7 we have πn(Ktop(G/H)) ∼= Kn(C∗rH) where H is any subgroup of
G. So Baum - Connes conjecture now says that
Afin : HG

n (Efin(G),Ktop)→HG
n (pt,Ktop) ∼= Kn(C∗rG) induced by the projec-

tion Efin(G)→pt is an isomorphism.

14.5.5 Assembly for BC conjecture via controlled topology

(i) Let G be a discrete group, Z a G-CW -complex, X ⊂ Z a closed G-
invariant subspace, Y = Z−X . A subset C of Z is said to be relatively
G-compact if C/G is relatively compact in Z/G. Let R be a ring with
identity, also with involution. We define a category BG(Z,X,R) as
follows: ob BG(Z,X,R) consists of pairs (A, f) where A is a free RG-
module, f : A → Fin(Y ) a G-equivariant map from A to finite subsets
of Y , satisfying

(1) f(a+ b) ⊆ f(a) ∪ f(b).
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(2) Ay = {a ∈ A|f(a) ⊆ {y}}, a finitely generated RGy-module for
each y ∈ Y

(3) A =
⊕
y∈Y Ay is an R-module.

(4) {y ∈ Y |Ay 	= 0} is locally finite and relatively G-compact in Z.

(5) If Y has more than one point, then f(a) = ∅ iff a = 0.

A morphism ϕ : (A, f) → (B, y) consists of an RG-homomorphism
ϕ : A → B commuting with f, g such that ϕ is continuously controlled
at X ⊂ Z, i.e., in terms of coordinates, given ϕzy : Ay → Bz(y, z ∈ Y )
for every x ∈ X , and for every neighborhood U of x in Z there exists
a smaller neighborhood V ⊂ U of x in Z such that ϕzy = 0, ϕyz = 0
whenever y ∈ Y − U, z ∈ V ∩ Y .

(ii) Now, let X be a G-CW-complex, Z = X × [0, 1] with subspace X =
X×1 ⊂ Z. Let BG(X× [0, 1];R) := BG(X× [0, 1], X×1;R) and denote
by BG(X× [0, 1];R)∅ the full subcategory of U = BG(X × [0, 1];R) with
objects (A, f) such that the closure of the intersection

supp(A, f) = {(x, t) ∈ (X × [0, 1])|Ax,t 	= ∅} ∩ (X × 1) = ∅

Then, BG(X × [0, 1];R)∅ is equivalent to F(RG), the category of the
finitely free RG-modules.

(iii) Let C∗rBG(X × [0, 1],C) be a category defined as follows: ob C∗rBG(X×
[0, 1],C) consists of objects (A, f) of BG(X × [0, 1],C) satisfying the
extra condition that A has a G-invariant Hilbert space structure. Mor-
phisms in C∗rBG(X× [0, 1],C) are obtained by completing the subgroup
of morphisms in BG(X × [0, 1],C), which are bounded linear operators
on Hilbert spaces. This gives C∗rBG(X × [0, 1],C) the stucture of a
C∗r -category.

The subcategory C∗rBG(X× [0, 1],C)∅ is a full subcategory consisting of
objects (A, f) such that supp(A, f) = ∅.
The quotient categoryC∗rBG(X×[0, 1],C)>0 has same objects as BG(X×
[0, 1],C) with two morphisms identified in their quotient category if the
difference can be approximated closely by morphisms factoring through
objects of the subcategory.

(iv) Definition For any G-space X, define Ktop(X) := Ktop(C∗rBG(X ×
[0, 1],C)>0.

This defines a functor Ktop : G-Spaces→ Spectra.

(v) Recall that a functor F : Spaces → Spectra is said to be homotopy
invariant if it takes homotopy equivalences to homotopy equivalences.

A homotopy invariant functor is strongly excisive if F (∅) is contractible
and F preserves arbitrary coproducts up to homotopy equivalence.
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The following result is due to I. Hambleton and E.K. Pederson (see [77]).

Theorem 14.5.1 [77] The functor Ktop : G-Spaces → Spectra is G-
homotopy invariant and G-excisive with the following properties:

(1) If X is a co-compact G-space with finite isotropy, then π∗(Ktop(X)) =
KKG

∗−1(C0(X),C) where C0(X) is the C∗-algebra of complex-valued
functions vanishing at ∞.

(2) For any subgroup H ≤ G,ΩKtop(G/H) is weakly equivalent to
K(C∗r (H)).

(3) For any G-space X,Ktop(X) is the homotopy colimit of Ktop applied to
G-compact subspace.

The following results identifying the Davis - Lück assembly map with Baum
- Connes assembly map as well as continuously controlled assembly maps are
also due to D. Hamilton and E.K. Pederson.

Theorem 14.5.2 [77] Let G be a discrete group and X = EFin(G). Then,
the continuously controlled assembly map

αX : Ktop(C∗rBG(X × [0, 1]; C)>0 → Ktop(C∗rBG(X × [0, 1],C)

induces the Baum - Connes assembly map

KKG
i (C0(X); C) → Ki(C∗r (G))

on homotopy groups.

Theorem 14.5.3 [77] The Davis - Lück assembly map arising from Ktop

applied to EFin(G) are naturally isomorphic to the continuously controlled
assembly map.

Theorem 14.5.4 [77] The Davis - Lück assembly map arising from Ktop

applied to EFin(G) is naturally isomorphic to the Baum - Connes assembly
map.

Before we close this section, we discuss briefly the Baum - Connes conjecture
vis-a-vis the family V Cy of virtually cyclic subgroups and the family FCy of
finite cyclic subgroups. The results below, 14.5.5 and 14.5.6, indicate that the
relative assembly AFin→V Cy and AFCy→Fin are isomorphisms.

Theorem 14.5.5 [138] For any discrete group G and any n ∈ Z, the relative
assembly map

AFin → V Cy : HG
n (EFin(G),Ktop) → HG

n (EV Cy(G),Ktop)

is an isomorphism.
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Theorem 14.5.6 [138] For every discrete group G and any n ∈ Z, the rela-
tive assembly map

AV Cy→Fin : HG
n (EFCy(G),Ktop) → HG

n (EFin(G),Ktop)

is an isomorphism.

Exercise

In the notation of 14.2.1, show that the relative assembly map AFin→V Cy :
HG
n (EFin(G)) → HG

n (EV Cy(G)) is an isomorphism iff for all virtually cyclic
subgroups V of G, the assembly map

AFin = AFin→All : HV
n (EFin(V )) → HV

n (pt)

is an isomorphism.



Appendices

A Some computations

I: K0

(1) If G is a finite group of square-free order, then NK0(ZG) = 0.

(This result is due to D. Harmon; see [78].)

(2) Let R be integers in a number field F , Λ an R-order in a semi-simple
F -algebra Σ.

Then,

(i) G0(Λ),K0(Λ) are finitely generated Abelian groups.

(ii) SK0(Λ), SG0(Λ) are finite groups, if Λ satisfies the “Cartan con-
dition”.

(These results are due to H. Bass; see [20] or theorems 2.2.1 and 2.2.2.)

(3) Let R be a Noetherian ring with 1, G a finite group. Then, in the
notation of 2.4,

(i) G0(RG) ∼= ⊕C∈X(G)G0(R〈C〉).
(ii) If C is a cyclic group of order n, then G0(Z〈C〉) = ⊕d/n(Z ⊕

Cl(Z[ζd, 1
d ])).

(iii) If H = G � G1, G Abelian, G1 any finite group such that the
action of G1 on G stabilizes every cocyclic subgroup of G. Then,
G0(ZH) ∼= ⊕C∈X(G)G0(Z〈C〉#G1).

(These results are due to D. Webb; see [230] or 2.4.)

(4) Let D2n be a dihedral group of order 2n. Then, G0(ZD2n) � Zε ⊕
⊕q|n(Z⊕ Cl(ζd, 1

d)+). (See remarks 2.4.5 and [230].)

where ε =

{
2 if n is odd
d if n is even.

(The result is due to D. Webb; see 2.4 or [230].)

403
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(5) Let G be the generalized quaternion group Q4n where n = s2n′, n′ odd.
(See remarks 2.4.6 (iv).) Then,

G0(ZG) = Zε⊕d|n, (Zs+2⊕si=0Cl(Z[ζ2id,
1

2id
])⊕ClH2s+1d

(Z[ζ2s+1d,
1

2s+1d
])

where ε =

{
2 if s > 0
1 if s = 0.

Note The result above is due to D. Webb. (See [230], or 2.6.)

(6) LetR be a left Noetherian ring of finite global dimension. ThenK0(R) �
K0(R[X1, X2 · · · , Xn]).

(This result is due to A. Grothendieck; see [188].)

(7) Let R be a Dedekind domain. Then each P ∈ P(R[X1, X2, . . . , Xn]) has
the form P = R[X1, X2, . . . , Xn]⊗R Q where Q ∈ P(R).

If R is a principal ideal domain, then each P ∈ P(R[X1, X2, . . . , Xn]) is
free over R[X1, X2, . . . , Xn].

(The result above is due independently to D. Quillen and A. Suslin;
see [203] or [167].)

(8) Let G be a cyclic group of order p. Then K0(ZG) � K0(Z[ζ] � Z ⊕
Cl(Z[ζ])) where Z[ζ] is the ring of integers in the cyclotomic field Q(ζ)
and ζ is a primitive pth root of unity.

(This result is originally due to D.S. Rim; see [176, 177] or theorem
4.1.2.)

(9) Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra. Then,

(a) Cl(Λ) is a finite group.

(b) If Λ = ZCp, (p a prime) then Cl(Λ) � Cl(Z[ζ]) where ζ is a
primitive pth root of 1 (Result (b) is due to D. S. Rim; see [177].)

(10) Let G be a finite p-group of order ps, R the ring of integers in a p-adic
field F , A a maximal R-order in a central division algebra D. Then,
SK0(G,P(A)) � G0(AG) is a finite cyclic p-group of order ≤ ps.

This is due to A. Kuku (see theorem 7.7.4 or [110]).
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II: K1

(1) Let G be a finite group. Then K1(ZG),Wh(G) are finitely generated
Abelian groups, and rank K1(ZG) = rank Wh(G) = r − q

where r = number of irreducible RG-modules
q = number of irreducible QG-modules.

(This result is due to H. Bass; see [20].)

(2) Let G be a finite group. Then SK1(ZG) is isomorphic to the full torsion
subgroup of Wh(G). (See [159].)

(This result is due to C.T.C. Wall; see [229].)

(3) Let G be a finite group. Then SK1(ZG) = 0 if

(a) G is a cyclic group;

(b) G is a dihedral group;

(c) G is a quaternion or semi-dihedral 2-group;

(d) G � Cpn × Cp for any prime p and all n;

(e) G � (C2)n for some n;

(f) G is any iterated products or wreath products of symmetric and
dihedral groups;

(g) G = Sn, all n.

Note

(i) (b) above is due to B.A. Magurn see [143], (a) and (e) are due to
H. Bass (see [20]). (d) is due to T.Y. Lam (see [126]). (c) and (f)
are due to R. Oliver see [159].

(ii) The next results (4) to (10) are all due to R. Oliver; see [159].

(4) If G is Abelian, then SK1(ZG) = 0 iff G � Zs2 (some positive integer s)
or each Sylow subgroup of G has the form Zpn or Zp × Zpn .

(5)

SK1(ZAn) =

⎧⎪⎨⎪⎩
Z3 if n = Σri=13

mi ≥ 27 and m1 > · · · > mr ≥ 0
and Σmi is odd

0 otherwise.

(6) SK1(ZG) = Zp−1
p if G is non-Abelian of order p3.
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(7) If |G| = 16, then

SK1(ZG) =

{
1 if Gab = Z2 × Z2 or Z2 × Z2 × Z2

Z2 if Gab = Z4 × Z2

(8)
SK1(Z[PSL(2, q)]) = Z3

SK1(Z[SL(2, q)]) = Z3 × Z3

}
if q = 3

SK1(Z[PSL(2, q)]) = SK1(Z[SL(2, q)]) = 0 otherwise.

(9) SK1(ZG) = Zp−1
p if G is non-Abelian of order p3.

(10) Wh(G) = 0 if |G| = 4 or if G ∼= Z.

(11) Let R be a Dedekind domain with quotient field K a global field, Γ a
maximal R-order in a central simple K-algebraA. Then, in the notation
of (Remarks 3.2.1) nrK1(Λ) = R∗ ∩ K+ where K+ = {a ∈ K|ap >
0 at each prime p of K ramified in A}.
(This result is due to R. Swan; see [39, 213].)

(12) LetR be a discrete valuation ring with quotient fieldK and finite residue
class field. Let Γ be a maximal order in a central simple K-algebra A.
Then, nrK1(Γ) = nrΓ∗ = R∗.

(This result is also due to R. Swan; see [39, 213].)

(13) If a ring Λ satisfies SRn, then

(i) GLm(A)/Em(A) → GL(A)/E(A) is onto for m ≥ n and injective
for all m > n.

(ii) Em(A) �GLm(A) if m ≥ n+ 1.

(iii) GLm(A)/Em(A) is Abelian for m > n.

Note If R is a Dedekind domain and Λ is an R-order, then Λ satisfies
SR2.

(The above results are due to H. Bass and L. Vaserstein; see [17, 18, 20,
221].)

(14) Let R be a left Noetherian ring of finite global dimension; then,

K1(R) ≈ K1(R[X1 · · ·Xn]).

(This result is due to Bass, Heller, and Swan; see [20].)
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(15) Let R be the ring of integers in a number field F , Λ an R-order in a
semi-simple F -algebra.

Then,

(i) K1(Λ) is a finitely generated Abelian group.

(ii) SK1(Λ) is a finite group.

(This result is due to H. Bass; see [20].)

(16) Let R be a discrete valuation ring with finite residue field R = R/p and
with quotient field F . Let D be central division algebra over F , Γ a
maximal R-order in D. Then, SK1(Γ) is a cyclic group of order
(qn − 1)/q − 1 where q = (R).

(This result is due to A. Kuku and M.E. Keating; see [105, 99].)

(17) Let F be a global field with ring of integers R,D a skewfield with center
F . For each prime ideal p of F , let D̂p be the p-adic completion of D.
Then, D̂p ≈ Mmp(D(p)) where D(p) is a central F̂p-algebra with index
mp (i.e., dimF̂p

(D(p) = m2
p). Let Γ be a maximal R-order in a central

division algebra over F . Put qp = |R/p|.
Then,

(a) SK1(Γ) ≈
∐
p SK1(Γ̂p), and

(b) There exists exact sequences

0 → SK1(Γ) → K1(Γ) → R∗ ∩K∗ → 0.

(This result is due to M. Keating; see [99].)

(18) Let G be a non-Abelian p-group (p a prime)

Then,

(a) Cl1(ZG) 	= 0 unless p = 2 and Gab has exponent 2.

(b) SK1(ZG) = Cl1(ZG) � (Z/p)p−1 if p is odd and |G| = p3.

(This result is due to R. Oliver; see [159].)

(19) If G is any quaternion or semi-dihedral 2-group, then Cl1(ZG×(C2)k) �
(Z/2)2

k−k−1.

(This result is due to R. Oliver; see [159].)

(20) Let R be the ring of integers in a number field. Then, SK1(RCn) = 0
for any finite cyclic group Cn of order n.

(This result is due to Alperin, Dennis, Oliver, and Stein; see [5].)
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(21) SK1(ZG) = 0 if G � Cpn or Cpn × Cp for any prime p and any n; if
G = (C2)n, any n or if G is any dihedral, quaternion, or semi-dihedral
2-group. Conversely, if G is a p-group and Cl1(ZG) = 0, then either G
is one of the groups above or p = 2 and Gab = (C2)n for some n.

(This result is due to R. Oliver; see [159].)

(22) Let G be a finite group, p a rational prime. Then SK1(ZG)(p) = 0 if the
Sylow p-subgroup Sp(G) of G is isomorphic to Cpn or Cpn ×Cp(any n).

(This result is due to R. Oliver; see [159].)

(23) Let G be a finite Abelian group and r(G) the product of distinct primes
p dividing |G|, for which Sp(G) is not cyclic. Then exp(SK1(ZG)) =
ε · gcd(exp(G), |G|

r(G)·exp(G)) where ε = 1
2 if

(a) G ∼= (C2)n for some n ≥ 3 or

(b) S2(G) � C2n × C2n for some n ≥ 3 or

(c) S2(G) � C2n × C2n × C2 for some n ≥ 2,

and ε = 1 otherwise.

(This result is due to Alperin, Dennis, Oliver, and Stein; see [5].)

(24) Let F be a p-adic field, R the ring of integers of F , Γ a maximal R-order
in a central division algebraD over F,m = rad R. Then SK1(Γ,m) = 0.

(This result is due to A. Kuku; see [107].)

(25) Let R be the ring of integers in a number field or p-adic field F . Let Λ
be any R-order in a semi-simple algebra, a a two-sided ideal of Λ. Then,
SK1(Λ, a) is a finite group.

(For number fields, the result is due to H. Bass; see [20]. For p-adic
fields, the result is due to A. Kuku; see [105].)

(26) Let p be a rational prime and G a quaternion or dihedral group of order
8. Then, SK1(ẐpG) = 0.

(This result is due to A. Kuku; see [104].)

(27) Let G be any finite group, p a rational prime. Then, SK1(ẐpG) is a
finite p-group.

(This result is due to C.T.C Wall; see [229, 159].)

III: K2

(1) Let R be the ring of integers in a number field, Λ any R-order in a semi-
simple F -algebra Σ. Then, K2(Λ) is a finite group. Hence K2(RG) is
finite for any finite group G. G2(Λ), G2(RG) are also finite groups.
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(This result is due to A. Kuku and is in fact part of a general result
that says that for all n ≥ 1,K2n(Λ), G2n(A) are finite; see theorem 7.2.7
or [121].)

(2) Let F be a number field, R the ring of integers in F , and D a finite-
dimensional central division F -algebra with square-free index, Λ a max-
imal R-order in D. Then, in the notation of (3 · 3)B,K2Λ � K+

2 R =
Ker(K2R→

∏
real ramified{±1}).

(This result is due to X. Guo, A. Kuku, and H. Qin; see [73].)

(3) Let F be a number field and D a central division algebra over F . Then,
div(K2(D)) ⊆ WK2(D) and div(K2(D))(l) � WK2(D)(l) for all odd
primes l. If the index of D is square free, then

(a) div(K2 (D)) � div(K2(F )).

(b) WK2(D) �WK2(F ) and |WK2(D)/divK2(D)| ≤ 2.

(This result is due to Guo and Kuku; see [72].)

(4) Let F be a number field and D a central division algebra F with square-
free index. Then, every element of K2(D) is a symbol of the form {a, b}
for a ∈ F ∗, b ∈ D∗.
(This result is due to X. Guo, A. Kuku, and H. Qin; see [73].)

Note The next three results (5), (6), (7) are due to B. Magurn (see [142,
144]).

(5) Let F be a finite field of characteristics p, and G a finite group whose
Sylow-p-subgroup is a cyclic direct factor. Then K2(FG) = 0. For any
Abelian group G, K2(FG) = 0 iff the Sylow-p-subgroup of G is cyclic.

(6) Suppose that p is a prime and F a finite field of characteristic p. Let A
be a p′-group, Ci cyclic p′-groups, and Gi semidirect products Ci � Zp,
for i = 1, 2. Then,

(a) K2(FA) = 0.

(b) K2(F [G1 ×A]) = 0.

(c) K2(F [G1 ×G2 ×A]) � K2(F [Gab ×Gab2 ×A]).

Hence, if Dn is the dihedral group of order 2n, and n and m odd, then

K2(F2[Dn ×Dm]) � K2(F2[Z2 × Z2]) � Z3
2.

(7) Let F be a finite field with 2f elements and G a finite Abelian group of
order n, 2-rank t and 4-rank ≤ 1. Then,

K2(FG) � Zf(n/2t)(t−1)(2t−1)
2 .
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(8) Let Fq be a finite field of order q = pf . Then, K2(FqCrp) � C
f(r−1)(pr−1)
p .

(This result is due to Dennis, Keating, and Stein; ee [41].)

IV: Negative K-theory

(1) Let G be a finite group of order s, R the ring of integers in a number
field F . Then, K−n(RG) = 0 for all n > 1. For any prime ideal
p of R, let f, fp, rp, respectively, be the number of isomorphism classes
of irreducible F, F̂p and R/p representations of G. Then, K−1(RG) is a
finitely generated Abelian group and rank K−1(RG) = f + Σp|sR(fp −
rp).

(This result is due to D. Carter; see [32] or Corollary 4.4.2.)

(2) Let V = G�α T be a virtually infinite cyclic group, i.e., V is the semi-
direct product of a finite group G of order r with an infinite cyclic group
T = 〈t〉 with respect to the automorphism α : G→ G : g → tgt−1. Let
R be the ring of integers in a number field. Then

(a) Kn(RV ) = 0 for all n < −1.
(b) K−1(RV ) is finitely generated.

(The result above for RV is due to Kuku and Tang; see [123]. An earlier
version for ZV is due to Farrell and Jones; see [55].)

(3) Let R be a regular ring. Then, for any triple R = (R,B0, B1) (see
definition 4.5.2), we have NilWn (R) = 0 for all n ∈ Z.

(This result is due to F. Waldhausen; see [224].)

(4) Let R be a quasi-regular ring. Then, for any triple R = (R,B0, B1) we
have

NilWn (R) = 0 for all n ≤ −1.

(This result is due to F. Conolly and M. Da Silva; see [36].)

(5) For the triple R = (R;Rα, Rβ), let Rρ := ρ(R) (in the notation of 4.5.5).

Let γ be the ring automorphism of
(
R 0
0 R

)
given by γ :

(
a 0
0 b

)
→(

β(b) 0
0 α(b)

)
.

Then, there is a ring isomorphism

μ : Rρ �
(
R 0
0 R

)
γ

[x].

(This result is due to A. Kuku and G. Tang; see theorem 7.5.6 or [123].
Note that this result, which expresses Rρ as a twisted polynomial ring,
greatly facilitates computations of Kn(R), NKn(R) for all n ∈ Z.)
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(6) (a) Let R be a regular ring. Then, NKn(R;Rα, Rβ) = 0 for all n ∈ Z.

(b) If R is quasi-regular, then NKn(R,Rα, Rβ) = 0 for all n ≤ 0.

(This result is due to A. Kuku and G. Tang; see theorem 7.5.7 or [123])
and is a consequence of (5) on the previous page.)

(7) Let V = G0 ∗H G1 , [G0 : H ] = 2 = [G1, H ]. Then, NKn(ZH,Z[G0 −
H ],Z[G1 −H ]) = 0 for n ≤ −1.

(This result is due to A. Kuku and G. Tang; see theorem 7.5.8 or [123].)

V: Higher K-theory

(1) Let A be any finite ring. Then, for all n ≥ 1,

(i) Kn(A) is a finite group.

(ii) Gn(A) is a finite group.

(iii) G2n(A) = 0.

Note Above results apply to finite groupings, e.g., A = RG, G any
finite group, R any finite ring.

(The result above is due to A. Kuku; see theorem 7.1.2 or [106, 112].)

(2) Let F be a p-adic field with ring of integers R, Γ a maximal R-order is
a semi-simple F -algebra Σ. Then, for all n ≥ 1,

(i) SK2n(Γ) = 0.

(ii) SK2n−1(Γ) = 0 iff Σ is unramified over its center.

Note The result above applies to grouprings Γ = RG where the order
of G is relatively prime to p.

(This result is due to A. Kuku; see theorem 7.1.3 or [107].)

(3) Let K be a p-adic field with ring of integers R, and let k be the residue
field of K. Assume that (|k| = q). Let Γ be a maximal R-order in
a central division algebra D of dimension t2 over K. Then, for all
n ≥ 1, |SK2n−1(Γ)| = (qnt − 1)/(q − 1).

(This result is due to M. E. Keating; see [99] or theorem 7.1.2.)

(4) Let F be a complete discretely valued field with finite residue field of
characteristic p (e.g., a p-adic field). Let R be the ring of integers of F ,
Γ a maximal order in a central division algebra, Γ the residue class field
of Γ. Then, for all n ≥ 1, Kn(Γ)⊗ Ẑq � Kn(Γ)⊗ Zq for q 	= p.

(This result is due to A. Suslin and A.V. Yufryakov; see [204].)

(5) Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra Σ. Then, for all n ≥ 1.
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(a) Kn(Λ) is a finitely generated Abelian group.

(b) SKn(Λ) is a finite group.

(c) SKn(Λ̂p) is finite (or zero) for any prime ideal p of R.

(This result is due to A.O. Kuku; see theorem 7.1.11 or [112, 113].)

Note The result holds for Λ = RG, Λ̂p = R̂pG).

(6) Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra Σ. Then, for all n ≥ 1,

(a) Gn(Λ) is a finitely generated Abelian group.

(b) SG2n−1(Λ) is finite and SG2n(Λ) = 0.

(c) SG2n−1(Λ̂p), SG2n−1(Λ̂p) are finite of order relatively prime to the
rational prime p lying below p, and SG2n(Λp) = SG2n(Λ̂p) = 0.

(This result is due to A. Kuku; see theorem 7.1.15 or [109, 110].)

Note also that the results hold for Λ = RG, Λ̂p = R̂pG,Λp = RpG.

(7) Let R be a Dedekind domain with quotient field F , Λ an R-order in a
semi-simple F -algebra. Assume that

(i) SG1(Λ) = 0.

(ii) Gn(Λ) is a finitely generated Abelian group.

(iii) R/p is finite for all primes p of R.

(iv) If ζ is an ls-th root of unity for any rational prime l and positive
integer s, R the integral closure of R in F (ζ), then SG1(R⊗RΛ) =
0. Then SGn(Λ) = 0 for all n ≥ 1.

Hence, if R is the ring of integers in a number field F , and G a finite
group, then SGn(RG) = 0 for all n ≥ 1.

(This result is due to R. Laubenbacher and D. Webb; see theorem 7.1.15
or [131].)

(8) Let R be the ring of integers in a number field F , A any R-algebra
finitely generated as an R-module. Then, Gn(A) is a finitely generated
Abelian group.

(This result is due to A. Kuku; see theorem 7.1.14 or [112].)

(9) Let G be a finite p-group. Then, for all n ≥ 1,

(a) SK2n−1(ZG) is a finite p-group.

(b) For any rational prime l, SK2n−1(ẐG) is a finite p-group (or zero).

(This result is due to A. Kuku; see theorem 7.1.17 or [121].)
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(10) Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra Σ, Γ a maximal R-order containing Λ. Then, for
all n ≥ 2, rank Kn(Λ) = rank Kn(Γ) = rank Gn(Λ) = rank Kn(Σ).
Hence, if G is a finite group, then,

rank Kn(RG) = rank Kn(Γ) = rank Gn(RG) = rank Kn(FG).

(This result is due to A. O. Kuku; see theorem 7.2.1 or [115].)

(11) Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra. Then, for all n ≥ 1, K2n(Λ), G2n(Λ) are finite
groups.

Hence, K2n(RG), G2n(RG) are finite groups for any finite group G and
all n ≥ 1.

(This result is due to A. Kuku; see theorem 7.2.7 or [12].)

(12) Let Cp be a cyclic group of order p (p a prime). Assume that n ≥ 2 and
p ≡ 3(4) or p ≡ 5(8). Then we have isomorphisms

K2n−1(ZCp)(2) ∼= K2n−1(Z)(2)

and
K2n−2(ZCp)(2) ∼= K2n−2(Z(ζp))(2)⊕K2n−2(Z)(2)

(This result is due to P. Ostvaer; see [160].)

(13) Let p ≡ 5(8) and let n be an odd integer. Then we have isomorphism

K2n−1(ZCp)(2) � K2n−1(Z)(2).

Moreover, for n ≡ 3(4), we have an isomorphism K2n−2(ZCp)(2) �
K2n−2(Z[ζp])(2)⊕K2n−2(Z)(2)(I). If n ≡ 1(4), then (I) is true provided
p is a two-regular prime.

(Recall that a prime number p is two-regular if the 2-rank of the Picard
group of the two-integers in Q(ζp) equals zero, and 2 is a primitive root
mod(p).

(The result above is due to P. Ostvaer; see [160].)

(14) Let G be a finite Abelian group, R a Noetherian ring. Then, in the
notation of 7.3.1, Gn(RG) � ⊕C∈X(G)Gn(R〈C〉) where C runs through
the cyclic quotient of G.

(This result is due to D. Webb; see theorem 7.3.1 or [232].)
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(15) Let H be a non-abelian group of order pq, p|q − 1. Let G1 denote the
unique subgroup of order p of Gal(Q(ζq)/Q). Then,

Gn(ZH) � Gn(Z)⊕Gn(Z[ζp,
1
p
]⊕Gn(Z[ζq ,

1
q
]G1))for all n ≥ 0.

(This result is due to D. Webb; see proposition 7.3.1 or [231].)

(16) Let D2s be the Dihedral group of order 2s. Then,

Gn(ZD2s) � Gn(Z)⊕Gn(Z[
1
2
])ε ⊕ ⊕

d|s
d>2

Gn(Z[ζd,
1
d
]+).

where ε =

{
1 if n is odd
2 if n is even,

and Z[ζd, 1
d ]+ is the complex conjugation-invariant subring of Z[ζd, 1

d ].

(This result is due to D. Webb; see proposition 7.3.2 or [231].)

(17) For the symmetric group S3, G3(ZS3) � Z/48⊕ Z/48.

(This result is due to D. Webb; see example 7.3.1 or [231].)

(18) Let H be the generalized quaternion group of order 4.2s. Then, in the
notation of 7.3.3,

G∗(ZH) � ⊕G∗(Z[ζ2j ,
1
2j

])⊕G∗(Γ[
1

2s+1
])⊕G∗(Z[

1
2
])2.

(This result is due to D. Webb; see proposition 7.3.3 or [231].)

(19) Let R be a Noetherian ring and H a finite p-group (p a prime), Γ a
maximal Z-order in QH containing ZH . Then, in the notation of 7.3.11,
we have

Gn(RH) � ⊕Gn(R ⊗Z Γρ)

where X(H) is the set of irreducible rational representation of H .

(This result is due to Hambleton, Taylor, and Williams; see theorem
7.3.5 or [76]. The result is also true for nilpotent groups; see [76].)

(20) Let R be the ring of integers in a number field, Λ an R-order is a semi-
simple F -algebra. Then,

(a) Cln(Λ) is a finite group for all n ≥ 1.

(b) For all n ≥ 1, p-torsion in Cl2n−1(Λ) can occur only for primes p
lying below prime ideals p at which Λ̂p is not maximal.
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(c) For any finite group G, and all n ≥ 1, the only possible p-torsion
in Cl2n−1(RG) is for those primes p dividing the order of G.

(Results (b) (c) are due to M. Kolster and R. Laubenbacher; see theorem
7.4.4 and Corollary 7.4.1 or [102]. Result (a) is due to A. Kuku; see
theorem 7.1.11(ii).)

(21) Let Sr be the symmetric group on r letters, and let n ≥ 0. Then,
Cl4n+1(ZSr) is a finite 2-torsion group, and the only possible odd torsion
in Cl4n−1(ZSr) are for odd primes p such that p−1

2 divides n.

(This result is due to Kolster and Laubenbacher; see theorem 7.4.6
or [102].)

(22) Let D2r be the dihedral group of order 2r. If the local Quillen - Lichten-
baum conjecture is true, then Cl4n+1(ZD2r) is a finite 2-torsion group.

(This result is due to Kolster and Laubenbacher; see theorem 7.4.7
or [102].)

(23) Let F be a number field with ring of integers R, Λ a hereditary R-order
in a semi-simple F -algebra or an Eichler order in a quaternion algebra.
Then the only p-torsion possible in Cl2n(Λ) is for those primes p lying
below the prime ideals p of R at which Λ̂p is not maximal.

(This result is due to Guo and Kuku and is proved for “generalized
Eichler orders”, which combine the properties of hereditary and Eichler
orders; see theorem 7.4.10 or [74].)

(24) Let R be the ring of integers in a number field F , Λ any R-order in
a semi-simple F -algebra Σ, α an autopmorphism of Λ. Then, for all
n ≥ 0,

(a) NKn(Λ, α) is s-torsion for some positive integer s. Hence,
rank Kn(Λα(t)) = rank Kn(Λ) and is finite.

(b) If G is a finite group of order r, then NKn(RG,α) is r-torsion
where α is the automorphism of RG induced by that of G.

(This result is due to A.O. Kuku and G. Tang; see theorem 7.5.4
or [123].)

(25) Let R be the ring of integers in a number field F , V = G�α, T the
semi-direct product of a finite group G of order r with an infinite cyclic
group T = 〈t〉 with respect to the automorphism α : G→ G : g → tgt−1.
Then, for all n ≥ 0, we have

(a) Gn(RV ) is a finitely generated Abelian group.

(b) NKn(RV ) is r-torsion.



416 A.O. Kuku

(This result is due to A.O. Kuku and G. Tang; see theorem 7.5.5
or [123].)

(26) Let V be a virtually infinite cyclic group of the form V = G0 ∗H G1

when the groups Gi, i = 0, 1 and H are finite, and [Gi : H ] = 2. Then,
in the notation of 7.5.3, the Nil groups NKn(ZH ; Z[G0−H ],Z[G1−H ])
are |H |-torsion for all n ≥ 0.

(This result is due to A. Kuku and G. Tang; see theorem 7.5.8 or [123].)

(27) Let F be a number field and Σ a semi-simple F -algebra, WKn(Σ) the
Wild kernel of Σ (see definition 7.1.1). Then, WKn(Σ) is a finite group
for all n ≥ 0.

(This result is due to X. Guo and A. Kuku; see theorem 7.1.8 or [72].)

(28) Let k be a field of characteristic p, and G a finite or profinite group.
Then, for all n ≥ 0, the Cartan map Kn(kG) → Gn(kG) induces iso-
morphisms Z( 1

p )⊗Kn(kG) → Z( 1
p )⊗Gn(kG).

(For finite groups the result is due to A. Dress and A. Kuku; see theorem
10.4.1 or [53]. The extension to profinite groups is due to A. Kuku; see
theorem 11.1.2 or [109].)

(29) Let p be a rational prime, k a field of characteristic p, G a finite group.
Then, for all n ≥ 1,

(a) K2n(kG) is a finite p-group.

(b) The Cartan map ϕ2n−1 : K2n−1(kG) → G2n−1(kG) is surjective,
and Kerϕ2n−1 is Sylow-p-subgroup of K2n−1(kG).

(This result is due to A. Kuku; see theorem 10.4.2 or [112].)

(30) Let k be a field of characteristic p, C a finite EI category. Then, the
Cartan homomorphism Kn(kC) → Gn(kC) induces isomorphism Z( 1

p )⊗
Kn(kC) � Z( 1

p )⊗Gn(kC).

(This result is due to A. Kuku; see theorem 7.6.5 or [114].)

(31) Let R be a Dedekind ring, G a finite group, M any of the Green mod-
ules Kn(R−), Gn(R−), SKn(R−), SGn(R−), Cln(R−) over Green ring
G0(R−), P a set of rational primes, ZP = Z[1q |q /∈ P ]. Then, ZP ⊗M
is hyperelementary computable.

(This result is due to A. O. Kuku; see theorem 10.4.3 or [108].)

(32) Let C be an exact category such that there exists a pairing C × C → C :
(X,Y ) → X · Y , which is naturally associative and commutative and
such that C has an object E such that E ◦ X = X ◦ E for all X ∈ C.
Let G be a profinite group and S, T,G-sets, P a set of natural primes.
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Let M be any of the functors KG
n (−, C, T ), PGn (−, C, T ). Then, in the

notation of 11.2.1 and 11.2.2 we have (G : GS)ṔĤ(M) = 0 for all i ∈ Z.

(This result is due to A. Kuku; see theorem 11.2.2 or [109].)

(33) Let G be a compact Lie group, M(C) the category of finite-
dimensional complex vector spaces. Then, in the notation and terminol-
ogy of 12.3, KG

n (−M(C)) is hyperelementary computable (see theorem
12.3.3 or [116]).

(This result is due to A. Kuku.)

(34) Let C be a finite EI category, R the ring of integers in a number field of
F . Then, for all n ≥ 0,

(a) Kn(RC) is a finitely generated Abelian group.

(b) Gn(RC) is a finitely generated Abelian group.

(c) SGn(RC) = 0.

(d) SKn(RC) is a finite group.

(This result is due to A. Kuku; see corollary 7.6.12 and 7.6.15.)

(35) Let R be the ring of integers in a number field, G a finite group.
Then, the Waldhausen’s K-groups of the category (Chb(M(RG)), ω) of
bounded complexes of finitely generated RG-modules with stable quasi-
isomorphisms as weak equivalences are finite Abelian groups.

(This result is due to A.O. Kuku; see chapter 13 or [122].)

(36) Let C be an exact category such that Kn(C) is finitely generated. Then,
Kn(C) ⊗ Ẑ� � Kpr

n (C, Ẑ�) � Kn(C, Ẑ�) are an �-complete profinite A-
belian group.
E.g., C = P(Λ),M(Λ) where Λ is an order in a semi-simple algebra over
a number field.

(This result is due to A.O. Kuku; see 8.2.3 or [117].)

(37) Let p be a rational prime, F a p-adic field, R the ring of integers of F , Λ
any R-order in a semi-simple F -algebra Σ, � a rational prime such that
� 	= p. Then, for all n ≥ 2,

(i) Kpr
n (Σ, Ẑ�) � Kn(Σ, Ẑ�) is an �-complete profinite Abelian group.

(ii) Gprn (Λ, Ẑ�) � Gn(Λ, Ẑ�) is an �-complete profinite Abelian group.

(This result is due to A.O. Kuku; see theorems 8.3.1 and 8.3.3 or [117].)

(38) Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra Σ, p a prime ideal of R, � a rational prime such
that � 	= char(R/p). Then, for all n ≥ 1,
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(i) Gn(Λ)� are finite groups.

(ii) Kn(Σ̂p)� are finite groups.

(iii) If Λ satisfies the hypothesis of theorem 8.1.2, we also have that
Kn(Λ̂p)� are finite groups.

(The result above is due to A.O. Kuku; see theorems 8.3.4 and 8.3.5
or [117].)

(39) Let R be the ring of integers in a p-adic field F , Λ any R-order in a
semi-simple F -algebra, Kc

n(Λ) continuous K-theory of Λ. Then, for all
n ≥ 1,

(i) Kc
n(Λ) is a profinite group.

(ii) Kc
2n(Λ) is a pro-p-group.

(The result above is due to A.O. Kuku; see theorem 8.4.1 or [117].)
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B Some open problems

1. Let G be a finite group, p a rational prime.

Question Is SK2n−1(ẐpG) a finite p-group for all n ≥ 1?

For n = 1, a positive answer is due to C.T.C. Wall (see [229]). For G
a finite p-group, and for all n ≥ 1, an affirmative answer is due to A.
Kuku (see [121] or theorem 7.1.17).

2. Let T be a category whose objects have the form R = (R,B0, B1) where
R is a ring and B0, B1 are R-bimodules (see 4.5.4). Then, as in 4.5.5,
there exists a functor ρ : T → Rings defined by ρ(R) := Rρ as in 4.5.5.
Recall that NKn(Rρ) := Ker(Kn(Rρ) → Kn (R 0

0 R )) for all n ∈ Z.
For R ∈ T , the Waldhausen Nilgroups NilWn−1(R) are also defined (see
definition 4.5.2). In [36], F. Conolly and M. Da Silva prove that, for
n ≤ 1, NKn(Rρ) � NilWn−1(R).

Question Is NKn(Rρ) � NilWn−1(R) for all n > 1?

3. Torsion in even-dimensional higher class groups

Let F be a number field with ring of integers R, Λ any R-order in
a semi-simple F -algebra. In [102], (also see 7.4) M. Kolster and R.
Laubenbacher proved that for all n ≥ 1, the only p-torsion possible in
Cl2n−1(Λ) is for those rational primes p that lie under the prime ideals
of R at which Λ is not maximal. The question arises whether a similar
result is true for Cl2n(Λ) for all n ≥ 1. Guo and Kuku proved in [74]
(also see 7.4) that the result holds for “generalized Eichler orders”, which
include Eichler orders in quaternion algebras and hereditary orders. It
is still open to prove this result for arbitrary orders. Note that when
Λ = RG, G a finite group, the anticipated result implies that p-torsion
occurs in Cl2n(RG) only for primes p dividing the order of G.

4. Let F be a number field, D a central division algebra over
F ,WKn(D)n ≥ 0 the wild kernel of D (see definition 7.1.1).

Question Is WKn(D)(l) � divKn(D)(l) for all n ≥ 1, and any rational
prime l?

In connection with this question, X. Guo and A. Kuku proved in [72]
that if (D : F ) = m2, then,

(i) div(Kn(D))(l) = WKn(D)(l) for all odd primes l and all n ≤ 2;

(ii) If l does not divide m, then divK3(D)(l) = WK3(D)(l) = 0;

(iii) If F = Q and l does not divide m, then div Kn(D)(l) ⊂
WKn(D)(l) for all n. (see [72] theorem 3.4).
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Note that the question above is a generalization of a conjecture in [12]
by Banaszak et al. that, for any number field F , WKn(F )(l) =
divKn(F )(l). This conjecture was shown in [12] to be equivalent to
the Quillen - Lichtenbaum conjecture under certain hypothesis.

5. Let C be an arbitrary EI category, R a commutative ring with identity.

Problem Analyze the group structure of Kn(RC).

Note that A. Kuku showed in [114] (see 7.6) that if R is the ring of
integers in a number field, and C a finite EI category, then Kn(RC) is
a finitely generated Abelian group.

6. Compute Kn(R), n ≥ 0, R an Artinian ring with maximal ideal m, such
that mr = 0 for some integer r. Note that Gn(R) is well understood via
Devissage. (see Example 6.1.1).

7. Generalize the Devissage theorem to Waldhausen categories.

8. Formulate a profinite K-theory for Waldhausen categories. Note that
this has been done by Kuku for exact categories (see [117] or Chapter
8) with applications to orders and groupings.

9. Let X be an H-space, m a positive integer. Then the mod-m Hurentz
map hn : πn(X,Z/m) → Hn(X,Z/m) is defined by α ∈ [Mn

m, X ] →
α(εn) where εn is the canonical generator of Hn(Mn

m,Z/m) correspond-
ing to 1 ∈ Hn(Sn,Z/m) under the isomorphism α : Hm(Mn

m,Z/m) �
Hn(Sn,Z/n) � Z/m. Compute the kernel and cokernel of hn especially
for X = BQC,C = P(Λ),M(Λ) where Λ are R-orders, R being the ring
of integers in number fields and p-adic fields.

10. Generalize Soule’s construction of Hk
ét(A, μ

⊗i
ε ) for commutative rings to

non-commutative rings, e.g., A = maximal order in a central division al-
gebra over number fields and hence to some accessible non-commutative
groupings. Then, compute the resulting etále non-commutative Chern
characters Kn(A) → Hk

er(A, μ⊗iε ).

11. Generalize the profinite K-theory for exact categories discussed in chap-
ter 8 to Waldhausen categories W and apply this to the category
W = Chb(C) of bounded chain complexes in an exact category C where
C = P(Λ), and M(Λ) and Λ are orders in semi-simple algebras over
number fields and p-adic fields.

12. Compute Kn(RG) for various finite and/or discrete groups G. Obtain
decompositions for Kn(RG) analogous to those discussed in 7.3.

13. Let V = G �α T be a virtually infinite cyclic group, R the ring of
integers of a number field F . It is known (see 7.5.5(ii)) that K−1(RV )
is a finitely generated Abelian group.

Question What is the rank of K−1(RV )?
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14. Prove (or disprove) the Hsiang vanishing conjecture, which says that for
any discrete group G, Kn(ZG) = 0 for all n ≤ −2.

Note This conjecture has been proved by Farrell and Jones for all sub-
groups of co-compact discrete subgroups of Lie groups (see [55]); also
for finite groups by Carter (see theorem 4.4.7 or [32]) and for virtually
infinite cyclic groups V = G�α T . (See theorem 7.5.5 (1).)

15. Let F be a totally real field with ring of integers R, Λ any R-order in a
semi-simple F -algebra.

Question Is K4n+3(Λ) a finite group for all n ≥ 1?

Note The above result is true for Λ commutative.

16. Let R be a discrete valuation ring with unique maximal ideal m = sR.
Let F be the quotient field of R. Then, F = R(1/s). Put k = R/m.
Gerstein’s conjecture says that for all n ≥ 0, we have a short exact
sequence

0 → Kn(R) αn−−→ Kn(F )
βn−−→ Kn−1(k) → 0.

This conjecture is known to be true in several cases outlined in Examples
6.2.1(iii).

Problem Prove (or disprove) this conjecture for the case char(R) = 0
or char(k) = p.

17. Let R be the ring of integers in a number field F , Λ any R-order in a
semi-simple F -algebra Σ, p a prime ideal of R, � a rational prime.

Question Is Kpr
n (Λ̂p,Z�) �-complete? Note that it is weakly �-complete

(see remarks 8.3.2).

18. Let A be a ring and S a central multiplicative system in A. Let HS(A)
be the category of finitely generated S-torsion A-modules of finite ho-
mological dimension.

Problem Obtain a good understanding of Kn(HS(A)) for various rings
A and, in particular, for A = RG, G a finite group, R the ring of integers
in a number field or p-adic field.

Let B be the category of modulesM ∈ HS(A) with resolution 0 → Rn →
Rn → M → 0. Is 0 → Kn(B) → Kn(HS(A)) → Kn(A) → Kn(AS)
exact for all n ≥ 1? This is true for n = 0.
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[49] A.W.M. Dress, On relative Gröthendieck rings, Springer Lect. Notes
448 (1975) 79 - 131.

[50] A.W.M. Dress, Induction and structure theorems for orthogonal repre-
sentations of finite groups, Ann. Math. 102 (1975) 291 - 325.

[51] A.W.M. Dress, The weak local-global principle in algebraic K-theory,
Comm. Algebra 3(7) (1975) 615 - 661.



426 References

[52] A.W.M. Dress and A.O. Kuku, A convenient setting for equivariant
higher algebraic K-theory, Proc. of the Oberwolfach Conference (1980),
Springer Lect. Notes 966 (1982) 59 - 68.

[53] A.W.M. Dress and A.O. Kuku, The Cartan map for equivariant higher
algebraic K-groups, Comm. Algebra 9(7) (1981) 727 - 746.

[54] F.T. Farrell and L.E. Jones, Isomorphic conjectures in algebraic K-
theory, J. Am. Math. Soc. 6 (1993) 249 - 297.

[55] F.T. Farrell and L.E. Jones, The lower algebraic K-theory of virtually
infinite cyclic groups, K-theory 9 (1995) 13 - 30.

[56] G. Garkusha, On the homotopy cofibre spectrum of K(R) → G(R), J.
Algebra Appl. (1), 3 (2002) 327 - 334.

[57] G. Garkusha, Systems of diagram categories and K-theory, Math. Z.
(to appear).

[58] S.M. Gersten, Higher K-theory of rings, Lect. Notes in Math., Springer-
Verlag 341, 43 - 56.

[59] S.M. Gersten, Some exact sequences in the higher K-theory of rings,
SLN 341 (1973) 211 - 244.

[60] S.M. Gersten, The localization theorem for projective modules, Comm.
Algebra 2 (1974) 307 - 350.

[61] D. Goswami and A.O. Kuku, A complete formulation of the Baum -
Connes conjecture for the action of discrete quantum groups, K-theory
30 (2003) 341 - 363.

[62] D. Grayson, Higher Algebraic K-theory II (after Daniel Quillen), Lect.
Notes in Math. 551 (1976) 217 - 240.

[63] J.A. Green, On the indecomposable representations of a finite group,
Math. Z. 70 (1959) 430 - 445.

[64] J.A. Green, Axiomatic representation theory for finite groups, J. Pure
Appl. Algebra 1(1) (1971) 41 - 77.

[65] S. Green, D. Handelman and P. Roberts, K-theory of finite dimensional
division algebras, J. Pure Appl. Algebra 12 (1978) 153 - 158.

[66] J.P.C. Greenlees, Some remarks on projective Mackey functors, J. Pure
Appl. Algebra 81 (1992) 17 - 38.

[67] J.P.C. Greenlees and J.P. May, Generalized Tate cohomology, Mem.
AMS 543 (1995).

[68] J.P.C. Greenlees, Rational Mackey functors for compact Lie groups,
Proc. Lond. Math. Soc. 76(3) (1998) 549 - 578.



References 427

[69] J.P.C. Greenlees, J.P. May, and J.M. James (Eds.), Equivariant stable
homotopy theorem, Handbook of Algebraic Topology (1999), Elsevier,
Amsterdam.

[70] J.P.C. Greenlees and J.P. May, Some remarks on the structure of Mack-
ey functors, Proc. Am. Math. Soc. 115(1), 237 - 243.

[71] M. Gromov, Spaces and Questions, Geom. Funct. Anal. (special volume
Part I) GAFA (2000) 118 - 161.

[72] X. Guo and A.O. Kuku, Wild kernels for higher K-theory of division and
semi-simple algebras, Beitrage zür Algebra und Geometrie (to appear).

[73] X. Guo, A.O. Kuku, and H. Qin, K2 of division algebras, Comm. Alge-
bra 33(4) (2005) 1073 - 1081.

[74] X. Guo and A.O. Kuku, Higher class groups of generalised Eichler or-
ders, Comm. Algebra 33 (2005) 709 - 718.

[75] X. Guo and A.O. Kuku, Higher class groups of locally triangular orders
over number fields (preprint).

[76] I. Hambleton, L. Taylor and B. Williams, On Gn(RG) for G a finite
nilpotent group, J. Algebra 116 (1988) 466 - 470.

[77] I. Hambleton and E.K. Pedersen, Identifying assembly maps in K- and
L-theory, Math. Ann. 328(1) (2004) 27 - 58.

[78] D. Harmon, NK1 of finite groups, Proc. Am. Math. Soc. 100(2) (1987)
229 - 232.

[79] R. Hartshore, Algebraic Geometry, Springer-Verlag, New York, 1977.

[80] A. Hatcher and J. Wagoner, Pseudo-isotopies on comapct manifolds,
Asterisq 6 (1973).

[81] A. Heller, Some exact sequences in algberaic K-theory, Topology 4
(1965) 389 - 408.
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