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Preface

In the early 1920s M. Morse discovered that the number of critical points
of a smooth function on a manifold is closely related to the topology of the
manifold. This became a starting point of the Morse theory which is now
one of the basic parts of differential topology. Reformulated in modern
terms, the geometric essence of Morse theory is as follows. For a C∞
function on a closed manifold having only non-degenerate critical points (a
Morse function) there is a chain complex M∗ (the Morse complex) freely
generated by the set of all critical points of f , such that the homology ofM∗
is isomorphic to the homology of the manifold. The boundary operators
in this complex are related to the geometry of the gradient flow of the
function.

It is natural to consider also circle-valued Morse functions, that is, C∞
functions with values in S1 having only non-degenerate critical points. The
study of such functions was initiated by S. P. Novikov in the early 1980s
in relation to a problem in hydrodynamics. The formulation of the circle-
valued Morse theory as a new branch of topology with its own problems
and goals was outlined in Novikov’s papers [102], [105].

At present the Morse-Novikov theory is a large and actively develop-
ing domain of differential topology, with applications and connections to
many geometrical problems. Without aiming at an exhaustive list, let us
mention here applications to the Arnol’d Conjecture in the theory of La-
grangian intersections, fibrations of manifolds over the circle, dynamical
zeta functions, and the theory of knots and links in S3. The aim of the
present book is to give a systematic treatment of the geometric foundations
of the subject and of some recent research results.

The central geometrical construction of the circle-valued Morse theory
is the Novikov complex, introduced by Novikov in [102]. It is a general-
ization to the circle-valued case of its classical predecessor — the Morse
complex. Our approach to the subject is based on this construction.

We begin with a detailed account of several topics of the classical Morse
theory with a special emphasis on the Morse complex. Part 1 is introduc-
tory: we discuss Morse functions and their gradients. The contents of the
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first chapter of Part 2 is the Kupka-Smale Transversality theory; then we
define and study the Morse complex.

In Part 3 we discuss the notion of cellular gradients of Morse functions,
introduced in the author’s papers [113], [108]. To explain the basic idea,
we recall that for a Morse function f : W → [a, b] on a cobordism W
the gradient descent determines a map (not everywhere defined) from the
upper boundary f−1(b) to the lower boundary f−1(a). It turns out that
for a C0-generic gradient this map can be endowed with a structure closely
resembling the structure of a cellular map. We work in this part only
with real-valued Morse functions, however the motivation comes from later
applications to the circle-valued Morse theory.

In Part 4 we proceed to circle-valued Morse functions. In Chapter 11
we define the Novikov complex. Similarly to the Morse complex of a real-
valued function, the Novikov complex of a circle-valued Morse function is
a chain complex of free modules generated by the critical points of the
function. The difference is that the base ring of the Novikov complex is no
longer the ring of integers, but the ring L of Laurent series in one variable
with integral coefficients and finite negative part. The homology of the
Novikov complex can be interpreted as the homology of the underlying
manifold with suitable local coefficients.

The boundary operators in the Novikov complex are represented by
matrices with coefficients in L (the Novikov incidence coefficients). One
basic direction of research in the Morse-Novikov theory is to understand
the properties of these Laurent series. The Novikov exponential growth
conjecture says that these series always have a non-zero radius of conver-
gence. A theorem due to the author (1995) asserts that for a C0-generic
gradient v of a circle-valued Morse function, every Novikov incidence coef-
ficient is the Taylor series of a rational function. This theorem is the basis
for the contents of Chapter 12. The reader will note that in general we
emphasize the C0 topology in the space of C∞ vector fields; we believe that
it is the natural framework for studying the Morse and Novikov complexes.

These results are then applied in Chapter 13 to the dynamics of the
gradient flow of the circle-valued Morse functions. We obtain a formula
which expresses the Lefschetz zeta functions of the gradient flow in terms
of the homotopy invariants of the Novikov complex and the underlying
manifold.

The last chapter of the book contains a survey of some further develop-
ments in the circle-valued Morse theory. The exposition here is more rapid
and we do not aim at a systematic treatment of the subject. I have chosen
several topics which are close to my recent research: the Witten framework
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for the Morse theory, the theory of fibrations of manifolds over a circle and
the circle-valued Morse theory for knots and links.

Brief historical comments can be found in the concluding sections of
Parts 2, 3 and 4, and some more remarks are scattered through the text.
However I did not aim to present a complete historical overview of the
subject, and I apologize for possible oversights.

The book is accessible for 1st year graduate students specializing in
geometry and topology. Knowledge of the first chapters of the textbooks
of M. Hirsch [61] and A. Dold [29] is sufficient for understanding most
of the book. When we need more material, a brief introduction to the
corresponding theory is included. This is the case for the Hadamard-Perron
theorem (Chapter 4) and the theory of Whitehead torsion (Chapter 13).
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Introduction

A C∞ function f : M → R on a closed manifold M must have at least
two critical points, namely maximum and minimum. This lower bound for
the number of critical points is far from exact: the existence of a function
on M with precisely two critical points implies a strong restriction on the
topology of M . Indeed, let v be the gradient of f with respect to some
Riemannian metric, so that

〈v(x), h〉 = f ′(x)(h)

for every x ∈M and every h ∈ TxM (here 〈 , 〉 denotes the scalar product
induced by the Riemannian metric). Assuming that f has only two critical
points: the minimum A and the maximum B, the vector field v has only
two equilibrium points: A and B, and it is not difficult to see that every
non-constant integral curve γ of v has the following property:

lim
t→∞ γ(t) = B, lim

t→−∞ γ(t) = A.

Therefore the one-point subset {B} is a deformation retract of the subset
M \ {A}. The deformation retraction is shown in the next figure:

A

B
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M \{A} is deformed onto B along the flow lines of v. In particular M \{A}
is contractible, and it is not difficult to deduce that M is a homological
sphere.

This example suggests that the homology of M can provide efficient
lower bounds for the number of critical points of a C∞ function on a man-
ifold. Such estimates were established by M. Morse in his seminal paper
[98]. Here is an outline of his discovery. Recall that a critical point p of a
function f is called non-degenerate if the matrix of the second order partial
derivatives of f at p is non-degenerate. The number of the negative eigen-
values of this matrix is called the index of p. We shall consider only C∞
functions whose critical points are all non-degenerate (Morse functions).
Let f : M → R be such a function. Put

Ma = {x ∈M | f(x) � a}.

M. Morse shows that if an interval [a, b] contains no critical values of f ,
then Ma has the same homotopy type as Mb. If f−1

(
[a, b]

)
contains one

critical point of f of index k, then Mb has the homotopy type of Ma with
one k-cell attached. The classical example below illustrates this principle.
Here M is the 2-dimensional torus T2 embedded in R3, and f is the height
function.

R

b

a

f
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The homotopy type of Mb is clearly the homotopy type of Ma with a one-
dimensional cell e1 attached:

MbMa Ma ∪ e1
∼

Returning to the general case, it is not difficult to deduce that the
manifold M has the homotopy type of a CW complex with the number of
k-cells equal to the number mk(f) of critical points of f of index k. This
leads to the Morse inequalities:

mk(f) � bk(M) + qk(M) + qk−1(M)

where bk(M) is the rank of Hk(M) and qk(M) is the torsion number of
Hk(M), that is, the minimal possible number of generators of the torsion
subgroup of Hk(M). (This version of the Morse inequalities is due to E.
Pitcher [125]; it is slightly different from Morse’s original version.) The
applications of these results are too numerous to cite here; we will mention
only the classical theorem of M. Morse on the infinite number of geodesics
joining two points of a sphere Sn (endowed with an arbitrary Riemannian
metric) and the computation by R. Bott of the stable homotopy groups of
the unitary groups.

The construction described above can be developed further. Intuitively,
it is possible not only to obtain the number of cells of a CW complex X
homotopy equivalent to M , but also to compute the boundary operators in
the corresponding cellular chain complex. In more precise terms, starting
with a Morse function f : M → R and an f -gradient v, one can construct
a chain complex M∗ such that Mk is the free abelian group generated by
critical points of f of index k and the homology of M∗ is isomorphic to
H∗(M).

The explicit geometric construction of M∗ is a result of a long devel-
opment of the Morse theory (especially in the works of R. Thom [157],
S. Smale [150] [149], and E. Witten [163]). By definition, Mk is the free
abelian group generated by the set Sk(f) of all critical points of f of index
k. The boundary operator Mk → Mk−1 is defined as follows. Let v be
the Riemannian gradient for f with respect to a Riemannian metric on M .
For two critical points p, q of f with indp = ind q + 1, denote by Γ(p, q; v)
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the set of all flow lines of (−v) from p to q. It turns out that under some
natural transversality condition on the gradient flow, this set is finite. The
gradients satisfying this condition are called Kupka-Smale gradients, they
form a dense subset in the space of all gradients of f . One can associate a
sign ε(γ) = ±1 to each flow line γ of (−v) joining p with q (we postpone
all the details to Chapters 4 and 6). Summing up the signs we obtain the
so-called incidence coefficient of p and q:

n(p, q; v) =
∑

γ ∈ Γ(p,q; v)

ε(γ).

Now we define the boundary operator ∂k :Mk →Mk−1 as follows:

∂k(p) =
∑

q∈Sk−1(f)

n(p, q; v)q.

One can prove that ∂k ◦ ∂k+1 = 0 for every k and the homology of the
resulting complex is isomorphic to H∗(M). This chain complex is called
the Morse complex.

Here is a picture which illustrates the 2-torus case, considered above:

There are four critical points: one of index 0 (the minimum), one of index
2 (the maximum), and two critical points of index 1 (saddle points). There
are eight flow lines of (−v) joining the critical points of adjacent indices;
they are shown in the figure by curves with arrows. The Morse complex is
as follows:

0 � Z � Z2 � Z � 0
where all boundary operators are equal to 0.

It is natural to consider also the circle-valued Morse functions, that is,
C∞ functions with values in S1 having only non-degenerate critical points.
Identifying the circle with the quotient R/Z we can think of circle-valued
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Morse functions as multi-valued real functions : locally the value of such a
function is a real number defined up to an additive integer.

A systematic study of circle-valued Morse functions was initiated by
S. P. Novikov in 1980 (see [102]).† The motivation came from a problem
in hydrodynamics, where the application of the variational approach led to
a multi-valued Lagrangian (see the papers [101], [104]). The formulation
of the circle-valued Morse theory as a new branch of topology with its own
problems and goals was outlined in S. P. Novikov’s paper [102], and in
more detail in the survey paper [105].

The central geometric construction of the circle-valued Morse theory is
the Novikov complex which is a generalization to the circle-valued case of its
classical predecessor, the Morse complex. To understand the fundamental
difference between the constructions of the Morse complex and the Novikov
complex let us have a look at the following figure.

p

q

The shaded area depicts the manifold M ; p and q are critical points
of f . Contrary to the real-valued case a flow line of (−v) can turn around
several times; it can well happen that the set of flow lines joining p and q
is infinite, and we will not be able to apply the procedure described above
to the present situation. A way to overcome this difficulty was suggested
by S. P. Novikov: for each positive integer m one counts the flow lines of
(−v) joining p and q and intersecting m times a given level surface of f
(generically there is only a finite number of such flow lines). We obtain

† The first recorded instance of circle-valued Morse theory is most probably the paper
[124] by Everett Pitcher.
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integers nm(p, q; v) and form a power series in one variable

N(p, q; v) =
∑
m∈N

nm(p, q; v)tm ∈ Z[[t]]

(the Novikov incidence coefficient). For technical reasons it is convenient
to consider these series as elements of a larger ring, namely the ring

L = Z((t)) = {λ =
∑

m�m(λ)

amt
m | am ∈ Z}

of all Laurent series with integral coefficients and finite negative part. Let
Nk(f, v) be the free L-module freely generated by critical points of f of
index k. Introduce the homomorphism

∂k : Nk → Nk−1, ∂kp =
∑

q∈Sk−1(f)

N(p, q; v)q.

One can prove that ∂k ◦ ∂k+1 = 0 for every k. We obtain the Novikov
complex associated to the pair (f, v). The homology of this complex has
a natural geometric meaning. Namely, consider the infinite cyclic covering
M̄ → M induced by the map f : M → S1 from the universal covering
R→ S1. We obtain a commutative diagram

M̄

π

��

F �� R

��
M

f �� S1 .

Here F is a Morse function such that

F (tx) = F (x)− 1 for every x ∈ M̄,

and t is a generator of the structure group of the covering π. The homol-
ogy H∗(M̄) is a module over Z[t, t−1]. The basic property of the Novikov
complex is the following:

(1) H∗
(
N∗(f, v)

)
≈ H∗(M̄ )⊗

L
L

(where L = Z[t, t−1], L = Z((t))). This theorem was stated in [102], see
[110] for the proof. The ring L = Z((t)) is a principal ideal domain, and
an easy algebraic argument allows us to deduce from the isomorphism (1)
the following Novikov inequalities for the number mk(f) of critical points
of f of index k:

(2) mk(f) � b̂k(M) + q̂k(M) + q̂k−1(M)

where b̂k(M) is the rank of the L-module Ĥk(M̄ ) = Hk(M̄ )⊗
L
L and q̂k(M)

is the torsion number of this module.
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One can ask whether these inequalities are optimal, or exact: given a
manifold M and a cohomology class ξ ∈ H1(M) ≈ [M,S1] is there a func-
tion f : M → S1 whose homotopy class equals ξ and all these inequalities
are equalities? A theorem of M. Farber [30] says that this is the case for
any closed manifold M with π1(M) ≈ Z, dimM � 6 and any ξ �= 0. The
restriction on the fundamental group is essential for this theorem already
in the case when we expect the existence of a function f without critical
points, that is, a fibration over S1. Vanishing of the Novikov homology
Ĥ∗(M̄) is in general not sufficient for fibring the manifold. However the
construction of the Novikov complex can be generalized further to obtain
a more sophisticated version (the universal Novikov complex ) defined over
a certain completion of the group ring Z[π1(M)]. Using these tools it is
possible to obtain a necessary and sufficient homotopy-theoretic condition
for the existence of a fibration (this was done in the works of J.-C. Siko-
rav [147], the author [111], F. Latour [82], A. Ranicki [134], [132]). The
problem of existence of a fibration of a manifold over a circle had been
intensively studied in the 1960s and the 1970s and a homotopy-theoretic
criterium for the existence of a fibration was obtained in the works of W.
Browder and J. Levine [17], and T. Farrell [34]. Another approach was
developed by L. Siebenmann [144]. Thus the Novikov theory provides yet
another necessary and sufficient condition for fibring which at first glance is
completely different. A deeper analysis leads to the identification of the two
fibring obstructions; this was done by A. Ranicki [134], [132]. Thus the
Browder-Levine-Farrell-Siebenmann obstruction theory is embedded into
the Morse-Novikov theory as a particular case of “functions without criti-
cal points”. See Sections 2 and 3 of Chapter 14 for an introduction to this
subject.

Now let us have a closer look at the incidence coefficients N(p, q; v) =∑
nk(p, q; v)tk in the Novikov complex. These series contain a lot of in-

formation about the gradient flow, and it is natural to ask what are the
asymptotic properties of nk(p, q; v) when k → ∞. S. P. Novikov conjec-
tured that the coefficients nk(p, q; v) have at most exponential growth when
k → ∞. This conjecture remains one of the most challenging problems in
the field. See the works of V. I. Arnold [3], [4], [5], and of D. Burghelea
and S. Haller [19], where different aspects of the problem are discussed.

In 1995 the author proved that C0-generically the incidence coefficients
N(p, q; v) are rational functions of the variable t (see [112], [113]). Namely,
for every Morse function f : M → S1 there is a subset GC(f) of the space of
all f -gradients which is open and dense in C0-topology, such that for every
v ∈ GC(f) the Novikov incidence coefficients N(p, q; v) are Taylor series of
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rational functions. The elements of GC(f) are called cellular gradients. In
Chapter 12 we study cellular gradients and prove this rationality theorem.

Let us return now to the isomorphism (1) between the homology of
the Novikov complex and the completed homology of the infinite cyclic
covering. One can strengthen this result and construct a natural chain
equivalence

N∗(f, v)
φ� Δ∗(M̄)⊗

L
L,

where Δ∗(M̄) is the simplicial chain complex of M̄ . It turns out that this
chain equivalence is an important geometric invariant of the pair (f, v).
The source and the target of φ are free finitely generated complexes with
naturally arising free bases. A standard algebro-topological construction
associates to such a chain equivalence its Whitehead torsion. In the partic-
ular case of the ring L this torsion can be considered as an element w(f, v)
of the ring Z[[t]]. Define the Lefschetz zeta function of the gradient flow by
the following formula:

ζL(−v) = exp
(∑

γ

iF (γ)tn(γ)
)
∈ Z[[t]]

where the sum is extended over the set of all closed orbits γ of (−v) and
n(γ) ∈ N, iF (γ) ∈ Q are certain numerical invariants associated with each
closed orbit γ (see Chapter 13 for details). We prove that for a generic
f -gradient v we have

w(f, v) =
(
ζL(−v)

)−1
.

A relation between the torsion invariants of the Novikov complex and the
zeta function of the gradient flow was discovered in 1996 by M. Hutchings
and Y-J. Lee [64]. They treated the case when the Novikov complex be-
comes acyclic after taking the tensor product with Q((t)). Our approach is
based on the techniques of cellular gradients, which allows us to get rid of
the acyclicity assumptions and to generalize the formula above to the case
of the universal Novikov complexes. We first prove the result for cellular
gradients, and then deduce the general case by approximation techniques
(Chapter 13).

There is one class of spaces where circle-valued Morse functions appear
in a very natural way. Let K be a classical knot, that is, the image of a C∞
embedding of S1 to S3. The knot K is called fibred, if there is a C∞ map
f : S3 \K → S1 such that f has no critical points and the level surfaces of
f form an open book structure in a neighbourhood of K, as shown in the
next picture (here L0, Lπ/4, Lπ/2 denote the level surfaces corresponding to
the values respectively 0, π/4, π/2 ∈ S1):
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L0

Lπ/4

Lπ/2

K

Now let K be an arbitrary knot, non-fibred in general, and f : S3\K →
S1 be a Morse function such that its level surfaces form the open book
structure in a neighbourhood of K. It is not difficult to show that the
number of critical points m(f) of such a Morse function is finite. Put

MN (K) = minm(f)

where the minimum is taken over the set of all such Morse functions f (see
[119]). The Novikov inequalities (2) in this case are reduced to one single
inequality:

MN (K) � 2q1(S3 \K),
which is not exact in general. To obtain better lower bounds for MN (K),
the best tool would be the universal Novikov complex. However it is very
complicated algebraically and explicit computations with this complex are
at present beyond our reach. In a joint work with H. Goda we introduced
the twisted Novikov homology which is in a sense intermediate between the
Novikov homology (1) and the universal Novikov homology. On one hand
it reflects the essentially non-abelian structure of the knot groups, and on
the other hand it is effectively computable in many cases with the help of
modern software. A discussion of these invariants and related topics is the
contents of the last section of the book.





Part 1

Morse functions and vector fields
on manifolds





CHAPTER 1

Vector fields and C0 topology

It is well known that if a vector field v is close to a vector field w in C1

topology, then the integral curves of v are close to the integral curves of w
in C1 topology (see for example [28], Ch. 10, §7). Less well known is the
fact that the property cited above remains true if we replace C1 topology by
C0 topology . A statement of this kind can be found for example in [13] §4
“Continuity”. This C0-continuity property is the main topic of the present
chapter.

Before we start let us set the terminology. The term manifold means C∞
paracompact manifold without boundary, having a countable base. A closed
manifold is a compact manifold without boundary. The term manifold with
boundary or equivalently ∂-manifold means C∞ paracompact manifold with
possibly non-empty boundary, having a countable base (observe that the
boundary of a ∂-manifold may be empty). The term “smooth” is equivalent
to “C∞”.

1. Manifolds without boundary

1.1. Basic definitions. Let M be a C∞ manifold and v a C1 vector field
on M . Any C1 map γ : I → M defined on some open interval I ⊂ R and
satisfying the differential equation

γ′(t) = v(γ(t)) for every t ∈ I
will be called an integral curve of v.

An integral curve of v is called maximal if there exists no extension of
γ to an interval J with I � J .

For every α ∈ R and every x ∈ M there is a unique maximal integral
curve of v satisfying the initial condition

γ(α) = x

(this follows from the standard theorems on the existence and uniqueness
of solutions of differential equations).

If M is compact then every maximal integral curve is defined on the
whole of R.
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The value at t of the maximal integral curve γ satisfying γ(0) = x
will be denoted by γ(x, t; v). For the curve itself we shall use the notation
γ(x, ·; v). For a subset A ⊂ R we denote by γ(x,A; v) the set of all points
γ(x, t; v) with t ∈ A.

The restriction of the maximal integral curve γ(x, t; v) to the subset of
all non-negative t ∈ I will be called the trajectory of v or the v-trajectory
starting at x.

A subset X of M is called v-invariant, if

a ∈ X ⇒ γ(a, t; v) ∈ X for every t � 0.

A subset X of M is called ±v-invariant, if it is v-invariant and (−v)-
invariant. In other words, X is ±v-invariant, if every maximal integral
curve passing through a point of X never leaves X.

Two maximal integral curves γ1, γ2 of v are called equivalent if they
can be obtained one from another by reparameterization, that is, there is
C such that γ1(t + C) = γ2(t) for every t. The classes of equivalence of
maximal integral curves are called flow lines.

When every maximal integral curve of v is defined on the whole of R
we shall also use the notation

γ(x, t; v) = Φ(v, t)(x)

so that for every given t the map Φ(v, t) is a diffeomorphism of M onto
itself.

The set of all C1 vector fields on M is denoted by Vect1(M). Assume
now that M is endowed with a Riemannian metric and denote by || · ||
the induced norm on the tangent spaces. A vector field v on M is called
bounded if the function x �→ ||v(x)|| from M to R is bounded. The set of
all bounded vector fields of class C1 is denoted by Vect1

b(M). We endow
this space with the C0-norm

||v|| = sup
x∈M

||v(x)||.

The topology induced on this space by this norm is called C0-topology.
Observe, that the space Vect1b(M) is not a Banach space if dimM > 0, M �=
∅. The same definition and notation is valid also in the category of ∂-
manifolds.

1.2. The evaluation map. In this section M is a Riemannian C∞ man-
ifold (not necessarily compact). In the set

L = M ×R×Vect1
b(M)

consider the subset D consisting of all triples (x, t, v), such that the domain
of definition of the maximal integral curve of v passing through x at t = 0
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contains the interval [0, t].† In many cases D equals L; this occurs for
example for any compact manifold M . This is also the case for M = Rm

endowed with the Euclidean metric (see [13], Theorem 8 of Chapter 5).
For M =]0, 1[ (endowed with the Euclidean metric) the set D is a proper
subset of L.

We have the natural evaluation map

E : D →M, E(x, t, v) = γ(x, t; v).

We endow the vector space Vect1
b(M) with the C0-topology, and the space

L acquires the product topology.

Theorem 1.1. The set D is open and the map E : D →M is continuous.

Proof. We shall first do the particular case of Euclidean space (Lemma
1.2), and the general case will be reduced to this one.

Lemma 1.2. Theorem 1.1 is true when M is the space Rm endowed with
the Euclidean metric.

Proof. The set D is open since

D = L = Rm ×R×Vect1
b(R

m).

To prove the continuity of the map E we will apply the standard techniques
of approximate solutions from the elementary theory of differential equa-
tions. Recall that for a vector field v defined in Rm, a map φ : I → Rm

defined on some interval I is called an ε-approximate solution of the equa-
tion

(1) y′(t) = v(y(t))

if
||φ′(t)− v(φ(t))|| � ε for every t ∈ I.

Here is the basic result about ε-approximate solutions.

Theorem 1.3. [[21], Ch.2, §1.5] Let φ1, φ2 : I → Rm be ε1 — respectively
ε2 — approximate solutions of the equation (1) (where I = [0, t0] and t0 �
0). Let x1 = φ1(0), x2 = φ2(0). Assume that ||v′(x)|| � k for every
x ∈ Rm. Then for every t ∈ I:

||φ1(t)− φ2(t)|| � ||x1 − x2||ekt + (ε1 + ε2)
ekt − 1
k

. �

Let us now return to the proof of the continuity of E .

† If t � 0 the symbol [0, t] denotes the interval [t, 0] = {x ∈ R | t � x � 0}.
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Lemma 1.4. Let

(x, t, v) ∈ Rm ×R×Vect1
b(R

m)

be an arbitrary point of L. There is R > 0 such that for every (x′, t′, w) ∈ L
with

|t− t′| � 1, ||w − v|| � 1, ||x− x′|| � 1
we have

γ(x′, t′, w) ∈ B(x,R).

Proof. We have

||γ(x′, t′;w) − x|| � ||γ(x′, t′;w)− x′||+ ||x− x′|| � ||γ(x′, t′;w)− x′||+ 1;

||γ(x′, t′;w)− x′|| � ||w|| · |t′| � (||v|| + 1) · (|t|+ 1).
Thus

||γ(x′, t′;w)− x|| � 1 + (||v|| + 1) · (|t|+ 1)
and our assertion follows. �

We shall prove that E is continuous at any point (x, t, v) ∈ L with
t � 0; the case of negative values of t is similar. Choose R as in the
previous lemma. Let h : Rm → R be a C∞ function such that

h(x) = 1 for x ∈ D(x,R),

h(x) = 0 for x /∈ D(x, 2R).

It follows from the previous lemma that for

|t− t′| � 1, ||w − v|| � 1, ||x− x′|| � 1

the values of the integral curve γ(x, τ ;w) are in the disk D(x,R) for τ ∈
[0, t′], so that we have

γ(x, t;w) = γ(x, t;h · w).

Let ε > 0. If

t, t′ ∈ R+, ||w|| � ||v|| + 1, |t′ − t| � ε

2(||v|| + 1)
,

then

(2) ||γ(x′, t′;w)− γ(x′, t;w)|| � |t− t′| · ||w|| � ε

2
.

For a vector field w ∈ Vect1
b(R

m) satisfying ||w−v|| � α � 1, every integral
curve

y(τ) = γ(x′, τ ;w) with τ ∈ [0, t] and ||x− x′|| � 1

is an α-approximate solution of the equation

y′(t) = h(y(t)) · v(y(t)).
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Indeed,

||y′(t)− h(y(t)) · v(y(t))|| = ||w(y(t)) − h(y(t)) · v(y(t))|| � α
since the integral curve lies entirely in the domain where h equals 1. The
vector field hv on Rm has a compact support, its derivative is bounded,
and applying Theorem 1.3 we obtain

||γ(x, t; v) − γ(x′, t;w)|| � ε

2
if α and ||x−x′|| are sufficiently small. Combining this inequality with (2)
we deduce that for t′ − t, v − w, x′ − x sufficiently small we have:

||E(x′, t′, w)− E(x, t, v)|| � ε,
and this completes the proof of the lemma. �

Corollary 1.5. Let v ∈ Vect1
b(R

m) , a ∈ Rm, t0 � 0. Let U ⊂ Rm

be an open neighbourhood of the set γ(a, [0, t0]; v). Then for all triples
(x, t, w) sufficiently close to (a, t0, v), the set γ(x, [0, t];w) is still in U . †

Proof. The contrary would mean that there are sequences xn, tn, vn con-
verging respectively to a, t0, v, and a sequence τn ∈ [0, tn] with
γ(xn, τn; vn) /∈ U . Choose any subsequence τnk

converging to some τ0 � t0.
Then γ(xnk

, τnk
; vnk

)→ γ(a, τ0; v) ∈ U , so we have a contradiction. �
Now we proceed to the proof of our theorem for the case of an arbitrary

manifold M . Let

(a, t0, v) ∈ L = M ×R×Vect1
b(M)

be a triple such that γ(a, ·; v) is defined on [0, t0]. Let V be a neigh-
bourhood of b = γ(a, t0; v). Our task is to prove that for every triple
(y, t, w) ∈ L sufficiently close to (a, t0, v) the trajectory γ(y, ·;w) is defined
on [0, t] and γ(y, t;w) ∈ V .

Replacing v by −v if necessary, we can assume that t0 � 0. We are
going to reduce the proof to the case of Euclidean space treated above.
Subdividing the interval [0, t0] into smaller ones if necessary, we can assume
that the curve Γ = γ(a, [0, t0]; v) is contained in the domain of definition of

some chart Ψ : U
≈� Rm. It suffices to consider the case V ⊂ U .

Choose R > 0 sufficiently large so that Ψ(Γ) ⊂ B(0, R). Let

ṽ = Ψ∗(v).

The vector field ṽ is not defined on the whole of Rm, and may be un-
bounded. We want to apply Lemma 1.2, so we shall modify this vector

† Recall that the space Vect1b(R
m) is endowed with the C0-topology.
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field so as to obtain a vector field in Vect1b(R
m). Let h : Rm → [0, 1] be a

C∞ function such that

h(x) = 1 for x ∈ B(0, R) and h(x) = 0 for x /∈ B(0, 2R).

The vector fields ṽ and h · ṽ are equal in a neighbourhood of Ψ(Γ), therefore
the Ψ-image of Γ is also an integral curve of the vector field h · ṽ (have a
look at Figure 1).

Lemma 1.2 says that there is a neighbourhood A ⊂ B(0, R) of Ψ(a)
and a number δ > 0 such that for any vector field w ∈ Vect1

b(R
m) the three

conditions

||w − hṽ||Rm < δ, x ∈ A, |t− t0| < δ

imply that the curve γ(x, [0, t];w) is still in B(0, R) and γ(x, t;w) ∈ Ψ(V ).
The initial Riemannian metric on M and the metric induced on U from

the Euclidean metric in Rm are not equal in general. To compare them
choose any positive real number C such that

||Ψ′(y)(ξ)||Rm � C||ξ||M for every y ∈ Ψ−1(D(0, 2R)), ξ ∈ TyM

(such a number exists, since D(0, 2R) is compact). We have:

||u− v||M < δ/C ⇒ ||hũ− hṽ||Rm < δ,

so if

||u− v||M < δ/C, y ∈ Ψ−1(A), |t− t0| < δ,

then

(3) γ
(
Ψ(y), [0, t];hũ

)
⊂ B(0, R), γ

(
Ψ(y), t;hũ

)
∈ Ψ(V ).

The function h is equal to 1 in B(0, R), therefore the Ψ−1-image of the curve
γ(Ψ(y), ·;hũ) is an integral curve of u starting at y, and defined (at least)
on [0, t]. The endpoint γ(y, t;u) of this curve is in V , and this completes
the proof of our theorem. �

Similarly to Corollary 1.5 we deduce the next one.

Corollary 1.6. Let (a, t0, v) ∈ D, where t0 � 0. Let U ⊂ M be an
open subset such that γ(a, [0, t0]; v) ⊂ U . Then there is a neighbourhood
S of (a, t0, v) in D, such that for every (x, t, w) ∈ S we have
γ(x, [0, t];w) ⊂ U . �
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2. Cobordisms

2.1. Basic definitions.

Definition 2.1. A cobordism is a triple (W ; ∂0W,∂1W ) where W is a com-
pact ∂-manifold and the boundary ∂W is the disjoint union of two closed
submanifolds:

∂W = ∂0W � ∂1W with dim ∂0W = dim ∂1W = dimW − 1.

The manifold ∂0W will be called the lower component of the boundary,
and ∂1W will be called the upper component of the boundary.† The set
W \ ∂W will be also denoted by W ◦. The cobordisms (W ; ∂0W,∂1W ) and
(W ; ∂1W,∂0W ) obtained from each other by interchanging the upper and
the lower components will be called opposite to each other. We shall ab-
breviate the notation (W ; ∂0W,∂1W ) to W , when no confusion is possible.

At every point x ∈ ∂W the tangent space Tx∂W is naturally identified
with a hyperplane in the vector space TxW . This hyperplane divides TxW
into two half-spaces:

TxW = H+ ∪H−, H+ ∩H− = Tx∂W,

where we denote by H+ the half-space formed by the tangent vectors γ′(0)
to all the C1-curves γ : [0, a]→W with γ(0) = x, and a � 0. Put

U+ = H+ \ Tx∂W, U− = H− \ Tx∂W,
then U+, U− are open subsets of TxW and

H+ = U+, H− = U−.

The vectors in U+ will be called pointing inward W , and the vectors in U−
will be called pointing outward W .

Definition 2.2. A C1 vector field v on a cobordism W is called downward
normal if

(1) for every a ∈ ∂0W the vector v(a) points outward W ;
(2) for every a ∈ ∂1W the vector v(a) points inward W .

A C1 vector field on W is called upward normal if (−v) is downward normal.
A vector field is called normal if it is upward or downward normal. We use
the following terminology:

Vect1
⊥(W ) = the set of all downward normal vector fields on W,

Vect1

(W ) = the set of all upward normal vector fields on W,

Vect1
N (W ) = the set of all normal vector fields on W.

† Note that these sets do not have to be connected components of ∂W .
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Exercise 2.3. Show that on any cobordism there are downward normal
vector fields. (Indication: use the partition of unity techniques.)

A downward normal field on a cobordism W is an upward normal field
on the opposite cobordism. It is easy to see that the set Vect1

N (W ) is an
open subset of Vect1(W ) = Vect1

b(W ), and the subsets Vect1

(W ),Vect1

⊥(W )
are the connected components of Vect1

N (W ).
Let v be a downward normal field. The Cauchy-Lipschitz theorem

implies existence and uniqueness of a solution of the equation

γ′(t) = v(γ(t)), γ(α) = x

on an interval of the form
(1) ]α− ε, α+ ε[ with some ε > 0 if x ∈W ◦,
(2) [α,α + ε[ with some ε > 0 if x ∈ ∂1W ,
(3) ]α− ε, α] with some ε > 0 if x ∈ ∂0W .

Such solutions will be called integral curves of v.
Every integral curve of a downward normal field can intersect ∂0W

only once; the same applies for ∂1W . As in the case of manifolds without
boundary, each integral curve can be extended to a maximal integral curve.
There are four possibilities for the domain of definition of a maximal integral
curve of a downward normal field:

(1) R;
(2) ]−∞, a] with a ∈ R;
(3) [b,∞[ with b ∈ R.
(4) [b, a], a, b ∈ R, a < b.

In the first case the curve belongs entirely to W ◦. In the second case
γ(a) ∈ ∂0W . The third case corresponds to γ(b) ∈ ∂1W . In the fourth case
we have: γ(b) ∈ ∂1W, γ(a) ∈ ∂0W .

A similar analysis can be carried out for the case of upward normal vec-
tor fields; we suggest that the reader formulates the corresponding results.

Definition 2.4. Let v be a normal vector field on a cobordism W . A
subset X ⊂W is called v-invariant if, for every x ∈ X and for every t � 0
such that the interval [0, t] is in the domain of definition of the maximal
integral curve γ(x, ·; v), we have γ(x, t; v) ∈ X.

A subset X ⊂W is called (±v)-invariant, if it is v-invariant and (−v)-
invariant.

2.2. Collars. In this subsection we study the structure of normal vector
fields on a cobordism in a neighbourhood of the boundary (cf. [92], §2,
[61]), Ch.4, §6).
Definition 2.5. Let v be a downward normal C1 vector field on W , and
α > 0. We say that ∂1W has a collar of height α with respect to v if for
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every x ∈ ∂1W the v-trajectory γ(x, ·; v) is defined on the interval [0, α].
In this case the map

∂1W × [0, α[→ W, (x, t) �→ γ(x, t; v)

is a diffeomorphism on its image which is called a collar of ∂1W in W .
We say that ∂0W has a collar of height α with respect to v if for every

x ∈ ∂0W the v-trajectory γ(x, ·;−v) is defined on the interval [0, α]. In this
case the map

∂0W × [0, α[→ W, (x, t) �→ γ(x, t;−v)
is a diffeomorphism on its image, which is called a collar of ∂0W in W .

If v is an upward normal vector field on W , then we say that ∂1W ,
respectively ∂0W , has a collar of height α with respect to v if ∂1W , respec-
tively ∂0W , has a collar of height α with respect to (−v).

If v is a normal field on W , then we say that ∂W has collars of height
α if both ∂1W,∂0W have collars of height α with respect to v.

Using compactness of ∂1W it is not difficult to show that for a given v
there are always collars of some height α.

Definition 2.6. Let v be a downward vector field on W , and x ∈ W . If
the interval of definition of the maximal integral curve γ(x, ·; v) is bounded
from above, then γ(x, ·; v) intersects at some moment τ = τ(x, v) � 0 the
lower component ∂0W . We say that γ quits W , and τ(x, v) is called the
moment of exit of γ. The point γ(x, τ(x, v); v) ∈ ∂0W will be called the
point of exit of γ and denoted by E(x, v).

For a given vector field v the function x �→ τ(x, v) is not defined ev-
erywhere in W in general. The detailed study of the moments of exit is
postponed to Subsection 2.4 (in particular we will show that τ(x, v) is a
continuous function of both its arguments); now we are going to do only
some preliminary work. Assume that ∂0W has a collar of height α with
respect to v, and consider the corresponding map

Φ : ∂0W × [0, α[→ W, Φ(y, t) = γ(y, t;−v).
The composition of the function τ(·, v) with Φ is equal to the second pro-
jection

P : ∂0W × [0, α[→ [0, α[,
therefore the function τ(·, v) is continuous; moreover, if v is of class C∞,
then τ(·, v) is also of class C∞.

Lemma 2.7. Let v be a downward normal field. There is a neighbour-
hood V of ∂0W , and a neighbourhood W of v in Vect1

N (W ) such that
for every (x,w) ∈ V × W the w-trajectory starting at x quits W , and
τ(x,w) � 2τ(x, v).
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Proof. Assuming that ∂0W has a collar of height α with respect to v, let

Φ : ∂0W × [0, α[→ W, Φ(y, t) = γ(y, t;−v)

be the corresponding map, and let V = Φ(∂0W × [0, α/2]). The vector
field Φ−1∗ (v) on ∂0W × [0, α/2] has coordinates (0,−1). Therefore there is a
neighbourhoodW of v in Vect1N (W ) such that for every w ∈ W the second
coordinate of the field Φ−1∗ (w) is between −2 and −1/2. This implies that
the Φ−1∗ (w)-trajectory starting at a point

y = (a, t) ∈ ∂0W × [0, α/2]

reaches the lower component of boundary

∂0

(
∂0W × [0, α/2]

)
= ∂0W × 0

and we have the following estimate for the time of exit:

τ
(
y,Φ−1

∗ (w)
)
� 2t = 2τ(x,Φ−1

∗ (v)).

The same is true for the vector field w on the cobordism V . �

2.3. The evaluation map. Now we can establish the C0-continuity prop-
erty for normal vector fields on cobordisms. Let W be a cobordism. Put

M = W ×R×Vect1N (W ).

The set M has the natural topology of a direct product (recall that the
space Vect1N (W ) is endowed with the C0-topology).

Let D denote the set of all triples (x, t, v) ∈ M, such that the domain
of definition of the maximal integral curve of v starting at x contains the
interval [0, t]. Define the evaluation map E : D →W as follows:

E(x, t, v) = γ(x, t; v).

Theorem 2.8. The set D is a closed subset of M and the map E : D →W
is continuous.

Proof. Put

D0 = D0(W ) = {(x, t, v) ∈ D | t � 0, v ∈ Vect1
⊥(W )}.

The plan of the proof is as follows. We prove first that E|D0 is continuous,
then we show that D0 is closed, and the theorem will be deduced from these
two assertions.

Proposition 2.9. The map E|D0 is continuous.
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Proof. Let (xn, tn, vn) be a sequence of points inD0 converging to (x, t, v) ∈
D0. We have to prove that

γ(xn, tn; vn)→ γ(x, t; v).

The argument depends on the position of the points x, γ(x, t; v). If the
integral curves γ(xn, ·; vn) and γ(x, ·, v) are contained in W ◦ = W \ ∂W
the proposition would follow by a direct application of Theorem 1.1. We
will consider below the case when x /∈ ∂W , leaving the general case to the
reader as a useful exercise.

During the proof we shall need an estimate of the length of integral
curves of v and vn. Pick any C > 0, such that ||v|| � C and ||vn|| � C for
every n. Then

(4) ρ
(
γ(x, t;w), γ(x, t′ ;w)

)
� C|t− t′| for w = v or w = vn.

Here ρ stands for the distance on W induced by the Riemannian metric on
M , that is ρ(x, y) equals the infimum of lengths of piecewise smooth curves
joining x and y.

Let us distinguish two cases:
(A) t = 0 so that the curve γ(x, [0, t]; v) is reduced to one point.
(B) t > 0.

In the case (A) our task is to show that γ(xn, tn; vn) → x. This follows
immediately from the fact that the distance from xn to γ(xn, tn; vn) is not
greater than Ctn → 0.

Proceed now to the case (B). Choose any α ∈]0, t[. Since tn → t it
suffices to do the proof under the assumption that α < tn < t for every n.
Then the interval of definition of the curve γ(xn, ·; vn) contains [0, tn − α],
and

γ(xn, [0, t− α]; v) ⊂W ◦ for each n.

Applying Theorem 1.1 we deduce that for every α ∈]0, t[ we have

γ(xn, tn − α; vn)
n→∞
� γ(x, t− α; v).

Furthermore observe that the distances

ρ
(
γ(xn, tn − α; vn), γ(xn, tn; vn)

)
, ρ

(
γ(x, t− α; v), γ(x, t; v)

)
are both bounded from above by Cα (recall that C is any positive constant
such that for every n we have C � ||vn||). Therefore every accumulation
point of the sequence γ(xn, tn; vn) is at distance at most 2Cα from γ(x, t; v).
Since this is true for every α ∈]0, t[, we conclude that there is only one
accumulation point which coincides with γ(x, t; v). �

Proposition 2.10. The subset D0 is closed in M.
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Proof. Let (xn, tn, vn) ∈ D0 be a sequence, converging to a point (x, t, v) ∈
M. We have to prove that (x, t, v) ∈ D0. The contrary would mean that

t > τ(x, v).

Then for some ε > 0 we have

tn � τ(x, v) + ε for every n sufficiently large.

Put
yn = γ(xn, τ(x, v); vn),

then τ(yn, vn) � τn−τ(x, v) � ε for every n sufficiently large. On the other
hand

yn = γ(xn, τ(x, v); vn)→ γ(x, τ(x, v); v) ∈ ∂0W,

since the function E|D0 is continuous, and we deduce from Lemma 2.7 that
τ(yn, vn)→ 0, which leads to a contradiction. �

Now we can complete the proof of our theorem. Put

D1(W ) = {(x, t, v) ∈ D | t � 0, v ∈ Vect1

(W )},

D2(W ) = {(x, t, v) ∈ D | t � 0, v ∈ Vect1
⊥(W )},

D3(W ) = {(x, t, v) ∈ D | t � 0, v ∈ Vect1

(W )}.

Then

D =
3⋃
i=0

Di(W )

and to prove our theorem it suffices to show that each of Di is a closed
subset of D and the restriction E | Di is continuous.

Observe that the homeomorphism

M � M, (x, t, v) �→ (x,−t,−v)
sends D0(W ) to D3(W ) and the function E is invariant with respect to this
homeomorphism. This settles the case of D3(W ).

As for D2(W ) observe that the same formula

(x, t, v) �→ (x,−t,−v)
defines a homeomorphism of D2(W ) onto D0(W op). The case of D2 follows
therefore by an application of Propositions 2.9 and 2.10 to the cobordism
W op.

The proof of Theorem 2.8 is now complete. �

Corollary 2.11. Let W be a cobordism, and v0 be a normal vector field.
Let U ⊂ W ◦ be an open subset. Let x0 ∈ W and assume that the curve
γ(x0, ·; v0) is defined on [0, t0] and γ(x0, t0; v0) ∈ U . Then there is a neigh-
bourhood Z of (x0, v0) ∈W ×Vect1N (W ) such that
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(1) for every (x, v) ∈ Z the curve γ(x, ·; v) is defined on [0, t0] and
(2) γ(x, t0; v) ∈ U .

Proof. Let us suppose that v0 is a downward normal vector field (the case
of upward vector fields is similar). Assuming that the property (1) does
not hold, there is a sequence zn = (xn, vn) ∈ Z and a sequence of real
numbers tn < t0 such that xn → x, vn → v and γ(xn, tn, vn) ∈ ∂0W .
Extracting a converging subsequence if necessary we can assume that tn →
t′0 � t0. Applying Theorem 2.8 we deduce that γ(x, t′0; v) ∈ ∂0W , and this
contradicts our assumptions. Moving to the point (2), observe that the
map (x, v) �→ γ(x, t0; v) is continuous by Theorem 2.8 and our assertion
follows. �

2.4. Moments of exit. Recall that for a downward normal vector field
v ∈ Vect1

⊥(W ) and x ∈W we denote by τ(x, v) ∈ R the moment when the
curve γ(x, ·; v) intersects ∂0W , if there exists such a moment. Observe that
τ(x, v) � 0.

Definition 2.12. The set of all pairs (x, v) ∈ W × Vect1
⊥(W ) for which

τ(x, v) is defined will be denoted by F .
For (x, v) ∈ F we denote by E(x, v) the point of intersection of the

trajectory γ(x, t; v) with ∂0W , so that

E(x, v) = γ
(
x, τ(x, v); v

)
∈ ∂0W.

The function E will be called the exit function.

Theorem 2.13. The set F is open in W × Vect1⊥(W ) and the functions
τ : F → R, E : F →W are continuous.

Proof. Let us first prove that F is open. A point (x, v) is in F if and only
if there is t � 0, such that (x, t, v) /∈ D (see the definition of D just before
Theorem 2.8). Theorem 2.8 asserts that D is closed, therefore F is open.

As for continuity of τ , let (xn, vn) ∈ F be a sequence, converging to
(x, v) ∈ F . It suffices to show that any converging subsequence τnk

=
τ(xnk

, vnk
) converges necessarily to τ(x, v) (the case t =∞ is not excluded).

A) If limk→∞ τnk
= θ < τ(x, v), then the sequence (xnk

, τnk
, vnk

) ∈ D
converges to (x, θ, v) ∈ D. Theorem 2.8 implies that γ(x, θ; v) ∈ ∂0W , and
this leads to a contradiction, since θ < τ(x, v).

B) If limk→∞ τnk
= θ > τ(x, v), (the case θ = ∞ is not excluded),

then there is α > τ(x, v) such that for any n sufficiently large the points
(xn, α, vn) are in D and therefore the point (x, α, v) is in D, which contra-
dicts the condition γ(x, τ(x, v); v) ∈ ∂0W .

Thus we have proved that τ is continuous, and therefore E is also
continuous. �
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Corollary 2.14. Let v be a downward normal vector field. Let Λ(v) be
the set of all x, where τ(x, v) is defined. Then Λ(v) ⊂ W is open and the
functions

x �→ τ(x, v), Λ(v)→ R,

x �→ E(x, v), Λ(v)→ ∂0W

are continuous. �

Now we shall apply the results obtained above to prove an analog of
Corollary 1.6 for vector fields on cobordisms. Let v be a downward normal
vector field on W , let a ∈W and assume that

(a, v) ∈ F ⊂W ×Vect1
N (W ),

so that the v-trajectory starting at a reaches ∂0W and intersects it at the
moment τ(a, v) at the point E(a, v). Theorem 2.13 implies that every pair
(x,w) ∈ W × Vect1N (W ) sufficiently close to (a, v) is in F , so that the
moment of exit τ(x,w) and the point of exit E(x,w) are defined. Put

Γ(x,w) = γ(x, [0, τ(x,w)];w).

Proposition 2.15. Let (a, v) ∈ F . Let U be an open neighbourhood of
Γ(a, v), and R ⊂ ∂0W be an open neighbourhood of E(a, v) in ∂0W . Then
there is a neighbourhood S of (a, v) in F such that for every (x,w) ∈ S we
have:

Γ(x,w) ⊂ U, E(x,w) ⊂ R.

Proof. Assume that in any neighbourhood of (a, v) there are pairs (x,w)
with Γ(x,w) � U . Then there are sequences

xn → a, vn → v

and for every n there is a moment tn such that γ(xn, tn; vn) /∈ U . We can
assume that all pairs (xn, vn) are in a neighbourhood S0 ⊂ F of (a, v) so
small that for every n we have τ(xn, vn) � C for some C > 0. Thus the
sequence tn is bounded from above; choose any converging subsequence
tnk
→ t0. By Theorem 2.8 we have

γ(xnk
, tnk

; vnk
)→ γ(a, t0; v).

The set W \ U is closed, therefore γ(a, t0; v) /∈ U , and we obtain a contra-
diction.

The inclusion E(x,w) ⊂ R for every (x,w) in a neighbourhood of (a, v)
follows from the previous argument, if we choose U = (W \ ∂0W ) ∪R. �

In our applications we shall work with C∞ vector fields.
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Proposition 2.16. Let v ∈ Vect1
N (W ) be a C∞ vector field. Then the

maps
τ(·, v) : Λ(v)→ R, E(·, v) : Λ(v)→ ∂0W

are of class C∞.

Proof. We have already proved in Subsection 2.2 that the function x �→
τ(x, v) (and therefore the function x �→ E(x, v)) is of class C∞ when re-
stricted to a neighbourhood U of ∂0W . To deal with the general case,
let x ∈ W ◦ and assume that the v-trajectory starting at x reaches ∂0W .
Then for some t0 � 0 we have γ(x, t0; v) ∈ U0 = U \ ∂0W . Therefore
for every y from some neighbourhood A of x we have: γ(y, t0; v) ∈ U0.
The map x �→ γ(x, t0; v) is well defined and is of class C∞ on A. Since
τ(x, v) = τ(γ(x, t0; v))− t0, the function x �→ τ(x, v) is also C∞ on A, and
the same is true for E(·, v). �
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Morse functions and their gradients

A critical point p of a C∞ function f on a manifold is called non-degenerate
if the bilinear form f ′′(p) : Tp(M) × Tp(M) → R is non-degenerate. The
index of this form is called the index of p. A Morse function on a manifold
is a C∞ function, such that its critical points are all non-degenerate.

We begin with the classical Morse lemma, which says that every Morse
function in a neighbourhood of its critical point of index k is diffeomorphic
to the function Qk + const, where Qk is a quadratic form of index k.

We prove then that the subset of all Morse functions on a closed man-
ifold is open and dense in the set of all C∞ functions on the manifold
(Theorem 1.30; this result is deduced from a more general Theorem 1.25).

In the second section we introduce the gradients of Morse functions and
forms. Recall that the gradient of a differentiable function f : Rm → R is
the vector field

gradf(x) =
( ∂f
∂x1

(x), . . . ,
∂f

∂xm
(x)

)
.

The notion of gradient generalizes immediately to smooth functions on
Riemannian manifolds. For such a function f : M → R the vector field
gradf is defined by the formula

〈gradf(x), h〉 = f ′(x)(h)

(where x ∈ M,h ∈ TxM and 〈·, ·〉 stands for the scalar product induced
by the Riemannian metric on TxM). This vector field will be called the
Riemannian gradient of f . The function f is strictly increasing along any
non-constant integral curve γ of gradf , since

(f ◦ γ)′(t) = f ′(γ(t))(γ′(t)) = ||gradf(γ(t))||2.
Thus the properties of f and the flow generated by gradf are closely related
to each other.

In general one can use functions increasing along each trajectory of a
given vector field v to study the dynamics of the flow generated by v. This
approach was deeply explored by A. M. Liapounov (see his thesis defended
in 1892, and translated into French in [88]).



34 Chapter 2. Morse functions

In Morse theory the notion of gradient descent was used already in the
seminal article [98] of M.Morse. A very convenient class of gradient flows
was introduced and extensively used by J.Milnor in his book [92]:

Definition 0.1 ([92], §3). Let M be a manifold, f : M → R be a Morse
function. A vector field v is called a gradient-like vector field for f , if

1) for every non-critical point x of f we have: f ′(x)(v(x)) > 0,
2) for every critical point p of f there is a chart Ψ : U → V ⊂ Rm

for M , such that

f ◦Ψ−1(x1, . . . , xm) = f(p)− (x2
1 + · · · + x2

k) + (x2
k+1 + · · ·+ x2

m),(F)

Ψ∗(v)(x1, . . . , xm) = (−x1, . . . ,−xk, xk+1, . . . , xm)(G)

(where k = indp, m = dimM).†

This definition requires that in some coordinate system in a neighbour-
hood of p both the function and the vector field have certain standard
form. As for the function this requirement is not very restrictive: the
Morse lemma says that the condition (F) can always be achieved. On the
other hand the condition (G) is rather strong, in particular it implies the
linearizability of v in a neighbourhood of p.

The notion of gradient-like vector field has many advantages from the
point of view of differential topology. There is no need for auxiliary ob-
jects (like a Riemannian metric) to construct and study gradient-like vector
fields. And the local structure of the vector field and its integral curves
nearby critical points is much simpler than in the case of general Riemann-
ian gradients. On the other hand the condition (G) above is obviously too
rigid, and the class of gradient-like vector fields is in a sense smaller than
one would like it to be.

We have suggested in [120] a new class of vector fields associated to each
Morse function f . The definition of these vector fields (called f -gradients)
is quite simple and uses only the condition 1) above and a certain non-
degeneracy condition at every critical point. This class is wider than the
class of Riemannian gradients, and the basic Morse theory is carried over to
this class without many changes, once the local structure of the f -gradients
around the critical points of f is established. In this book we work with f -
gradients, however our exposition is built in such a way that the reader can
stay if he wishes entirely in the domain of gradient-like vector fields (this
could be a good idea for the first reading). All main results appear in three
versions: for f -gradients, for Riemannian gradients and for gradient-like
vector fields.
† It is not difficult to prove that every gradient-like vector field is a Riemannian gradient
with respect to some Riemannian metric on M .
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1. Morse functions and Morse forms

1.1. Functions on manifolds and their critical points. Let M be a
manifold without boundary, and f : M → R be a C∞ function. Recall that
the derivative or differential of f at p is a linear map f ′(p) : TpM → R,
such that for every chart

(1) Ψ : U → V ⊂ Rm, p ∈ U, Ψ(p) = a

we have
f ′(p)(h) = g′(a)(Ψ′(p)h) for every h ∈ TpM

where g = f ◦Ψ−1, and g′ is the usual differential of the C∞ function of m
real variables. A point p ∈M is called a critical point of f , if f ′(p) = 0.

The second derivative f ′′(p) of a function f at a critical point p is by
definition a bilinear symmetric form on the tangent space TpM , such that
for any chart (1) we have

f ′′(p)(h, k) = g′′(a)
(
Ψ′(p)h,Ψ′(p)k

)
,

where g′′ stands for the usual second differential of the C∞ function g =
f ◦Ψ−1 : V → R.

Exercise 1.1. Check that the above formula defines a bilinear form on
TpM which does not depend on a particular choice of the chart Ψ. What
happens if p is not a critical point of f?

Recall that for a non-degenerate bilinear symmetric form B in a finite-
dimensional vector space E its index is the maximal dimension of a vector
subspace L ⊂ E for which B(h, h) � 0 for every h ∈ L.

Equivalently, the index ofB is the number of negative diagonal entries of
the matrix M(B) of B with respect to any basis, whereM(B) is diagonal.

Definition 1.2. A critical point p of a C∞ function f : M → R is called
non-degenerate if the bilinear symmetric form f ′′(p) is non-degenerate. In
this case the index of f ′′(p) is called the index of p and denoted indp or
ind fp.

A function f : M → R is called a Morse function if all critical points
of f are non-degenerate.

Exercise 1.3. Prove that non-degenerate critical points are isolated. De-
duce that a Morse function on a closed manifold has only a finite number
of critical points.

Definition 1.4. Let f : M → R be a Morse function on a closed manifold.
The set of critical points of f is denoted by S(f), the set of critical points
of f of index k is denoted by Sk(f).
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The number of critical points of f is denoted by m(f), and the num-
ber of critical points of f of index k is denoted by mk(f). The numbers
m(f),mk(f) are also called Morse numbers of f .

Example 1.5. The quadratic form Qk : Rm → R defined by

Qk(x1, . . . , xm) = −(x2
1 + · · · + x2

k) + (x2
k+1 + · · ·+ x2

m)

provides the simplest example. We have

Q′k(x)(h) = −2
k∑
i=1

xihi + 2
m∑

j=k+1

xjhj .

The only critical point of this function is 0; the second derivative at this
point is given by the next formula:

Q′′k(0)(h, l) = −2
k∑
i=1

hili + 2
m∑

j=k+1

hj lj .

This bilinear form is non-degenerate and its index equals k.

The classical Morse lemma ([98], Lemma 4) asserts that the preceding
example is essentially the only one.

Theorem 1.6 (Morse lemma). Let p ∈ M be a non-degenerate critical
point of a C∞ function f : M → R, and let k = indp. Then there is a
chart Ψ : U → V defined in a neighbourhood U of p such that

(MC) Ψ(p) = 0, and f ◦Ψ−1 = Qk + f(p).

Definition 1.7. A chart Ψ : U → V around p, which satisfies the condition
(MC) is called a Morse chart for f at p.

Proof of the theorem. The proof below is due to M. Morse; our exposition
is close to [61] and [77]. It suffices to consider the case when the function
f is defined in an open disc B(0, R) ⊂ Rm, and f(0) = 0. Diagonalizing
the bilinear form f ′′(0) we can also assume that

f ′′(0)(h, k) = Q′′k(0)(h, k) = −2
k∑
i=1

hiki + 2
m∑

j=k+1

hjkj .

Write
f ′′(0)(h, k) = 2〈Jh, k〉

where J is a linear symmetric map, and 〈·, ·〉 stands for the standard scalar
product in Rm. The matrix of J is then diagonal with the entries

Jii = −1 for 1 � i � k and Jii = 1 for k + 1 � i � m.
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The Taylor formula with the integral rest† applied to the function f at 0
reads as follows (recall that f(0) and f ′(0) vanish):

f(x) =
∫ 1

0
(1− t)f ′′(tx)(x, x)dt for every x ∈ B(0, R).

For x ∈ B(0, R) define a symmetric linear operator k(x) : Rm → Rm by
the following formula:

〈k(x)ξ, η〉 =
∫ 1

0
(1− t)f ′′(tx)(ξ, η)dt.

The map x �→ k(x) is a C∞ map from B(0, R) to the vector space

L = L(Rm,Rm)

of all the linear maps of Rm to itself, and k(0) = J . For every x the bilinear
form 〈k(x)ξ, η〉 can be diagonalized in an appropriate basis, which depends
on x. The next lemma shows that we can choose this basis to depend
smoothly on x.

Lemma 1.8. There is a C∞ map μ : U → L defined in a neighbour-
hood U ⊂ Rm of 0, such that μ(0) = Id, and

k(x) = μ∗(x) · J · μ(x)

for every x.

Proof. Let S ⊂ L be the vector subspace of all symmetric linear maps,
and R be the space of all linear maps ξ, such that Jξ is symmetric. The
map ξ �→ Jξ is an isomorphism of R onto S. Define a C∞ map

B : R→ S, by B(ξ) = ξ∗Jξ.

We have:

B(1) = J, and B′(1)(h) = h∗J + Jh = 2Jh

(where 1 denotes the identity map). Thus the map B′(1) : R→ S is an iso-
morphism, and therefore, B is a local diffeomorphism in a neighbourhood of
1. Set

μ(x) = B−1 ◦ k(x)
and the lemma is proved. �

Now we can deduce our theorem. Let Ψ(x) = μ(x)x. The map Ψ is
a local diffeomorphism in a neighbourhood of zero (it is easy to see that
Ψ′(0) = Id). We have

f(x) = 〈k(x)x, x〉 = 〈Jμ(x)x, μ(x)x〉 = 〈JΨ(x),Ψ(x)〉,
† See [21], Part 1, Th. 5.6.1.
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therefore
f ◦Ψ−1 = Qk

and the proof of the theorem is finished. �
The next definition generalizes the notion of Morse function to the

category of cobordisms.

Definition 1.9. Let W be a cobordism, and f : W → R be a C∞ function.
We say that f is a Morse function on W if there are real numbers a < b
such that

(1) f(W ) = [a, b], f−1(b) = ∂1W, f
−1(a) = ∂0W,

(2) f ′(x) �= 0 whenever x ∈ ∂W .
(3) All the critical points of f |(W \ ∂W ) are non-degenerate.

A Morse function f on a cobordismW will be usually denoted as follows:

f : W → [a, b].

Observe that for a Morse function f on a cobordism W every critical
point is isolated, and since W is compact, the set of critical points is finite.
The set of critical points of a Morse function f is denoted by S(f), the set
of critical points of index k by Sk(f), and we put

m(f) = card S(f), mk(f) = card Sk(f).

1.2. Examples of Morse functions. In this subsection we discuss sev-
eral classical examples of Morse functions. We omit the details, such as
computation of indices of the critical points or the proof that the critical
points are non-degenerate. It is a useful exercise for the reader to do these
computations.

A Morse function Sm → R with two critical points

Let 〈·, ·〉 be the Euclidean scalar product in the space Rm+1 and let Sm

denote the unit sphere in Rm+1 with respect to the corresponding norm,
that is,

Sm = {x ∈ Rm+1 | 〈x, x〉 = 1}.
Sm is a C∞ submanifold of Rm+1. The restriction to Sm of the linear
map x = (x1, . . . , xm+1) �→ xm+1 is a Morse function which has two critical
points:

N = (0, . . . , 1), ind N = m (the maximum),

S = (0, . . . ,−1), ind S = 0 (the minimum).
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Height functions

Generalizing the previous example consider any closed submanifold M ⊂
RN ; the restriction to M of the linear map (x1, . . . , xN ) �→ xN is called the
height function. In many cases height functions have only non-degenerate
critical points. Consider for example the standard embedding of the two-
dimensional torus T2 = S1 × S1 into R3:

E : T2 ⊂ � R3;

E(φ, θ) =
(
r sin θ,

(
R+ r cos θ) cosφ,

(
R+ r cos θ) sinφ

)
,

where 0 < r < R and φ, θ are the angle variables. The image E(T2) is
depicted in Figure 2.

ξ

R

0

a

b

s1

s2

FIGURE 2.
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The submanifold E(T2) is obtained by rotation around the x-axis of
the circle S(A, r) in the plane (x, z), where A = (0, 0, R).

Exercise 1.10. Show that the height function ζ(x, y, z) = z has four non-
degenerate critical points:

b = (0, 0, R + r), ind b = 2 (the maximum),

s2 = (0, 0, R − r), ind s2 = 1 (a saddle point),

s1 = (0, 0,−R + r), ind s1 = 1 (another saddle point),

a = (0, 0,−R − r), ind a = 0 (the minimum).

Quadratic forms on Sm

In this subsection we give more examples of Morse functions on the sphere

Sm = {x ∈ Rm+1 | 〈x, x〉 = 1}.
Here it is convenient to use an alternative enumeration of the coordinates
in Rm+1, writing a generic point x ∈ Rm+1 as

x = (x0, x1, . . . , xm).

Let α0 < a1 < · · · < αm be non-zero real numbers. Put

f = g | Sm, where g(x0, . . . , xm) = α0x
2
0 + · · ·+ αmx

2
m.

For i = 0, . . . ,m let ei denote the i-th vector of the standard orthonormal
basis of Rm+1.

Proposition 1.11. The function f : Sm → R is a Morse function, which
has 2m non-degenerate critical points:

S(f) = {e0,−e0, e1,−e1, . . . , em,−em},
and

indei = ind(−ei) = i for every i.

Proof. A point x ∈ Sm is a critical point of f if and only if the vector

grad g(x) =
(
2α0x0, 2α1x1, . . . , 2αmxm

)
is orthogonal to the tangent space TxSm, or, equivalently, is collinear to
the vector x. This happens if and only if

x = εei for some 0 � i � m and ε = ±1.

Now let us compute the index of the critical point ei. Let pi denote the
projection of the space Rm+1 onto the vector space generated by the vectors
e0, . . . , êi, . . . , em (the hat over the symbol ei means that it is not included
in the sequence.) Let

Ui = {(x0, . . . , xm) ∈ Sm | xi > 0}.
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This set is an open neighbourhood of ei in Sm. The restriction Ψi = pi | Ui
is a local chart for Sm at ei and

f ◦Ψ−1
i (x0, . . . , x̂i, . . . , xm) = αi +

∑
j �=i

(αj − αi)x2
j .

Our assertion follows. �

A Morse function on RPm

The real projective space RPm is a C∞ manifold of dimension m, whose
underlying topological space is the set of all straight lines passing through
the origin in Rm+1. The map p : Sm → RPm which associates to each
point of Sm the straight line joining this point and the origin, is a regular
covering with the structural group Z/2Z. The generator I of this group
acts on Sm as follows:

I : Sm → Sm, I(x) = −x.

The Morse function f : Sm → R from the previous example is invariant
with respect to the involution, therefore it determines a Morse function
h : RPm → R. The critical points of h are the images of the critical points
of f under the projection p. Put

Ei = p(ei) where 0 � i � m.

We have then

S(h) = {E0, . . . , Em}, where indEi = i.

Here is an explicit formula for the function h in terms of the homoge-
neous coordinates in RPm:

h(x0 : x1 : . . . : xm) =
∑

i αi|xi|2∑
i |xi|2

.

Exercise 1.12. Let αi be non-zero pairwise different real numbers. Show
that the function φ : CPm → R defined by

φ(z0 : . . . : zm) =
∑

i αi|zi|2∑
i |zi|2

is a Morse function. Find the critical points of φ and compute their indices.

The “pants” manifold

Consider the submanifold W ⊂ R3 depicted in Figure 3.
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FIGURE 3.

This is a cobordism; ∂0W is diffeomorphic to a circle, and ∂1W is
diffeomorphic to a disjoint union of two circles. The height function is a
Morse function which has one critical point of index 1 (a saddle point).
This function is among the most used in topology; we shall illustrate and
test many of our constructions on this example. This Morse function is
diffeomorphic to the restriction of the height function ζ : T2 → R on the
torus to the cobordism

W ′ = ζ−1([−r/2−R, 0]).

1.3. Circle-valued Morse functions. Let M be a manifold without
boundary, and let f : M → S1 be a C∞ function (the circle

S1 = {(x, y) ∈ R2 | x2 + y2 = 1}
is a 1-dimensional submanifold of R2 and is endowed with the corresponding
smooth structure).

For a point x ∈M choose a neighbourhood V of f(x) in S1 diffeomor-
phic to an open interval of R, and let U = f−1(V ). The map f |U is then
identified with a smooth map from U to R. Thus all the local notions of
the real-valued Morse theory, in particular the notions of non-degenerate
critical point, and the index of a critical point, are carried over immediately
to the framework of circle-valued functions.
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Definition 1.13. A C∞ map f : M → S1 is called a Morse map, if all
its critical points are non-degenerate. For a Morse map f : M → S1 we
denote by S(f) the set of all critical points of f , and by Sk(f) the set of
all critical points of index k.

If M is compact, the set S(f) is finite; in this case we denote by m(f)
the cardinality of S(f) and by mk(f) the cardinality of Sk(f).

The circle S1 can be identified with the quotient R/Z, and circle-valued
functions can be considered as multi-valued real functions, so that the value
of the function at a point is defined only modulo the subgroup of integers.
The natural way to work with the multi-valued functions (applied for exam-
ple in the theory of Riemann surfaces for analytic functions) is to consider
a covering space of the domain of definition such that the function becomes
single-valued on the covering.

Recall the universal covering of the circle

Exp : R→ S1, t �→ e2πiz.

The structure group of this covering is the subgroup Z ⊂ R acting on R
by translations. It is convenient to use the multiplicative notation for the
structure group and denote by t the generator corresponding to −1 in the
additive notation. This generator will be called the downward generator.

Now let f : M → S1 be a circle-valued function. Let M̄ → M be the
infinite cyclic covering induced from the universal covering Exp : R → S1

by the function f . By the definition of the induced covering we have a map
F : M̄ → R, which makes the following diagram commutative:

M̄
F � R

M
�

f � S1

Exp

�

Here f is a Morse function if and only if F is a Morse function. The map
F is equivariant with respect to the action of Z on M̄ and on R, that is
F (tx) = F (x)− 1.

Although F is a real-valued Morse function, the standard Morse theory
still can not be applied here, since the domain of definition of F is not
compact (for example the set S(F ) is infinite if it is not empty). One of
the possible ways to overcome this difficulty is to consider the restriction
of F to the fundamental domain of M̄ with respect to the action of Z.
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Definition 1.14. Let a ∈ R be a regular value of F . The set W =
F−1([a− 1, a]) is a compact cobordism W with

∂1W = F−1(a), ∂0W = F−1(a− 1).

The set W is called the fundamental cobordism.

We have the Morse function

F | W : W → [a− 1, a].

The cobordism W can be described as follows. Let α = Exp(a) ∈ S1; then
α is a regular value of f , and V = f−1(α) is a smooth submanifold of M .
Cut the manifold M along V , and we obtain the cobordism W with both
components of its boundary diffeomorphic to V .

Example 1.15. Let V be a compact manifold, M = V × S1, and f :
M → S1 the projection onto the second factor. Then f is a Morse function
without critical points, the covering M̄ is identified with V × R and the
fundamental cobordism corresponding to a regular value a is identified with
V × [a− 1, a].

1.4. Morse forms. Now we are going to generalize the notion of Morse
function still further. Observe that the definition of a real-valued Morse
function can be reformulated entirely in terms of the differential of the
function. This differential is a closed 1-form cohomologous to zero; if we
omit this last restriction and allow non-exact closed 1-forms, then we are
led to the Morse theory for closed 1-forms. In this subsection we give a
brief introduction to this theory with the special emphasis on the case of
circle-valued Morse function.

Let us begin with generalities about closed 1-forms. Recall that the de
Rham cohomology group H1

deRham(M) is by definition the quotient of the
space of all closed 1-forms by the subspace of the exact forms, that is the
differentials of real-valued functions. There is the canonical isomorphism

H1(M,R) ≈ H1
deRham(M)

between the de Rham cohomology group and the singular cohomology
group with real coefficients (see for example, [161], Ch. 2), and we shall
identify these two groups. For a closed 1-form ω its image in the group
H1(M,R) is called the de Rham cohomology class of ω and denoted [ω].

An important family of examples of closed 1-forms is provided by circle-
valued smooth functions. The 1-form dx on R1 is invariant with respect
to the action of Z on R and hence it defines a 1-form on S1 = R/Z which
will be denoted by the same symbol dx. The de Rham cohomology class
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of dx is the image of the generator ι ∈ H1(S1,Z) with respect to the map
H1(S1,Z) ⊂ � H1(S1,R). For a C∞ function f : M → S1 set

df = f∗(dx).

Then df is a closed 1-form on M , which will be called the differential of
the circle-valued Morse map f . Its de Rham cohomology class [df ] equals
f∗(ι), therefore it is integral (i.e., it lies in the image of the injection of
H1(M,Z) in H1(M,R)).

Proposition 1.16. The homotopy class of a C∞ map f : M → S1 is
determined by the de Rham cohomology class [df ] of its differential.

Proof. Observe that the abelian group structure of S1 allows us to define
an abelian group structure on the set of all C∞ maps M → S1 in such a
way that for the sum f + g of two C∞ functions we have

d(f + g) = df + dg ∈ Ω1(M).

It suffices to prove that [df ] = 0 implies that f is homotopic to a constant
map. The condition [df ] = 0 is equivalent to df = dh, with h : M → R
a real-valued C∞ function. Therefore the de Rham cohomology class of
df vanishes if and only if the map f : M → S1 lifts to a C∞ function
f̃ : M → R, which implies that f is homotopic to a constant map. �

Lemma 1.17. Let ω ∈ Ω1(M) be a C∞ closed 1-form. Then the two
following conditions are equivalent.

(1) ω = df where f : M → S1 is a C∞ function.
(2) [ω] is integral.

Proof. Let us prove that any form ω within an integral class equals df for
some f : M → S1. Assume for simplicity that M is connected, the general
case is done similarly. Choose any point p ∈ M . For x ∈ M and a C∞
curve γ : [a, b]→M with γ(a) = p, γ(b) = x set

F (p, γ) =
∫
γ
ω.

For two paths γ1, γ2 the difference F (p, γ1)−F (p, γ2) is an integer, therefore
the complex number e2πiF (p,γ) does not depend on γ and determines a C∞
map

f : M → S1, f(p) = e2πiF (p,γ)

with df = ω. �
Now let us turn to the case of closed 1-forms in an arbitrary de Rham

cohomology class.
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Definition 1.18. A C∞ closed 1-form ω ∈ Ω1(M) on a manifold M is
called a Morse form if for every a ∈ M there is a neighbourhood U of a
and a Morse function f : U → R such that ω|U = df .

For example, the differential of a C∞ map f : M → S1 is a Morse
form if and only if f is a Morse map. Observe that in this generalization of
the Morse theory from real-valued Morse functions to closed 1-forms, the
critical points of real-valued functions correspond to zeros of 1-forms.

Let ω be a closed 1-form, and let p be a zero of ω, that is, ω(p) = 0. Pick
a chart Ψ : U → V ⊂ Rm forM at p, and let a = Ψ(p). Let ω̃ = (Ψ−1)∗(ω),
then ω̃ is a 1-form on V ⊂ Rm; write

ω̃(x) =
∑
i

ω̃i(x)dxi, and J(ω̃, x) = det
∣∣∣∣∂ω̃i∂xj

(x)
∣∣∣∣ ,

so that ω̃i(·) and J(ω̃, ·) are C∞ functions V → R. The point p is called a
non-degenerate zero of ω if

J(ω̃, a) �= 0.

Exercise 1.19. Check that the above condition is invariant with respect
to the choice of the local chart Ψ. Prove that a closed 1-form ω is a Morse
form if and only if every zero of ω is non-degenerate.

For any non-degenerate zero p of a closed 1-form ω, the index of p is
by definition the index of the non-degenerate bilinear form f ′′(p) where
f : U → R is any C∞ function in a neighbourhood of p with df = ω|U .

Definition 1.20. Let ω be a Morse form. We denote the set of zeros of ω
by S(ω), and its cardinality by m(ω). The subset of all zeros of index k is
denoted Sk(ω) and its cardinality by mk(ω).

Any Morse form locally in a neighbourhood of any of its zeros is dif-
feomorphic to the differential of the standard quadratic form. This is the
contents of the next proposition, which follows immediately from the Morse
lemma (Theorem 1.6 of the present Chapter).

Proposition 1.21. Let ω be a Morse form on a manifold M , and let p be
a zero of ω of index k. Then there is a chart Ψ : U → V for M at p such
that

Ψ(p) = 0 and
(
Ψ−1

)∗
(ω) = −2

∑k
i=1 xidxi + 2

∑m
i=k+1 xidxi. �

Definition 1.22. Let ω be a Morse form on a manifold M , and let p be a
zero of ω of index k. A chart Ψ : U → V for M at p satisfying the above
condition is called a Morse chart for ω at p.
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A generic closed 1-form is a Morse form. This is the contents of Theorem
1.25 below. The proof is due essentially to M. Morse ([99], Chapter VI,
§8.1). It is based on the observation that, for a smooth function f defined
on an open set in Euclidean space, it suffices to add a small linear form to
f , in order to obtain a Morse function.

Let M be a manifold without boundary. The space Ω1(M) will be
endowed with the weak C∞ topology. Recall that convergence of a sequence
of 1-forms with respect to this topology means uniform convergence on
every compact subset of M together with all partial derivatives.

Definition 1.23. Let M be a manifold and ξ ∈ H1(M,R). Denote by Lξ
the set of all closed 1-forms with de Rham cohomology class equal to ξ.

Observe that Lξ is an affine subspace of Ω1(M), and we endow Lξ with
the induced topology.

Definition 1.24. Let ω be a closed 1-form on a manifold M , and X ⊂M .
We say, that ω is regular on X, or X-regular if every zero p ∈ X of ω is
non-degenerate.

Theorem 1.25. Let M be a manifold, and ξ ∈ H1(M,R). Let X ⊂M be
a compact subset. The subset of all X-regular 1-forms is open and dense
in Lξ.

Proof. We begin with the following lemma.

Lemma 1.26. The set of X-regular closed 1-forms in Lξ is open in Lξ.

Proof of the lemma. The contrary would mean that there is a sequence
ωn of 1-forms in Lξ, converging to an X-regular form ω, and each ωn has
a degenerate zero pn ∈ X. Since X is compact, we can assume that pn
converges to a point p ∈ X. Choose a chart Ψ : U → V for M at p and
a compact neighbourhood Q ⊂ V of a = Ψ(p). We obtain a sequence of
smooth 1-forms λn = (Ψ−1)∗(ωn) defined on V . These 1-forms converge on
Q (together with all their partial derivatives) to the 1-form λ = (Ψ−1)∗(ω).
The sequence an = Ψ(pn) converges to the point a = Ψ(p), and therefore
we have

J(λn, an)→ J(λ, a),
which is obviously contradictory, since J(λn, an) = 0, and J(λ, a) �= 0. �

The density in Lξ of X-regular forms follows from the next proposition.

Proposition 1.27. Let ω be a closed 1-form on a manifold M , and X ⊂M
be a compact subset of M .

Then for every neighbourhood U of X, and every neighbourhood V of ω
in the space Ω1(M), there is a C∞ function h : M → R such that:
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(1) supp h ⊂ U ,
(2) ξ = ω − dh ∈ V,
(3) ξ is X-regular.

Proof. Let us first do a particular case when M = Rm. In this case the
1-form ω can be identified with a C∞ map

Rm ω� (Rm)∗ = L(Rm,R)

from Rm to the space of linear forms on Rm. By the Sard lemma the set
of regular values of this map is dense in (Rm)∗. Pick a regular value λ ∈
(Rm)∗, then λ is a linear function Rm → R. Pick a positive C∞ function
g : Rm → R such that g(x) = 1 for every x in some neighbourhood of X
and supp g ⊂ U . Set

h(x) = g(x) · λ(x).

We claim that the function h satisfies our requirements if λ is small enough.
The first property holds by definition. The second property holds if λ is
small enough. Finally, for every x ∈ X we have h′(x) = λ, and the 1-form
ξ = ω − dh is regular on X by our choice of λ.

Let us proceed to the case of arbitrary manifold M . The case when
the compact X is contained in the domain of definition of some chart of M
follows immediately from the previous argument.

The proposition in its full generality follows then from the next lemma.
Let M be a manifold without boundary, and X ⊂M be a compact subset.
We say that X is nice if the conclusion of the proposition holds for M,X
and every closed 1-form ω on M .

Lemma 1.28. If X1,X2 are nice, then X = X1 ∪X2 is nice.

Proof. Let U be any neighbourhood of X = X1 ∪ X2, and V be any
neighbourhood of ω in Ω1(M). Pick a C∞ function h1 : M → R such that

(1) supp h1 ⊂ U,
(2) the 1-form ξ1 = ω − dh1 is in V,
(3) ξ1|X1 is regular.

Next pick a C∞ function h2 : M → R such that

(1) supp h2 ⊂ U ,
(2) the 1-form ξ2 = ξ1 − dh2 = ω − dh1 − dh2 is in V,
(3) ξ2|X2 is regular.

By Lemma 1.26 the 1-form ξ2 is still regular on X1 if dh2 = ξ2 − ξ1 is
sufficiently small, and in this case the function h1 + h2 has the required
properties. �
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Corollary 1.29. Let M be a closed manifold, and ξ ∈ H1(M,R). The set
of Morse forms in Lξ is open and dense in Lξ. �

Here are two corollaries of the theorem which refer to the cases of real-
valued and circle-valued Morse functions.

Theorem 1.30. Let M be a closed manifold. The set of all Morse functions
M → R is open and dense in the set of all C∞ functions.

Proof. Let C∞(M) denote the space of all real-valued C∞ functions, and
M denote the subset of Morse functions. Let L denote the vector space of
all C∞ exact 1-forms. The map

d : C∞(M)→ L, f �→ df

is continuous (both spaces are endowed with C∞ topology). A function f
is a Morse function if and only if df is a Morse form. Thus the set M is
open in C∞(M) by Lemma 1.26.

Now let us move to the proof of the density. It suffices to consider the
case when M is connected. Let f ∈ C∞(M) be any C∞ function, a ∈ M
be any point. Denote by Fa ⊂ C∞(M) the subspace of all functions g such
that g(a) = f(a). The restriction

d|Fa : Fa → L

is a homeomorphism. The subspace of Morse forms is dense in L by Corol-
lary 1.29, and this completes the proof. �

Theorem 1.31. Let M be a closed manifold, and η a homotopy class of
maps M → S1. In the set of all C∞ functions in η the subset of Morse
functions is open and dense.

Proof. Let Fη denote the space of all C∞ maps M → S1 within the
homotopy class η, and Mη ⊂ Fη denote the subspace of Morse maps. Let
η̄ ∈ H1(M,Z) ⊂ H1(M,R) be the cohomology class corresponding to η via
the canonical isomorphism

[M,S1]
≈� H1(M,Z).

Recall that Lη̄ denotes the subspace of Ω1(M) consisting of closed 1-
forms with de Rham cohomology class equal to η̄. The map

D : Fη → Lη̄, f �→ df

is continuous (both spaces are endowed with C∞ topology). A function f
is a Morse function if and only if df is a Morse form. Thus the set Mη is
open in Fη by Lemma 1.26.
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Now let us prove the density property. It suffices to consider the case
when M is connected. Let f : M → S1 be any C∞ function in the class η,
and let a ∈ M be any point. Let F0 be the subspace of Fη formed by all
functions g with g(a) = f(a). The restriction

D|F0 : F0 → Lη̄

is a homeomorphism. Our assertion follows then from Corollary 1.29. �

2. Gradients of Morse functions and forms

2.1. Definition of f -gradients. Let W be a cobordism or a manifold
without boundary, and f : W → R a Morse function. Let v be a C∞
vector field on W satisfying the condition

(2) f ′(x)(v(x)) > 0 whenever x /∈ S(f).

The function φ(x) = f ′(x)(v(x)) vanishes on S(f) and is strictly positive
on W \ S(f). Therefore every point p ∈ S(f) is a point of local minimum
of φ, and φ′(p) = 0.

Definition 2.1. A vector field v is called an f -gradient if the condition
(2) holds, and every p ∈ S(f) is a non-degenerate minimum of the function
φ(x) = f ′(x)(v(x)) (that is, the second derivative φ′′(p) is a non-degenerate
bilinear form on TpW ). The set of all f -gradients is denoted by G(f).

We will now compute the second derivative φ′′(p) in terms of the deriva-
tives of f and v and give an alternative formulation of the non-degeneracy
condition above.

Lemma 2.2. Let v be an f -gradient, and p ∈ S(f). Then v(p) = 0.

Proof. Pick a Morse chart Ψ : U → V ⊂ Rm for f at p, and let w = Ψ∗v.
The function f ◦Ψ−1 − f(p) equals the quadratic form

Qk(x, y) = −||x||2 + ||y||2; x ∈ Rk, y ∈ Rm−k, where k = indp.

We have Q′k(x, y)(w(x, y)) > 0 for every (x, y) �= (0, 0), and we must prove
w(0, 0) = 0. Let w(0, 0) = (ξ, η), and write for x ∈ Rk

w(x, 0) = (ξ +O1(x), η +O2(x))

where ||Oi(x)|| � C||x|| nearby 0. We have

Q′k(x, 0)(w(x, 0)) = −〈2x, ξ +O1(x)〉 � 0 for every x.

Set x = tξ with t → 0 to see that it is possible only for ξ = 0. The proof
that η = 0 is similar. �
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Let p ∈ S(f). Since v(p) = 0, there is a linear map v′(p) : TpW → TpW ,
such that for every chart Ψ : U → V of W at p we have:

Ψ′(p)
(
v′(p)(h)

)
=

(
Ψ∗(v)

)′(Ψ(p))(Ψ′(p)h)

(this map v′(p) is called the differential of v at p).

Exercise 2.3. Use the above formula to define the linear map v′(p). Apply
the condition v(p) = 0 to show that the map v′(p) defined in this way does
not depend on the choice of the chart Ψ.

Lemma 2.4. For p ∈ S(f) we have

φ′′(p)(h, k) = f ′′(p)(v′(p)h, k) + f ′′(p)(v′(p)k, h).

Proof. We can assume that W is an open subset of Rn, and p = 0 ∈ W .
It will be convenient to denote the canonical pairing between the linear
forms and vectors in Rn by ·, so that φ(x) = f ′(x) · v(x). The Leibnitz
rule gives:

φ′(x)(h) = f ′′(x)(h) · v(x) + f ′(x) · v′(x)(h).
Differentiate once more:

φ′′(x)(h, k) = f ′′′(x)(h, k) · v(x) + f ′′(x)(h) · v′(x)(k)
+ f ′′(x)(k) · v′(x)(h) + f ′(x) · v′′(x)(h, k),

where the first and the fourth term vanish for x = p, and we obtain the
formula sought. �

The next proposition follows immediately.

Proposition 2.5. Let f : W → R be a Morse function (where W is a
cobordism or a manifold without boundary). A vector field v on W is an
f -gradient if and only if

A) for every x /∈ S(f) we have f ′(x)(v(x)) > 0 and
B) for every p ∈ S(f) we have

f ′′(p)(v′(p)h, h) > 0 for every h �= 0. �

2.2. Gradient-like vector fields and Riemannian gradients. As in
the previous subsection let W be a cobordism or a manifold without bound-
ary, and f : W → R a Morse function. A C∞ vector field v is called a
gradient-like vector field for f if

1) for every non-critical point x of f we have: f ′(x)(v(x)) > 0,
2) for every critical point p of f of index k there is a Morse chart

Ψ : U → V ⊂ Rm for f at p such that
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(G) Ψ∗(v)(x1, . . . , xm) = (−x1, . . . ,−xk, xk+1, . . . , xm).

Definition 2.6. A Morse chart for f satisfying (G) is called a Morse chart
for (f, v) at p.

Here is a curious example.

Exercise 2.7. Let λ1, . . . , λm be non-zero positive real numbers; prove
that the vector field

Ak(x) = (−x1, . . . ,−xk, xk+1, . . . , xm)

is a gradient-like vector field for the Morse function

f(x1, . . . , xm) = −
k∑
i=1

λix
2
i +

m∑
i=k+1

λix
2
i ; f : Rm → R.

The corresponding Morse chart is given by

Ψ(x1, . . . , xm) = (
√
λ1 · x1, . . . ,

√
λm · xm).

Lemma 2.8. A gradient-like vector field for f is an f -gradient.

Proof. Let p be a critical point of f , and Ψ be a Morse chart for (f, v) at
p. Let φ(y) = f ′(y)(v(y)). Then(

φ ◦Ψ−1
)
(x) = 2||x||2

and this function has a non-degenerate minimum at 0. �
Let us proceed to another important family of examples: Riemannian

gradients. Recall that the Riemannian gradient of f with respect to a
Riemannian metric 〈·, ·〉 on W is defined by the following formula:

〈gradf(x), h〉 = f ′(x)(h)

(where x is any point of W , and h ∈ TxW ).

Proposition 2.9. Every Riemannian gradient is an f -gradient.

Proof. The condition A) from Proposition 2.5 is obviously satisfied. The
condition B) will be deduced from the next lemma.

Lemma 2.10. Let p be a critical point of f , let v be the Riemannian
gradient of f with respect to a Riemannian metric on W . Then

(3) 〈v′(p)h, k〉 = f ′′(p)(h, k),

where h, k ∈ TpW .
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Proof. It suffices to consider the case when W is an open subset of Rm

and p = 0 ∈ W . The Riemannian metric is then identified with a bilinear
positive definite form G(x) depending on x ∈W , and the map x �→ G(x) is
of class C∞. By the definition of Riemannian gradient we have

G(x)(v(x), k) = f ′(x)(k) for every x ∈W, k ∈ Rm.

Differentiating the above equality we obtain the following:

G′(x)(h)(v(x), k) + G(x)(v′(x)h, k) = f ′′(x)(h, k).

Now just substitute x = 0 and the lemma is proven. �
To complete the proof of our proposition observe first that the formula

(3) implies that the linear map v′(p) is an isomorphism. Next substitute
k = v′(p)h in the formula (3), to obtain

f ′′(p)(v′(p)h, h) = 〈v′(p)h, v′(p)h〉,
and the expression in the right-hand side of the previous formula can vanish
only for h = 0. �

Every gradient-like vector field is a Riemannian gradient, as the follow-
ing proposition shows.†

Proposition 2.11. Let W be a cobordism or a manifold without boundary.
Let f : W → R be a Morse function, and v a gradient-like vector field for f .
Then v is the Riemannian gradient for f with respect to some Riemannian
metric on W .

Proof. The proof is obtained by constructing the required Riemannian
metric locally, and then gluing the results together with the help of the
partition of unity. We shall do the proof in several steps. Let us call the
triple (W,f, v) regular if the conclusion of the proposition holds for (W,f, v).

A. Let us consider first the simplest possible case when W = U×]a, b[,
where U is a manifold without boundary, and

f(x, t) = t, v(x, t) = (0, 1).

This triple (W,f, v) will be called trivial. It is obviously a regular triple:
for every Riemannian metric G on U the product of G with the Euclidean
metric on ]a, b[ satisfies the requirement.

B. Let (W,f, v) be any triple where W is a manifold without boundary
or a cobordism. Assume that for each point a ∈ W there is a neighbour-
hood U(a) of a such that the triple (U(a), f |U(a), v|U(a)) is regular. Then
(W,f, v) is regular. Indeed, let us extract from the covering {U(a)}a∈W a
locally finite covering {Ui} of W . Let {hi}i∈I be the corresponding parti-
tion of unity. Let Gi be a Riemannian metric in Ui such that v|Ui is the

† For a quicker proof of this proposition see Exercise 2.22 of Chapter 4 (page 131).



54 Chapter 2. Morse functions

Riemannian gradient of f |Ui with respect to Gi. Then the sum
∑

i hiGi is
the required metric on W .

C. Now we can do the case of arbitrary triples (W,f, v) without crit-
ical points. Observe that if a triple (W,f, v) is regular, and h is a C∞
everywhere positive function on W , then the triple (W,f, h · v) is regular.
(Indeed if v is the Riemannian gradient for f with respect to G, then h ·v is
the Riemannian gradient for f with respect to h−1 ·G.) Therefore it suffices
to consider only the gradient-like vector fields u with f ′(x)(u(x)) = 1 for
every x ∈W .

In view of the point B above the proof in this case will be completed if
we show that for any point a ∈W there is a neighbourhood U(a) such that
the triple (U(a), f |U(a), v|U(a)) is diffeomorphic to a trivial triple. To this
end, let c = f(a) and let V be the level surface f−1(c). There is ε > 0 and
a neighbourhood U of a in V , such that the map

Ψ : U×]− ε, ε[→W ; (x, t) �→ γ(x, t; v)

is a diffeomorphism of U×] − ε, ε[ onto its image. Denote this image by
U(a); then Ψ−1 gives a diffeomorphism of the triple (U(a), f |U(a), v|U(a))
to a trivial one.

D. Now let us move to the case of Morse functions with a non-empty
set of critical points. For every critical point a of such function f there
is a neighbourhood U(a) of a such that the triple (U(a), f |U(a), v|U(a)) is
regular. (Indeed, let U(a) be the domain of definition of a Morse chart Ψ for
f satisfying the condition (G) from page 34. Then v|U(a) is the Riemannian
gradient of f |U(a) with respect to the Riemannian metric Ψ−1∗ (2E), where
E is the Euclidean metric in U(a).) In view of point B this proves already
our proposition for the case of manifolds without boundary.

E. It remains to prove our proposition in the case when W is a cobor-
dism. In view of points B and D it suffices to prove that there is a neigh-
bourhood U of ∂0W and a metric G on U such that v|U is the Riemannian
gradient of f |U with respect to G. Similarly to point C above we can as-
sume that in a neighbourhood V of ∂W we have f ′(x)(v(x)) = 1. Let α be
sufficiently small so that the map

Ψ : ∂0W × [0, α[→ W ; Ψ(x, t) = γ(x, t; v)

is a diffeomorphism of ∂0W × [0, α[ onto its image. Then the Ψ-image of
the product metric on ∂0W × [0, α] will do. �

2.3. Topological properties of the space of all f -gradients. Let W
be a cobordism, and f : W → [a, b] a Morse function. We denote by
Vect∞(W ) the vector space of all C∞ vector fields on W , endowed with
C∞ topology, that is, the topology of uniform convergence with all partial
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derivatives. This topology is determined by a countable family of semi-
norms and the resulting vector space is metrizable and complete.

Definition 2.12. We denote by Vect∞(W,S(f)) the subspace of all the
vector fields vanishing on S(f).

Then Vect∞(W,S(f)) ⊂ Vect∞(W ) is a closed linear subspace of finite
codimension m(f) = card S(f). The set G(f) of all f -gradients is a subset
of Vect∞(W,S(f)).

Proposition 2.13. The set G(f) is an open convex subset of
Vect∞(W,S(f)).

Proof. Convexity is easy to prove. To prove that G(f) is open, we have
to show that given an f -gradient v, any vector field u ∈ Vect∞(W,S(f))
sufficiently close to v satisfies the conditions A) and B) of Proposition 2.5.
As for condition B) this is obvious. Let us proceed to the condition A).
The cobordism W is compact, therefore it suffices to prove that for every
a ∈W the following property holds:

(P) There is a neighbourhood U(a) of a and a neigh-
bourhood R of v in Vect∞(W,S(f)) such that for every
u ∈ R and every x ∈ U(a) \ S(f) we have:

f ′(x)(u(x)) > 0.

Let us first check this property for any point a /∈ S(f). Let U(a) be a
neighbourhood of a such that U(a) ∩ S(f) = ∅. There is a number C > 0
such that

f ′(x)(v(x)) > C in U(a).
This inequality holds obviously if we replace v by any vector field sufficiently
close to v in C∞ topology, and thus we have verified the property (P) for
a.

Now let us proceed to the case a ∈ S(f). The property (P) being local,
it suffices to consider the case of functions defined in an open subset of a
Euclidean space. For a function g : U → E defined in an open set U ⊂ Rn,
with values in a normed vector space E, put

||g||U = sup
x∈U
||g(x)||.

Lemma 2.14. Let φ : U → R be a C∞ function defined in a neighbour-
hood U of 0 in Rm. Assume that φ(0) = 0 and that φ has a non-degenerate
minimum in 0. Then there is a compact neighbourhood V ⊂ U of 0 and a
number δ > 0 such that every C∞ function ψ : U → R satisfying

ψ(0) = 0, ψ′(0) = 0, ||φ′′ − ψ′′||U < δ, ||φ′′′ − ψ′′′||U < δ,

satisfies also ψ(x) > 0 if x ∈ V and x �= 0.
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Proof. For any function ψ with ψ(0) = 0, ψ′(0) = 0 the Taylor formula
reads as follows:

ψ(x) =
1
2
ψ′′(0)(x, x) +

∫ 1

0

(1− t)2
2

ψ′′′(tx)(x, x, x)dt

(see [21], Part 1, Th. 5.6.1). The function φ having a non-degenerate
minimum in 0, there exists a compact neighbourhood V of 0 and a constant
α > 0 such that φ(x) � α||x||2 for any x ∈ V . The Taylor formula above
imply for the difference ψ(x) − φ(x) the following estimate:

ψ(x) − φ(x) � 1
2
||φ′′(0)− ψ′′(0)|| · ||x||2 +

1
2

sup
x∈U
||ψ′′′(x)− φ′′′(x)|| · ||x||3

and our result follows with any δ such that 1
2δ(1 + diamV ) � α/2. �

At this moment we have already three types of vector fields, associated
with a given Morse function f : Riemannian gradients, gradient-like vec-
tor fields, and f -gradients. We are going to add one more notion to this
collection.

Definition 2.15. A vector field v is called a weak gradient for f or a weak
f -gradient if

f ′(x)(v(x)) > 0 for every x /∈ S(f).

Thus the weak f -gradients form the widest class of vector fields along
whose trajectories the function f increases.†

Lemma 2.16. Let v be a weak f -gradient, and p ∈ S(f). Then v(p) = 0.

Proof. The proof of Lemma 2.2 is valid here without any changes. �

Let us denote the space of all gradient-like vector fields for f by GL(f),
the space of all Riemannian gradients for f by GR(f), and the space of all
weak gradients for f by GW (f). We have the inclusions

GL(f) ⊂ GR(f) ⊂ G(f) ⊂ GW (f) ⊂ Vect∞(W,S(f)),

and in the rest of this section we study their topological properties.

Proposition 2.17. The set G(f) is dense in GW (f).

Proof. Let v be any weak gradient for f , and v0 be any f -gradient. We
shall now prove that for any ε > 0 the vector field w = v + εv0 is an
f -gradient. Indeed, condition A) from Proposition 2.5 holds by obvious
reasons. Proceeding to condition B) let us introduce the following notation:

φ(x) = f ′(x)(v(x)), ψ(x) = f ′(x)(v0(x)), θ(x) = f ′(x)(w(x)).

† The notion of weak gradient was introduced by D. Schütz in his paper [141].
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For every critical point p of f the function φ(x) has a local minimum at p,
therefore φ′′(p)(h, h) � 0 for every h ∈ TpW . The non-degeneracy condition
for v implies that ψ′′(p)(h, h) > 0 for every h ∈ TpW . Therefore

θ′′(p)(h, h) = φ′′(p)(h, h) + εψ′′(p)(h, h) > 0 for every h ∈ TpW.
It remains to note that the vector field w converges to v as ε→ 0. �

Now let us turn to the comparison of the spaces GR(f), GL(f) and
G(f). It is clear that the main difference between the definitions of f -
gradients, Riemannian gradients and gradient-like vector fields is in the
conditions imposed on the behaviour of the vector field nearby the critical
points. In particular, if f : W → R has no critical points at all, then
GR(f) = GL(f) = G(f) = GW (f). A simple necessary condition for an
f -gradient to be Riemannian gradient, respectively a gradient-like vector
field, is given in the next lemma.

Lemma 2.18. 1. Let w be a gradient-like vector field for a Morse func-
tion f : W → R, and p ∈ S(f). Then the linear map w′(p) : TpW → TpW
is diagonalizable over R, and its eigenvalues are equal to ±1.
2. Let v be a Riemannian gradient for f , and p ∈ S(f). Then the linear
map v′(p) : TpW → TpW is diagonalizable over R.

Proof. The first point is obvious from the definition. As for the second
point, recall from Lemma 2.10 that the linear map v′(p) : TpW → TpW
is symmetric with respect to the scalar product induced on TpW by the
Riemannian metric, therefore v′(p) is diagonalizable. �

Example 2.19. Consider a Morse function

f : R2 → R, f(x, y) = x2 + y2,

and three f -gradients:

u(x, y) = (x− y, x+ y), w(x, y) = (2x, y), v(x, y) = (x, y);

the first is an f -gradient, the second is a Riemannian gradient for f (with
respect to the Riemannian metric dx2 + 2dy2), and the third is a gradient-
like vector field for f . Figure 4 shows the behaviour of their integral curves.

FIGURE 4.
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Proposition 2.20. If f : W → R has at least one critical point, the subset
GL(f) is not dense in GR(f). If f has at least one critical point p with

indp � 2 or indp � dimW − 2,

then GR(f) is not dense in G(f).

Proof. The following lemma says that the spectrum of a matrix is a con-
tinuous function of the matrix, the proof is easy and will be omitted.

Lemma 2.21. Let An be a sequence of complex m×m-matrices, converging
to a matrix A. Let U be a neighbourhood of the spectrum σ(A). Then
σ(An) ⊂ U for all n, except maybe a finite number of integers n. �

Now the first part of the proposition follows easily, since for every
gradient-like vector field v and λ > 0 the vector field w = λv is a Rie-
mannian gradient, and for every critical point p the eigenvalues of w′(p)
have absolute value λ. The second part is more delicate; it follows from the
next lemma.

Lemma 2.22. Let f : W → R be a Morse function on a cobordism W ,
and p ∈ S(f). Assume that indp � 2 or indp � dimW − 2. Then there is
an f -gradient v such that v′(p) has at least one imaginary eigenvalue.

Proof. We shall do the proof in the case indp � 2, the case indp �
dimW − 2 is similar. Consider first the case when M = Rm, and the
Morse function is the standard quadratic form

Qk(x) = −
k∑
i=1

x2
i +

m∑
i=k+1

x2
i .

Recall the Qk-gradient

Ak(x) = (−x1, . . . ,−xk, xk+1, . . . , xm)

in Rm. Put

w(x) = (−x1 + x2,−x2 − x1,−x3, . . . ,−xk, xk+1, . . . , xm).

Then w is also a Qk-gradient and the linear map w′(0) has imaginary
eigenvalues.

Now it is easy to do the general case, when f is a Morse function on
a manifold M , and p is a critical point of f of index � 2. Pick any Morse
chart Ψ : U → V for f at p, and extend the vector field (Ψ−1)∗(w) defined
in U to the whole of W , modifying it if necessary nearby the boundary of
U .

The proof of Lemma 2.22 and Proposition 2.20 is now complete. �
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Exercise 2.23. Prove that if W is a cobordism of dimension 1, and f :
W → [a, b] is a Morse function, then GR(f) = G(f).

Remark 2.24. Proposition 2.20 implies that GR(f) is not dense in G(f)
for every Morse function f on a cobordism W of dimension � 3. For
dimW = 2 it remains to consider the case when every critical point of f
has index 1; this is done in Exercise 1.26 of Chapter 3 (page 81).

2.4. Gradients of Morse forms. The proofs in the previous subsection
are all based on the computations in local charts. Since locally any Morse
form is the differential of a Morse function, the generalizations to the case
of Morse forms are straightforward. In this subsection we gathered the cor-
responding definitions and theorems. Let M be a closed manifold without
boundary, and ω a Morse form on M .

Definition 2.25. A C∞ vector field v on M is an ω-gradient if
A) for every x /∈ S(ω) we have ω(x)(v(x)) > 0 and
B) for every p ∈ S(ω) the real-valued function φ(x) = ω(x)(v(x)) has

a non-degenerate local minimum at p.
The space of all ω-gradients will be denoted G(ω).

Definition 2.26. Let 〈·, ·〉 be a Riemannian metric on M . The vector field
grad ω on M , defined by the formula

ω(x)(h) = 〈grad ω(x), h〉 for x ∈M, h ∈ TxM,

is called the Riemannian gradient for ω (with respect to the Riemannian
metric 〈·, ·〉). The space of all Riemannian ω-gradients will be denoted
GR(ω).

A Riemannian gradient for ω is an ω-gradient (similarly to Proposition
2.9).

Definition 2.27. A C∞ vector field v is called a gradient-like vector field for
ω, if

1) ω(x)(v(x)) > 0 whenever x /∈ S(ω), and
2) for every p ∈ S(f) there is a chart Ψ : U → V ⊂ Rm for M at

p, such that Ψ(p) = 0 and

(Ψ−1)∗(ω)(x1, . . . , xm) = −2
k∑
i=1

xidxi + 2
m∑

i=k+1

xidxi,

Ψ∗(v)(x1, . . . , xm) = (−x1, . . . ,−xk, xk+1, . . . , xm)

(where k = indp).
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A chart Ψ satisfying the above condition will be called a Morse chart for
(ω, v).

The space of all gradient-like vector fields for ω will be denoted GL(ω).

Similarly to Proposition 2.11, any gradient-like vector field for ω is a
Riemannian gradient for ω with respect to some Riemannian metric on M .

Definition 2.28. A vector field v on M is called a weak gradient for ω if

ω(x)(v(x)) > 0 whenever x /∈ S(ω).

The space of all weak gradients for ω will be denoted GW (ω).

Definition 2.29. Denote by Vect∞(M,S(ω)) the space of all C∞ vector
fields on M vanishing on S(ω).

Then Vect∞(M,S(ω)) is a closed vector subspace of codimension m(ω)
in the space Vect∞(M) of all C∞ vector fields onM . We have the inclusions

GL(ω) ⊂ GR(ω) ⊂ G(ω) ⊂ GW (ω) ⊂ Vect∞(M,S(ω)).

The proofs of the next propositions are completely similar to the proofs
of Propositions 2.13, 2.17 and 2.20.

Proposition 2.30. The set G(ω) is a convex open subset of
Vect∞(M,S(ω)). The set G(ω) is dense in GW (ω). �

Proposition 2.31. If ω has at least one zero, then the set GL(ω) is not
dense in GR(ω). If ω has at least one zero p with

indp � 2 or indp � dimM − 2

then the set GR(ω) is not dense in G(ω). �

2.5. Gradients of circle-valued Morse functions. The differentials of
circle-valued Morse functions constitute the most important class of Morse
forms. We shall be dealing mostly with this particular case, and for the
convenience of future references we gathered in this subsection the corre-
sponding definitions and results.

For a circle-valued Morse function f : M → S1 on a closed manifold
M , its differential df is a closed 1-form; its value at a point x ∈M will be
also denoted by f ′(x) ∈ T ∗x (M).

Definition 2.32. A C∞ vector field v on M is an f -gradient if
A) for every x /∈ S(f) we have f ′(x)(v(x)) > 0 and
B) for every p ∈ S(f) the real-valued function φ(x) = f ′(x)(v(x)) has

a non-degenerate local minimum at p.
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The space of all f -gradients will be denoted G(f).

Definition 2.33. Let 〈·, ·〉 be a Riemannian metric on M . The vector field
gradf on M , defined by the formula

f ′(x)(h) = 〈grad f(x), h〉 for x ∈M, h ∈ TxM
is called the Riemannian gradient for f (with respect to the metric 〈·, ·〉).
The space of all Riemannian f -gradients will be denoted GR(f).

Definition 2.34. A C∞ vector field v is called a gradient-like vector field for
f , if

1) f ′(x)(v(x)) > 0 whenever x /∈ S(f), and
2) for every p ∈ S(f) there is a chart Ψ : U → V ⊂ Rm for M at

p, such that Ψ(p) = 0 and

d(f ◦Ψ−1)(x1, . . . , xm) = −2
k∑
i=1

xidxi + 2
m∑

i=k+1

xidxi,

Ψ∗(v)(x1, . . . , xm) = (−x1, . . . ,−xk, xk+1, . . . , xm)

(where k = indp).
A chart Ψ satisfying the above condition will be called a Morse chart for
(f, v).

The space of all gradient-like vector fields for f will be denoted GL(f).

Any gradient-like vector field for f is a Riemannian gradient for f with
respect to some Riemannian metric on M .

Definition 2.35. A vector field v on M is called a weak gradient for f if

f ′(x)(v(x)) > 0 whenever x /∈ S(f).

The space of all weak gradients for ω will be denoted GW (f).

Definition 2.36. Denote by Vect∞(M,S(f)) the space of all C∞ vector
fields on M vanishing on S(f).

Then Vect∞(M,S(f)) is a closed vector subspace of codimension m(f)
in the space Vect∞(M) of all C∞ vector fields on M . We have

GL(f) ⊂ GR(f) ⊂ G(f) ⊂ GW (f) ⊂ Vect∞(M,S(f)).

The next propositions are particular cases of Propositions 2.30, respec-
tively 2.31.

Proposition 2.37. The set G(f) is a convex open subset of the space
Vect∞(M,S(f)). The set G(f) is dense in GW (f). �
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Proposition 2.38. If f has at least one critical point, then the set GL(f)
is not dense in GR(f). If f has at least one zero p with

indp � 2 or indp � dimM − 2,

then the set GR(f) is not dense in G(f). �

3. Morse functions on cobordisms

Theorem 1.25 (page 47) says that Morse functions form an open and dense
subset of the space of all C∞ functions on a closed manifold M . The aim
of this section is to generalize this result to the case of cobordisms.

Definition 3.1. A C∞ function φ : W → [a, b] on a cobordism W is called
regular if φ−1(a) = ∂0W, φ

−1(b) = ∂1W . The space of all regular functions
endowed with the C∞ topology is denoted by R(W ).

In particular any Morse function on W is regular. We shall prove that
the set of Morse functions M(W ) is an open and dense subset of R(W ).
The argument is in a sense more delicate than the one we used for Theorem
1.25 in view of the additional restriction that the functions in question are
constant on each component of the boundary. As the first step let us show
that regular functions exist:

Lemma 3.2. Let a < b. There are regular functions φ : W → [a, b].

Proof. Pick any downward normal field v on W . Define a C∞ function f0

in a neighbourhood of ∂0W by the following formula:

f0(x) = a+ τ(x, v)

(recall that τ(x, v) stands for the moment of exit of the v-trajectory starting
at x). Define a C∞ function f1 in a neighbourhood of ∂1W by the following
formula:

f1(x) = b− τ(x,−v).
Pick any smooth function ψ : W \ ∂W →]a, b[. Glue the functions ψ, f0, f1

together with the help of a usual argument using partitions of unity and
the proof is complete. �

Theorem 3.3. Let W be a cobordism. The set M(W ) is open and dense
in R(W ) with respect to C∞ topology.

Proof. The proof that M(W ) is open repeats the proof of Lemma 1.26
without any changes. Now let us prove that M(W ) is dense in R(W ). Let
f : W → [a, b] be any regular function on W . Pick any upward normal
vector field v on W . We begin by perturbing the function f in such a way
that the resulting function has no critical points in a neighbourhood of ∂W :
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Lemma 3.4. In any neighbourhood U ⊂ R(W ) of f there is a regular
function g such that

(4) g′(x)(v(x)) > 0 for every x ∈ ∂W.
Proof. Let ε > 0. The function k(x) = f(x) + ετ(x, v) (defined in some
neighbourhood of ∂0W ) has the property k′(x)(v(x)) > 0 for every x ∈
∂0W . (Indeed, for every v-trajectory γ starting at a point x ∈ ∂0W the
function f(γ(t)) has a local minimum at the point t = 0, since f is regular,
therefore the derivative of the function k(γ(t)) at zero is strictly positive.)
Put

g0(x) = εh(x)τ(x, v) + f(x)
where h is a C∞ function which is equal to 1 in a neighbourhood of ∂0W
and has its support in the domain of definition of τ(x, v). The function g0
satisfies the condition

g′0(x)(v(x)) > 0
for x in a neighbourhood of ∂0W and is arbitrarily close to f if ε is suffi-
ciently small. Applying a similar argument to the upper component of the
boundary, we obtain a function g which was sought. �

It suffices therefore to prove the next lemma.

Lemma 3.5. Let g be a regular function satisfying (4). Let V ⊂ R(W ) be
a neighbourhood of g. Then there is a Morse function h : W → [a, b] in V.

Proof. Put
Wδ = g−1([a+ δ, b − δ]).

Let δ > 0 be so small that g′(x)(v(x)) > d > 0 in W \Wδ. Pick a smooth
function α : W → [0, 1] such that

α(x) = 1 if x ∈Wδ, and supp α ⊂W \Wδ/2.

Proposition 1.27 of the present Chapter implies that there is a function
g̃ : W ◦ → R such that:

(1) The restriction g̃|Wδ has only non-degenerate critical points.
(2) The function

h(x) = g(x) + α(x) · (g̃(x)− g(x))
does not have critical points in Wδ/2 \Wδ.

(3) h ∈ V.
The function h satisfies the requirements of our lemma. The proof of The-
orem 3.3 is now complete. �

We finish this subsection with a result to be used in the sequel.
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Definition 3.6. Let W be a cobordism. A C∞ function g defined in a
neighbourhood U of ∂0W will be called a bottom germ if

(i) g has no critical points, and
(ii) for some a ∈ R we have: g(U) ⊂ [a,∞[, and g−1(a) = ∂0W .
We shall say that two germs are equivalent if they coincide in a neigh-

bourhood of ∂0W . Similarly one defines the notion of a top germ.

Any Morse function on W generates (by restriction) a bottom germ
and a top germ.

Proposition 3.7. Assume that the cobordism W is endowed with an up-
ward normal vector field v such that all its trajectories reach the upper
boundary.

Let f0 be any bottom germ, and f1 any top germ. Assume that f0(∂0W )
< f1(∂1W ).

Then there is a Morse function φ on W such that v is a φ-gradient and
the germs generated by φ are equivalent to f0, f1.

Proof. Multiplying if necessary the vector field v by a nowhere vanishing
positive function we can assume that:

(1) f ′0(x)(v(x)) = 1 for every x in a neighbourhood of ∂0W .
(2) f ′1(x)(v(x)) = 1 for every x in a neighbourhood of ∂1W .
(3) For every x ∈ ∂0W we have τ(x, v) � 1.

Assuming these three conditions we shall construct a diffeomorphism of
the product cobordism ∂0W × [0, 1] onto W , which sends each segment
x × [0, 1] of the product cobordism to the trajectory of v starting at x
(suitably reparameterized). Here is the formula:

Φ : ∂0W × [0, 1]→W, Φ(x, t) = γ
(
x, χ

(
t, τ(x, v)

)
; v

)
where χ : [0, 1] × [1,∞[→ R+ is a C∞ function having the following prop-
erty:

(P) : For every given y the function t �→ χ(t, y) is a
diffeomorphism of [0, 1] onto [0, y] such that

∂χ

∂t
= 1 in some neighbourhood of {0, 1}.

See the graph of the function t �→ χ(t, y) in Figure 5.
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FIGURE 5.

The existence of such a function is almost obvious from the picture.
We postpone the precise proof until Lemma 3.8, and now observe that
the property (P) implies that the map Φ is indeed a diffeomorphism of
∂0W × [0, 1] onto W . We have:

f0 ◦Φ(x, t) = t+ a, for t in a neighbourhood of 0;

f1 ◦ Φ(x, t) = b+ t− 1, for t in a neighbourhood of 1.

Pick a C∞ diffeomorphism θ : [0, 1]→ [a, b] such that θ′(t) = 1 for any t in
a neighbourhood of {0, 1}. The composition of the maps

W
Φ−1
� ∂0W × [0, 1]→ [0, 1]

θ� [a, b]

has the required properties. To complete the proof it remains therefore to
prove the following lemma.

Lemma 3.8. There exists a function χ satisfying the property (P) above.
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Proof. Pick a C∞ function h : R+ → [0, 1] such that

h(t) =0 for t � 1/3,

h(t) =1 for 2/3 � t � 1,

h′(t) >0 for 1/3 < t < 2/3.

Put
χ(t, y) = t+ (y − 1)h(t);

it is obvious that (P) holds for this function. �



CHAPTER 3

Gradient flows of real-valued Morse functions

Let f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. The dynamical system generated by v is called a gradient flow.†
This chapter is about basic geometric constructions related to gradient
flows, like stable manifolds, gradient descent maps, and others. We will
see that each critical point of f is a hyperbolic fixed point of the flow
generated by v, so the local theory of hyperbolic dynamical systems can be
applied. In the first section we give a brief account of the basic results of
this theory with a special emphasis on the applications to gradient flows.
We discuss the Hadamard-Perron theorem, the Lyapunov stability theory
and the Grobman-Hartman theorem. In the second section we study the
global stable manifolds of the critical points of Morse functions, and the
third section is devoted to the notion of gradient descent, one of the main
tools of the Morse theory.

1. Local properties of gradient flows

A linear map of a finite-dimensional real vector space to itself is called
elementary if it does not have eigenvalues with zero real part. It is called
negative elementary, respectively positive elementary, if the real part of
every eigenvalue is strictly negative, respectively strictly positive. Observe
that A is elementary if and only if the linear map exp(A) is hyperbolic, that
is, the spectrum of exp(A) does not contain complex numbers of absolute
value equal to 1. A zero p of a vector field v on a manifold M is called
elementary if the differential v′(p) is an elementary linear map of TpM to
itself.

The local structure of a flow generated by a vector field in a neighbour-
hood of an elementary zero is a classical and thoroughly studied subject.
The first substantial progress in this domain was made by A. M. Lyapunov
in his doctoral thesis “The General Problem of the Stability of Motion”
[88] (1892). He developed efficient methods for investigation of stability
of equilibrium states of dynamical systems (Lyapunov’s direct method). He

† It is worth noting that for ∂W �= ∅ the gradient flow is only a partial flow, that is, the
integral curves of v may not be defined on the whole of R.
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proved in particular that any negative elementary zero of a vector field is an
asymptotically stable equilibrium state. The Lyapunov direct method uses
the construction of a function which is increasing along each non-constant
trajectory of the flow; these ideas are among the predecessors of the Morse
theory.

The next step in the development of the local theory of hyperbolic
dynamical systems was made by J. Hadamard. In his paper [52] (1902)
he considered the dynamical system determined by a diffeomorphism A :
R2 → R2 to itself with a hyperbolic fixed point in the origin. Assuming
that the eigenvalues λ, μ of A′(0) are real, and satisfy λ < 1 < μ, he con-
structed two A-invariant submanifolds, S (the stable invariant manifold)
and U (the unstable invariant manifold), such that S and U both contain
the origin, A|U is expanding, and A|S is contracting. In 1928 O. Perron,
using a different method, constructed stable and unstable manifolds for el-
ementary zeros of vector fields in Euclidean space of arbitrary dimension.
The Hadamard-Perron theorem on the existence of stable manifolds is now
a basic working tool in the theory of hyperbolic dynamical systems. Our
reference for this theorem is the book [1] of R. Abraham and J. Robbin. A
new elegant proof of the Hadamard-Perron theorem was given in 1970 by
M. C. Irwin in his article [66]. We recommend to the reader the system-
atic and comprehensive exposition of this proof in the book [67] (see also
Chapter 2 of the book [122]).

The Hadamard-Perron theorem suggests that in a neighbourhood of an
elementary zero the dynamical system generated by the flow is equivalent
to the product of its stable and unstable part. This is true, but only in the
topological category: the map which gives the equivalence is in general a
non-differentiable homeomorphism. Here is an equivalent statement: the
flow generated by a vector field in a neighbourhood of an elementary zero is
topologically equivalent to its linear part. This fundamental result is due to
D. M. Grobman [50], [51] and is often referred to as the Grobman-Hartman
theorem. We discuss it in Subsection 1.3.

1.1. The Hadamard-Perron theorem. Let M be a manifold without
boundary. Let v be a C∞ vector field on M , and p a zero of v.

Definition 1.1. 1. The set of all points x ∈M such that the v-trajectory
starting at x is defined on R+ and limt→∞ γ(x, t; v) = p is called the stable
set of v at p and denoted W st(v, p).
2. The set of all points x ∈M such that the (−v)-trajectory starting at x
is defined on R+ and limt→∞ γ(x, t;−v) = p, is called the unstable set of v
at p and denoted W un(v, p).
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Stable sets are often called stable manifolds (similarly for the unstable
sets). This terminology is justified by the fact that often these sets are
submanifolds of the ambient manifold, as it is the case for example in the
situation of the Hadamard-Perron theorem.To state this theorem we need
some recollections from linear algebra. Let L : E → E be an elementary
linear map. It is easy to check that there is a unique direct sum decompo-
sition E = E− ⊕ E+ into L-invariant vector subspaces, such that L|E− :
E− → E− is negative elementary and L|E+ : E+ → E+ is positive ele-
mentary. The space E− (respectively E+) is called the negative subspace
(respectively the positive subspace) with respect to to L. The dimension of
E− will be also called the index of L.

Definition 1.2. Let v be a C∞ vector field on a manifold M , and let p
be an elementary zero of v. The negative and positive subspaces of TpM
with respect to v′(p) will be denoted T−p (M,v), respectively T+

p (M,v). The
index of v′(p) will be called the index of p.

Here is the statement of the Hadamard-Perron theorem.

Theorem 1.3. Let v be a C∞ vector field on a manifold M , and p an
elementary zero of v. Then there is a neighbourhood U of p, such that

(1) W st(v|U, p) and W un(v|U, p) are submanifolds of U .

(2) W st(v|U, p) ∩ W un(v|U, p) = {p}.
(3) TpW st(v|U, p) = T−p (M,v), TpW

un(v|U, p) = T+
p (M,v).

For the proof we refer to [1], Theorem 27.1 of Chapter 6. This theorem
is formulated in [1] for the case of vector fields of class Cr with r <∞; the
C∞ case follows easily. The point (3) above is not included in the statement
of the Theorem 27.1 of [1]; it follows from the Lemma 27.2 of the book, in
which the stable manifolds are described in local coordinates.

Example 1.4. Let v be a linear vector field on a finite-dimensional real
vector space E, that is, v(x) = Lx where L : E → E is a linear map. If
L is an elementary linear map, then 0 is obviously an elementary zero of
v and the space E itself is a neighbourhood satisfying the conditions (1) –
(3) above. We have

W un(v, 0) = E+, W st(v, 0) = E−.

In general however the neighbourhood U from Theorem 1.3 above is
not equal to M . The next example is borrowed from the book [1, figure
27-2]; here the stable set of the point P coincides with the unstable set and
is homeomorphic to the Bernoulli lemniscate, therefore is not a topological
manifold:
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P

FIGURE 6.

Let us call a neighbourhood U of p regular if the sets W st(v|U, p),
W un(v|U, p) satisfy the conditions (1)–(3) of Theorem 1.3. It follows from
this theorem that for every elementary zero p of v there are arbitrarily small
regular neighbourhoods. Moreover, one can prove that any open neighbour-
hood of p which is a subset of a regular neighbourhood is regular itself (see
Exercise 1.11). For a given v the manifold W st(v|U, p) certainly depends
on U , but it is easy to prove that its germ at the point p does not. This is
the subject of the next corollary.

Corollary 1.5. Let U1, U2 be regular neighbourhoods of an elementary zero
p of a vector field v. Put

N1 = W st(v|U1, p), N2 = W st(v|U2, p).

Then there is a submanifold N ⊂M of dimension indp such that p ∈ N ⊂
N1 ∩N2, and N is an open subset of N1 and of N2.

Proof. Pick any regular neighbourhood U ⊂ U1 ∩ U2 of p. The stable set
N = W st(v|U, p) is then a manifold of dimension k = indp, and we have
obviously N ⊂ N1, N ⊂ N2, therefore N is an open subset of both N1 and
N2. �

The manifold W st(v|U, p) (where U is a regular neighbourhood of p)
will be called the local stable manifold for v at p to distinguish it from
the global stable set W st(v, p). We shall sometimes denote the local stable
manifold by W st

loc(v, p), if the value of U is clear from the context or not
important.

Similar properties hold for the unstable manifolds. The local unstable
manifold for v at p will be denoted by W un

loc (v, p).
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1.2. Lyapunov discs. Let p be an elementary zero of a vector field v.
In this section we shall study the restriction of the flow to the stable and
unstable manifolds of v at p. The equilibrium point p of the restriction of
v to the stable manifold is indeed stable: as we shall see later on in this
section there are arbitrarily small compact v-invariant neighbourhoods of p
in W st

loc(p). The main aim of this subsection is the construction and inves-
tigation of special types of such invariant neighbourhoods: the Lyapunov
discs.

We begin with preliminaries about vector fields in Rk. Let w be a C∞
vector field on the closed disc D = Dk(0, R), which points inward D, that
is

(1) ∀a ∈ Sk−1(0, R) = ∂Dk : 〈a,w(a)〉 < 0

(where 〈·, ·〉 denotes the Euclidean scalar product in Rk). The next lemma
is an easy exercise in the theory of differential equations in Euclidean space;
the proof will be omitted (see Figure 7).

FIGURE 7.

Lemma 1.6. Let w be a vector field satisfying (1). Then
1. For every x ∈ D the w-trajectory γ(x, ·;w) is defined on the whole

of R+.
2. For every x ∈ D we have:

γ(x, t;w) ∈ D \ ∂D for t > 0.

3. D \ ∂D is w-invariant.
4. Any w-trajectory can intersect ∂D only once. �
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Now let M be a manifold, and v a C∞ vector field on M . Let φ : D =
Dk(0, R) ⊂ � M be a C∞ embedding of a closed disc to M , let D denote
the image of this embedding. We say that v is tangent to D if for every
x ∈ Dk(0, R) we have: v(φ(x)) ∈ Tφ(x)(D). If v is tangent to D, then v|D
is the φ-image of a C∞ vector field w on D, which is determined by the
following formula:

φ′(y)(w(y)) = v(φ(y)) for y ∈ D.

The vector field w will be denoted by φ−1∗ (v). We shall say that v points
inward D if v is tangent to D and φ−1∗ (v) has the property (1). The following
lemma is an immediate consequence of Lemma 1.6.

Lemma 1.7. Let v be a tangent vector field to D, which points inward D.
Then

(1) D and D \ ∂D are v-invariant.
(2) Any v-trajectory can intersect ∂D only once. �

Now we can introduce Lyapunov charts and Lyapunov discs.

Definition 1.8. Let v be a C∞ vector field on a manifold M and p be an
elementary zero of v. A stable Lyapunov chart for v at p is a C∞ embedding
j : D ⊂ � M of a k-dimensional closed disc D = Dk(0, R) to M (where
k = indp) such that:

(1) j(0) = p.
(2) For some regular neighbourhood U of p we have D = j(D) ⊂

W st(v|U, p).
(3) v points inward D.

The image D of a stable Lyapunov chart is called a stable Lyapunov disc.
A stable Lyapunov chart for (−v) at p is called an unstable Lyapunov chart
for v at p. The image of an unstable Lyapunov chart is called an unstable
Lyapunov disc.

In Figure 8 we have depicted several trajectories and a Lyapunov disc
(shaded) for a stable manifold of a zero of a vector field.
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FIGURE 8.

Proposition 1.9. Let v be a C∞ vector field on a manifold M and p an
elementary zero of v. For any neighbourhood A of p in M there is a stable
Lyapunov disc D for v at p such that D ⊂ A.

Proof. Choose any chart Ψ : U � V of the manifold W st
loc(v, p) at p,

with Ψ(p) = 0. The vector field w = Ψ∗(v|U) is of class C∞ in V , and the
eigenvalues of w′(0) have negative real part. According to a theorem due
to Lyapunov (see for example [6], §22 and §23) there is a positive definite
quadratic form φ on Rk (where k = indp) which is a Lyapunov function
for w in a neighbourhood of 0, that is,

φ′(x)(w(x)) < 0

for every x �= 0 in some neighbourhood V0 of 0. For any λ > 0 the set
B = φ−1([0, λ]) is a k-dimensional ellipsoid, and there is a diffeomorphism

g : D = Dk(0, R)
≈� B,

such that g(0) = 0. Choose λ sufficiently small so that B ⊂ V0; the map
Ψ−1◦g is then a stable Lyapunov chart for v at p, and D = Ψ−1(g(D)) ⊂ R
is the Lyapunov disc sought. �

Lemma 1.10. Let v be a C∞ vector field on a manifold M and p an
elementary zero of v. Let D be a stable Lyapunov disc for v at p. Then
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(1) D and D \ ∂D are v-invariant.
(2) Any v-trajectory intersects ∂D at most once.
(3) For any x ∈ W st(v, p) \ D there exists a unique t > 0 such that

γ(x, t; v) ∈ ∂D.

Proof. The first two points follow immediately from Lemma 1.7. For the
proof of (3) it suffices to consider the case when D is a subset of a regular
neighbourhood U of p and x ∈ U . Observe that the set D \ ∂D is a
neighbourhood of p in the manifold W st(v|U, p). Therefore there is θ > 0
such that γ(x, θ; v) ∈ D. The minimal value of such θ is the number t
sought. �

Exercise 1.11. Let p be an elementary zero of a vector field v on a man-
ifold M . Let U be a regular neighbourhood of p (for the terminology see
page 70). Prove that any neighbourhood V ⊂ U of p is also regular.

Recall ([6], §22 and §23) that a zero p of a vector field v on a manifold
M is called stable (or Lyapunov stable) if for every neighbourhood V of p
there is a neighbourhood V ′ ⊂ V such that every v-trajectory starting at
a point of x ∈ V ′ stays at V . The zero p is called asymptotically stable if it
is stable, and there is a neighbourhood W of p such that for every x ∈ W
we have γ(x, t; v) → p as t → ∞. The following corollary is easy to prove
using the properties of Lyapunov discs.

Corollary 1.12. Let p be an elementary zero of a vector field v on a man-
ifold M . Then the point p is an asymptotically stable zero of the restriction
of v to any local stable manifold W st

loc(v, p). �

Now we shall use Lyapunov charts to deduce a fundamental property
of stable sets.

Proposition 1.13. Let M be a closed manifold. Let v be a C∞ vector
field, and p an elementary zero of v of index k. The set W st(v, p) is the
image of a C∞ immersion of an open k-dimensional disc to M .

Proof. Pick a stable Lyapunov disc D0 for v at p. Put

B0 = D0 \ ∂D0.

For λ > 0 put

Dλ = Φ(−v, λ)(D0) = {γ(x, λ;−v) | x ∈ D0}.
(Recall that Φ(−v, ·) denotes the one-parameter group of diffeomorphisms
generated by the vector field −v.) Then Dλ is an embedded k-dimensional
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closed disc, v is tangent to Dλ and points inward Dλ. The set Wλ = Dλ \B0

is a k-dimensional cobordism with

∂1Wλ = ∂D0, ∂0Wλ = ∂Dλ.
For x ∈ W st(v, p) \ B0 denote by t(x) the moment when γ(x, ·; v) reaches
∂D0, and by A(x) the point of intersection of this curve with ∂D0. The
restrictions

A|Wλ : Wλ → ∂D0, t|Wλ : Wλ → R,

are C∞ maps (since τ(x) is the exit moment and A(x) is the exit point for
the v-trajectory γ(x, ·; v) on the cobordism Wλ).

Let λ, μ > 0 and let f : [0, λ] → [0, μ] be any C∞ map, which equals
identity in a neighbourhood of 0. Define a map

Gf : Dλ → Dμ
by the following formula:

Gf (x) = x for x ∈ D0,

Gf (x) = γ
(
A(x), f(t(x));−v

)
for x ∈ Dλ \ D0.

It is clear that Gf is a C∞ map.

Lemma 1.14. If f : [0, λ] → [0, μ] is a diffeomorphism, then Gf is a
diffeomorphism of Dλ onto Dμ.
Proof. The map Gf−1 is the inverse for Gf . �

Now we can construct an immersion of the open k-dimensional disc
B1 = D1 \ ∂D1 onto W st(v, p). Choose any C∞ diffeomorphism h : [0, 1[→
R+, such that h(y) = y for y ∈ R in a neighbourhood of 0. Define a C∞
map G : B1 →M by the following formula:

G(x) = x for x ∈ B0,

G(x) = γ
(
A(x), h(t(x));−v

)
for x ∈ B1 \ D0.

The restriction of G to any disc Dλ equals Gf where f = h|[0, λ]; therefore
G(Dλ) = Dh(λ) and

G(B1) =
⋃

0<λ<1

Dh(λ) = W st(v, p).

The map G is an injective immersion as it follows from Lemma 1.14, and
the proof of our proposition is now complete. �

Intuitively the map G constructed above can be described as follows.
For every flow line Γ of (−v) belonging to W st(v, p), let Γ1 be the inter-
section of Γ with D1. The map G “stretches” Γ1 so as to cover the whole
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curve Γ. This construction will be used several times in the sequel, and we
reserve for it the term the stretching construction.

The subject of the next proposition is the continuous dependence of
Lyapunov charts on the vector field. Let M be a closed manifold and p
an elementary zero of a C∞ vector field v on M . Let V denote the vector
space of all C∞ vector fields on M endowed with the weak C∞ topology.
Let Vp denote the subspace of all vector fields on M vanishing in p. Denote
by C1(D,M) the space of C1 maps of the disc D to M endowed with the
usual C1 topology.

Proposition 1.15. Let j : D ⊂ � M be a stable Lyapunov chart for v at
p. There exists a neighbourhood U of v in Vp and for each u ∈ U there is a
stable Lyapunov chart ju : D ⊂ � M , such that jv = j and the map

u �→ ju; U → C1(D,M)

is continuous.

For the proof we refer to the book [1]. Proposition 1.15 follows from Lemma
27.5 of this book. A similar proposition holds for unstable Lyapunov charts.

1.3. The Grobman-Hartman theorem. Let v be a C1 vector field on
a manifold M and a ∈ M . We denote by I(a, v) the interval of definition
of the maximal integral curve γ(a, ·; v).
Definition 1.16. Let v1 be a C1 vector field on a manifold M1, and v2
a C1 vector field on a manifold M2. A homeomorphism Ψ : M1 → M2 is
called a flow equivalence between v1 and v2 if for every point a ∈ M1 we
have:

(1) I(a, v1) = I(Ψ(a), v2).
(2) For every t ∈ I(a, v1) we have:

γ(Ψ(a), t; v2)) = Ψ(γ(a, t; v1)).

Here is one of the versions of the Grobman-Hartman theorem

Theorem 1.17. [[67], Theorem 5.25] Let E be a finite-dimensional real
vector space, and L : E → E be an elementary linear map. For every
C1 vector field η : E → E with sufficiently small C1 norm there is a flow
equivalence between L and L+ η.

It is important to note that in general the flow equivalence in Theorem
1.17 is not differentiable.

The next proposition says that the flow equivalence class of the flow
generated by an elementary linear map L depends only on the index of L.
This is a well-known fact from the theory of linear differential equations
(see [6], or [67]); we outline a proof for completeness.
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Proposition 1.18. Let E be an m-dimensional real vector space. Let L :
E → E be an elementary linear map of index k. Then there is a flow
equivalence between L and the elementary linear map Ak : Rm → Rm

given by the formula

Ak(x1, . . . , xk, xk+1, . . . , xm) = (−x1, . . . ,−xk, xk+1, . . . , xm).

Proof. Let E = E−⊕E+ be the L-invariant decomposition where E− and
E+ are the negative, respectively positive, subspaces of E with respect to L.
We have linear vector fields L− = L|E−, L+ = L|E+ on E−, respectively
on E+. There is a flow equivalence between L− and A −k , and also between
L+ and A +

k (this is one of the versions of the Lyapunov stability theorem,
see for example, [67], Theorem 4.40, or [6], §22). The direct product of
these equivalences is a flow equivalence between L and Ak. �

Now we shall use Theorem 1.17 together with Proposition 1.18 to prove
that every vector field in a neighbourhood of its elementary zero of index
k is flow equivalent to the vector field Ak. Let v be a C1 vector field on
an m-dimensional manifold M , let p be an elementary zero of v of index k,
and U be an open neighbourhood of p. Put

B(R) = Bk(0, R) ×Bm−k(0, R) ⊂ Rk ×Rm−k.

Definition 1.19. A homeomorphism

Φ : B(R)→ U

will be called a box for v at p, if Φ is a flow equivalence between the flow
Ak|B(R) and the flow v|U .

Theorem 1.20. Let v be a C1 vector field on a manifold M , let p be
an elementary zero of v. For every neighbourhood V of p there is a box
Φ : B(R)→M such that Φ(B(R)) ⊂ V .

Proof. The assertion is clearly local therefore it suffices to prove our the-
orem for the case when M = Rm and p = 0 is the unique zero of the vector
field v. Let L = v′(0), then L is an elementary linear map. The difference
v − v′(0) is C1 small in a small neighbourhood of 0. The idea is to apply
Theorem 1.17 and deduce that v and L are flow equivalent in a neighbour-
hood of 0. Unfortunately Theorem 1.17 applies only to vector fields defined
on the whole of Rm. So we shall modify the vector field v outside a small
neighbourhood of 0 so that the resulting vector field will be C1 close to L
everywhere in Rm. Pick a C∞ function

h : Rm → [0, 1] with h(x) = 0 for ||x|| � 1,

and h(x) = 1 for ||x|| � 2,
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(where || · || is the usual Euclidean norm in Rm). For λ > 0 define a vector
field wλ on Rm by the following formula:

wλ(x) = (1− h(x/λ)) · v(x) + h(x/λ) · Lx.
The vector fields wλ and v are equal in the disc D(0, λ) and outside the
disc D(0, 2λ) we have wλ(x) = Lx.

Lemma 1.21. The C1 norm of the difference wλ −L converges to zero as
λ→ 0.

Proof. We have:

wλ(x)− Lx =
(
1− h(x/λ)

)(
v(x)− Lx

)
.

The Taylor formula says

v(x)− Lx = R(x) with ||R(x)|| � C||x||2

(recall that v′(0) = L by definition). Thus the C0-norm of wλ − L is less
than 4Cλ2. As for the differential of wλ − L, we have:

(wλ − L)′(x)(ξ) = −(1/λ) · h′(x/λ)(ξ) · (v(x)− Lx)
+

(
1− h(x/λ)

)
·
(
v′(x)(ξ) − Lξ

)
.

It is easy to see that the C0-norm of each of both terms of the right-hand
side of the above equality converge to zero when λ→ 0. �

Applying Theorem 1.17 and Proposition 1.18 we deduce that for λ
sufficiently small there is a flow equivalence between Ak and wλ, that is,
there a homeomorphism

Φ : Rm ≈� Rm

which sends every integral curve of Ak to an integral curve of wλ. Re-
stricting Φ to B(R) with R sufficiently small gives the equivalence
sought. �

1.4. Gradient-like vector fields. In this and the following subsection
we discuss the Hadamard-Perron and Grobman-Hartman theorems in the
particular situation of gradient flows of a Morse function nearby a critical
point.

Let us begin with the simplest case of gradient-like vector fields. By the
very definition any such field is locally diffeomorphic to the linear vector
field Ak. This leads to a short proof of the Hadamard-Perron theorem
for this particular case. Moreover the stable and unstable manifolds for
a gradient-like vector field are immediately reconstructed from the Morse
charts and the corresponding local data.
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Let us first consider the vector field Ak. Writing a generic point in
Rm = Rk ⊕Rm−k as a pair (x, y) with x ∈ Rk, y ∈ Rm−k, we have

Ak(x, y) = (−x, y).
Proposition 1.22. Let U = Bk(0, R)×Bm−k(0, R). Then

(1) Bk(0, R) × 0 is the stable manifold for Ak | U .
(2) 0×Bm−k(0, R) is the unstable manifold for Ak | U .

Proof. Here is an explicit formula for the integral curves of the vector field
v = Ak: for z0 = (x0, y0) we have

γ(z0, t; v) = (x0e
−t, y0e

t).

Thus if y0 = 0, then γ(z0, t; v) ∈ U for every t � 0, and the curve γ(z0, t; v)
converges to 0 as t→∞. Therefore

W st(v|U, 0) ⊃ Bk(0, R)× 0.

To prove the inverse inclusion, observe that if y0 �= 0, then the curve
γ(z0, ·; v) quits U at the moment t0 = lnR− ln ||y0||. Therefore γ(z0, ·; v|U)
is not defined on the whole of R+ and z0 /∈W st(v|U, 0). A similar argument
proves part (2) of the proposition. �

Now let W be a manifold without boundary or a cobordism, f a Morse
function on W , p ∈W a critical point of f of index k, and v a gradient-like
vector field for f . Let

Ψ : V → B(R) = Bk(0, R)×Bm−k(0, R) ⊂ Rm

be a Morse chart for (f, v) at p (that is, both f and v have the standard
form in the local coordinate system defined by Ψ). It is immediate from
the preceding proposition, that

W st(v|U, p) = Ψ−1
(
Bk(0, R)× 0

)
, W un(v|U, p) = Ψ−1

(
0×Bm−k(0, R)

)
,

and therefore Ψ−1 is a box for v at p. This box is not only a homeomor-
phism, but a C∞ diffeomorphism.

1.5. f -gradients. Now let us proceed to the case of general f -gradients.
Let W be a manifold without boundary or a cobordism, f : W → R a
Morse function, and v an f -gradient.

Proposition 1.23. Every zero of v is elementary.

Proof. Let p ∈ S(f). By Proposition 2.5 of Chapter 2 (page 51) we have

f ′′(p)
(
v′(p)h, h

)
> 0 for every h ∈ TpM.

Now our assertion follows immediately from the next lemma.
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Lemma 1.24. Let A : E×E → R be a symmetric bilinear form on a finite-
dimensional real vector space E. Let L : E → E be a linear map, such that

A(Lh, h) > 0 for every h �= 0.

Then
(1) L is elementary.
(2) The restriction of A to the negative L-invariant subspace E− is a

negative definite bilinear form.
(3) The restriction of A to to the positive L-invariant subspace E+ is

a positive definite bilinear form.

Proof. To prove the point (1), assume that the complexification LC :
EC → EC has an eigenvector h ∈ EC, h �= 0 with a purely imaginary
eigenvalue iλ, λ ∈ R. Let

α = h+ h̄, β = i(h − h̄),

so that α, β are in the real vector space E. Then

Lα = λβ, Lβ = −λα, and A(Lα,α) = −A(Lβ, β).

Since A(Lh, h) > 0 for every h �= 0 we deduce that α = β = 0, and this
leads to a contradiction.

Proceed now to the point (2). For h ∈ E−, h �= 0 consider the C∞
curve γ(t) = etLh, lying entirely in E−. Observe that A(γ(t), γ(t)) is a
strictly increasing function of t (since the derivative of this function equals
2A(LetLh, etLh) > 0). For every t > 0 the linear map etL|E− is hyperbolic,
and every eigenvalue λ of this map satisfies |λ| < 1. Therefore

γ(t) = etLh→ 0, and A(γ(t), γ(t)) → 0, as t→∞.
Thus 0 > A(γ(0), γ(0)) = A(h, h). The proof of the third point is com-
pletely similar. �

Thus Theorem 1.3 applies, and we obtain in particular the local stable
and unstable manifolds for the critical points of f . In the case of general
f -gradients the geometry of these manifolds is not as simple as in the case
of gradient-like vector fields, where by definition the pair (f, v) is locally
C∞ diffeomorphic to the standard pair (Qk,Ak). Recall however that the
pair (f, v) is locally topologically equivalent to the standard one by Theorem
1.20; this result will be very useful in the sequel.

Exercise 1.25. Let W be a Riemannian cobordism, f : W → [a, b] a Morse
function, and v the Riemannian gradient of f . Let p ∈ S(f). Prove that
the subspaces T+

p (W ), T−p (W ) are orthogonal with respect to the bilinear
form f ′′(p), that is, f ′′(p)(h, k) = 0 whenever h ∈ T+

p (W ), k ∈ T−p (W ).
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Construct an example of an f -gradient for which T+
p (W ), T−p (W ) are not

orthogonal.

Exercise 1.26. Using the preceding exercise, show that if f is a Morse
function on a cobordism of dimension 2, which has a critical point of index
1, then GR(f) is not dense in G(f).

2. Descending discs

Having investigated the local structure of gradient flows, we can now pro-
ceed to global properties. In this section we study the stable sets of critical
points of Morse functions on cobordisms; these sets are also called descend-
ing discs.

2.1. Lockers. An important working tool for investigation of descending
discs is the notion of a locker.

Definition 2.1. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f . A compact neigh-
bourhood K of p is called a locker for (f, v) at p, if the following property
holds:

If x ∈ Int K and for some t � 0 we have γ(x, t; v) /∈ K,
then there is t0 ∈ [0, t] such that γ(x, t0; v) ∈ K and
f(γ(x, t0; v)) > f(p).

In other words K is a locker, if a v-trajectory can quit K only passing
through a point of K where the value of f is greater than f(p).

It is easy to construct lockers for the pair (Qk,Ak), where Qk is the
standard quadratic form on Rm = Rk ×Rm−k:

Qk(x, y) = −||x||2 + ||y||2, where x ∈ Rk, y ∈ Rm−k

and
Ak(x, y) = (−x, y).

Namely, for any r > 0 the set

Q(r) = Dk(0, r) ×Dm−k(0, r)

is a locker for (Qk,Ak) at (0, 0). The proof follows immediately from the
explicit formula describing the integral curves of Ak:(

x(t), y(t)
)

= (e−tx(0), ety(0)).

The integral curves of the flow are depicted in Figure 9.
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Q(r)

Rk

Rm−k

FIGURE 9.

The same geometrically obvious idea leads to the proof of the next propo-
sition.

Proposition 2.2. Let f be a Morse function on a cobordism W and v an
f -gradient. For every critical point p of f and every open neighbourhood V
of p there is a locker K ⊂ V for (f, v) at p.

Proof. Let

Φ : B(R) = Bk(0, R)×Bm−k(0, R)→ U

be a box for (f, v) at p (see Definition 1.19). Here k = indp. For r, ρ ∈ R+

put

Q(ρ, r) = {(x, y) ∈ Rk ×Rm−k | ||x|| � ρ, ||y|| � r}.
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The set-theoretical boundary of Q(ρ, r)

Fr(Q(ρ, r)) = Q(ρ, r) \ Int Q(ρ, r)

is the disjoint union of two sets

Q−(ρ, r) = {(x, y) | ||x|| = ρ, ||y|| < r},
Q+(ρ, r) = {(x, y) | ||x|| � ρ, ||y|| = r}.

An argument similar to the above shows that an Ak-trajectory starting
at a point of Q(ρ, r) can quit this set only through a point of Q+(ρ, r). For
r, ρ < R put

F = Φ(Q(ρ, r)), F+ = Φ(Q+(ρ, r)), F− = Φ(Q−(ρ, r)).

Since the vector fields Ak|B(R) and v|U are flow equivalent, we deduce that
a v-trajectory starting at a point of F can leave the set F only through a
point of F+.

Therefore the subset F is a locker for (f, v) at p if f(x) > f(p) for every
point x ∈ F+.

Lemma 2.3. Let 0 < r < R. For any ρ > 0 sufficiently small we have:

f(x) > f(p) for every x ∈ F+ = Φ(Q+(ρ, r)).

Proof. Let g = f ◦ Φ, then g is a continuous function on B(R). We have:

Φ(0×Dm−k(0, r)) ⊂W un(v, p),

therefore there is ε > 0 such that

g(x) > g(p) + ε for every x ∈ 0× ∂Dm−k(0, r).

The distance from every point of Q+(ρ, r) to 0 × ∂Dm−k(0, r) is not more
than ρ, therefore for any ρ > 0 sufficiently small we have:

g(x) > g(p) + ε for every x ∈ Q+(ρ, r),

and the proof is over. �

It follows that for a given r ∈]0, R[ the set F = Φ(Q(ρ, r)) is a locker
for (f, v) at p, for any ρ sufficiently small. �

Here is the first application of lockers.

Proposition 2.4. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Then every v-trajectory either reaches ∂1W or
converges to a critical point of f .
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Proof. Assume that some v-trajectory γ(t) does not reach ∂1W . Then it
is defined on the whole of R+. This implies that the set S(f) is not empty.
Indeed, if f does not have critical points, then the function f ′(x)(v(x))
has no zeros and is bounded on W from below by some strictly positive
constant C. Therefore

(f ◦ γ)′(t) = f ′(γ(t))
(
v(γ(t))

)
� C > 0 for every t,

and f(γ(t))
t→∞
� ∞ which is impossible.

A similar argument proves that for every neighbourhood U of S(f)
there are arbitrarily large values T with γ(T ) ∈ U . Since S(f) is finite,
there is one critical point p ∈ S(f) and a sequence tn ∈ R with

γ(tn)→ p, tn →∞.
We can assume that γ is not constant. Then f(γ(t)) is a strictly increasing
function of t, and the above condition implies that f(γ(t)) < f(p) for every
t. Let K be any locker for (f, v) at p. For some n the point γ(tn) is in
Int K, and therefore γ(t) ∈ K for every t � tn (otherwise f(γ(t)) > f(p)
for some t ∈ R by the definition of locker). Proposition 2.2 implies that
the locker K may be chosen arbitrarily small, therefore γ(t) → p, and the
curve γ is in the stable manifold of p. �

2.2. Descending discs.

Definition 2.5. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f . The stable set of
v with respect to p will be denoted D(p, v) and called also the descending
disc of p (with respect to v).† The unstable set of v with respect to p will
be denoted D(p,−v) and called the ascending disc of p (with respect to v).
Thus

D(p, v) = {x ∈W | γ(x, t; v)
t→∞
� p},

D(p,−v) = {x ∈W | γ(x, t;−v)
t→∞
� p}.

Our next aim is to prove that the descending disc is a manifold with
boundary. We shall do the proof in several steps. Recall that we denote by
W ◦ the manifold W \ ∂W .

Proposition 2.6. The set D(p, v)∩W ◦ is a submanifold of W ◦ of dimen-
sion k = indp.

Proof. We begin with a lemma.

† We call the set D(p, v) the descending disc since it is situated below the critical level
surface f−1(f(p)).



Section 2. Descending discs 85

Lemma 2.7. There is a neighbourhood V of p, such that D(p, v) ∩ V is a
submanifold of V of dimension k.

Proof. Let U be an open neighbourhood of p such that the stable set
S = W st(v|U, p) is a submanifold of U . Let K ⊂ U be a locker for (f, v) at
p. We are going to prove that

(2) S ∩ Int K = D(p, v) ∩ Int K,

which implies our assertion (with V = Int K). The inclusion

S ∩ Int K ⊂ D(p, v) ∩ Int K

is obvious, so it suffices to establish the inverse inclusion. Let x ∈ D(p, v)∩
Int K. The trajectory γ(x, ·; v) cannot leave K (otherwise at some moment
t0 we would have f(γ(x, t0; v)) > f(p)). Therefore γ(x, ·; v) stays in K
forever and converges to p, which means x ∈ S ∩ Int K. �

Now let x ∈ D(p, v) ∩W ◦, x �= p. Let T be a sufficiently large number
so that γ(x, T ; v) ∈ V . The map y �→ γ(y, T ; v) is a diffeomorphism of
a neighbourhood Q of x onto a neighbourhood Q′ ⊂ V of x′ = γ(x, T ; v)
which sends Q∩D(p, v) onto Q′ ∩D(p, v). Thus we have a diffeomorphism
of pairs (

Q,Q ∩D(p, v)
)
≈

(
Q′, Q′ ∩D(p, v)

)
,

and since Q′ ∩ D(p, v) is a submanifold of Q′ by the lemma above, our
proposition is proved. �

Proposition 2.8. Let c = f(p). For any ε > 0 sufficiently small, the set

Δε = D(p, v) ∩ f−1
(
[c− ε, c]

)
is a manifold with boundary. It is diffeomorphic to the closed k-dimensional
disc Dk.

Proof. Denote the restriction f |D(p, v) ∩W ◦ by g. For every x ∈ D(p, v)
the function f is strictly increasing along the trajectory γ(x, t; v) which
converges to p as t → ∞. Therefore the function g has a maximum at p,
and this maximum is non-degenerate by Lemma 1.24. It follows from the
Morse lemma that Δε is a manifold with boundary diffeomorphic to Dk. �

Corollary 2.9. The topological space D(p, v) is contractible.

Proof. We will prove that the inclusion Δε
⊂ � D(p, v) is a homotopy

equivalence. For every x ∈ D(p, v) \ Δε let τ(x) be the moment when
the curve γ(x, ·; v) reaches the set Δε. The function τ is continuous (see
Theorem 2.13 of Chapter 1, page 30). Define now a strong deformation
retraction

H : D(p, v)× [0, 1]→ Δε
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of D(p, v) onto Δε by the following formula (where θ ∈ [0, 1]):

H(x, θ) = γ(x, θ · τ(x); v) for x /∈ Δε,

H(x, θ) = x for x ∈ Δε. �
Now we are going to investigate the set D(p, v) nearby the lower bound-

ary ∂0W = f−1(a) of W .

Proposition 2.10. Let D0 = D(p, v) ∩ ∂0W . Let W ′ = f−1
(
[a, c]

)
where

the interval [a, c] is regular.† There is a diffeomorphism

G : ∂0W × [a, c]→W ′

such that
(1) G

(
D0 × [a, c]

)
= W ′ ∩D(p, v).

(2) f ◦G is equal to the projection map ∂0W × [a, c]→ [a, c].

Proof. Let us first do the proof in the case when

f ′(x)(v(x)) = 1 for every x ∈W ′.
In this assumption the map

G(x, t) = γ(x, t− a; v), G : ∂0W × [a, c]→ W ′

is the diffeomorphism sought. The general case will be reduced to this
particular one.

Definition 2.11. Two vector fields u,w on a cobordism W are called
equivalent, if w(x) = h(x)u(x), where h : W → R is a C∞ function such
that h(x) > 0 for every x ∈W , and h(x) = 1 in a neighbourhood of the set
of zeros of u.

If u is an f -gradient for a Morse function f , and w is a vector field
equivalent to u, then w is also an f -gradient, and the descending discs
D(p, u) and D(p,w) are equal for every p.

Returning to the proof of our proposition, it suffices to find for any f -
gradient v an equivalent vector field w such that f ′(x)(w(x)) = 1 for every
x ∈W ′. Let w = h · v where h : W → R is a C∞ strictly positive function
with

h(x) =
(
f ′(x)(v(x))

)−1
for x in a neighbourhood of W ′

and h(x) = 1 for x in a neighbourhood of S(f). Then the vector field w is
equivalent to v and we have f ′(x)(w(x)) = 1 for x in a neighbourhood of
W ′. The proof is now complete. �

† Recall that an interval is called regular if it contains no critical values of f .
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Corollary 2.12. Let f : W → [a, b] be a Morse function on a cobordism
W . For a regular value λ of f the set D(p, v) ∩ f−1(λ) is a submanifold of
f−1(λ).

Proof. If λ > a, then the submanifold D(p, v)∩W ◦ of W ◦ is transverse to
f−1(λ), and it suffices to apply Proposition 2.6. Now let λ = a, and pick
some c > a such that the interval [a, c] is regular. Proposition 2.10 implies
that for every λ ∈]a, c[ there is a diffeomorphism of pairs(

f−1(λ), f−1(λ) ∩D(p, v)
)
≈

(
∂0W × λ,D0 × λ

)
,

where D0 = ∂0W ∩D(p, v)

and our assertion follows. �

Proposition 2.13. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. The set D(p, v) is a submanifold with boundary of
W , and ∂D(p, v) = D(p, v) ∩ ∂0W .†

Proof. Proposition 2.6 implies that the set D(p, v)∩W ◦ is a submanifold
of W ◦. Thus it remains to explore the local structure of D(p, v) nearby
∂0W . Put D0 = D(p, v) ∩ ∂0W . Pick any c ∈]a, b[ such that the interval
[a, c] is regular, and let U = f−1

(
[a, c[

)
. The space U is a manifold with

boundary, ∂U = ∂0W . Recall the diffeomorphism G from Proposition 2.10,
and observe that the restriction

G
∣∣∣ ∂0W × [a, c[ : ∂0W × [a, c[

≈� U

is a diffeomorphism which sendsD0×[a, c[ onto D(p, v)∩U . SinceD0×[a, c[
is a submanifold with boundary of ∂0W × [a, c[, we deduce that D(p, v)∩U
is a submanifold with boundary of U . �

Now we shall describe the diffeomorphism type of the space D(p, v) in
two special cases.

Definition 2.14. Let p be a critical point of a Morse function f : W → R.
1) We shall say that p is of type (α) if for every x ∈ D(p, v) \ {p} the

trajectory γ(x, ·;−v) reaches ∂0W .
2) We shall say that p is of type (ω) if for every x ∈ D(p, v) the

trajectory γ(x, ·;−v) does not reach ∂0W .

For example, if ∂0W = ∅, every critical point p is of type (ω).

Exercise 2.15. Let f : W → [a, b] be a Morse function having only one
critical value. Show that every critical point of f is of type (α).

† The set D(p, v) ∩ ∂0W is often called the sole of the descending disc D(p, v).
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Proposition 2.17 below implies that in the case (ω) the descending disc
is diffeomorphic to Rk where k = indp. Let us begin with an example.

Example 2.16. Consider the height function f : Sm → R on the sphere
Sm ⊂ Rm+1 (see page 38). This function has two critical points: the
maximum N and the minimum S. Every v-trajectory starting at a point
different from S converges to N , and therefore

D(N, v) = Sm \ {S} ≈ Rm.

Let us have a closer look at the geometry of this example for m = 2. Let
v be the Riemannian gradient of the height function (we endow the sphere
S2 with the Riemannian metric induced from the Euclidean metric in R3).
At any point x ∈ S2 the vector v(x) is the orthogonal projection to TxS2

of the vector (0, 0, 1). The flow lines of (−v) are the big half-circles of our
sphere. The family of these flow lines is depicted in Figure 10 (the arrows
show the direction of the field (−v)). The set D(N, v) \N is the union of
a family of flow lines joining N and S; this family is parameterized by the
boundary of the shaded disc. Using the stretching construction (page 76) it
is not difficult to construct a diffeomorphism of the interior of the shaded
disc onto D(N, v) \ N : stretch each radius of the shaded disc along the
flow line to which it belongs so as to cover the whole of the flow line. This
geometric method is the essence of the proof of the following proposition.

FIGURE 10.



Section 2. Descending discs 89

Proposition 2.17. If indp = k and p is of type (ω), then the manifold
D(p, v) is diffeomorphic to an open k-dimensional disc Bk(0, 1) via a dif-
feomorphism which sends p to 0 ∈ Bk(0, 1).

Proof. Let c = f(p). For every ε > 0 sufficiently small the set

Δ = f−1
0 ([c− ε, c])

is a manifold with boundary diffeomorphic to the closed disc Dk(0, 1)
(Proposition 2.8). The vector field v|∂Δ points inward Δ, therefore Δ is a
stable Lyapunov disc for v. An argument similar to the proof of Proposition
1.13 (the stretching construction) applies here and we obtain an injective
immersion j : B → W ◦ of an open k-dimensional disc B to W ◦ such that
j(B) = D(p, v). Since D(p, v) is a C∞ submanifold of W ◦ (by Proposition
2.13), the map j : B → D(p, v) is a diffeomorphism. �

An open disc in Rk is foliated by its radii, and the set D(p, v) is foliated
by the images of the flow lines. It is natural to ask whether the diffeomor-
phism constructed above preserves these structures. For ξ ∈ Rk, ||ξ|| = r
the open interval

]0, ξ[= {tξ | 0 < t < 1}
will be called the radius of Bk(0, r) corresponding to ξ.

Definition 2.18. A map G : Bk(0, r)→ D(p, v) is called ray-preserving if
G(0) = p and for every radius ρ of Bk(0, r) the image G(ρ) is in a flow line
of v.

In general the diffeomorphism G constructed in the proof of Proposition
2.17 is not ray-preserving.

Exercise 2.19. Show that there is no ray-preserving diffeomorphism for
the case of the vector field u from the example 2.19 of Chapter 2 (page 57).

Proposition 2.20. Let v be a gradient-like vector field for a Morse function
f , and p ∈ Sk(f) be a critical point of f of type (ω). Then there is a ray-
preserving diffeomorphism ψ : Bk(0, 1)→ D(p, v).

Proof. The Morse function f0 = f |D(p, v) has only one non-degenerate
critical point p which is a maximum. The vector field v0 = v|D(p, v) is a
gradient-like vector field for f0. Pick any Morse chart

Ψ : U → Bk(0, R), Ψ(p) = 0,

for (f0, v0) at p. The inverse diffeomorphism Ψ−1 is then a ray-preserving
map. For any r < R the restriction of Ψ−1 to a closed disc Dk(0, r) is a
stable Lyapunov disc for v|D(p, v) at p. Applying to this disc the stretching
construction we obtain a ray-preserving diffeomorphism sought. �

Let us proceed to the case of critical points of type (α).
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Proposition 2.21. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f of type (α) of index
k. Then D(p, v) is diffeomorphic to the closed k-dimensional disc Dk.

Proof. The proof is again an application of the stretching construction.
Let c = f(p) and

D0 = f−1
0

(
[c− ε, c]

)
,

so that D0 is a Lyapunov disc for v. Its boundary ∂D0 is an embedded
sphere in f−1(c − ε). Every (−v)-trajectory starting at ∂D0 reaches ∂0W ,
so that ∂D0 is in the domain of definition of the function x �→ τ(x,−v). It is
easy to prove that τ(x,−v) > 1 for every x ∈ ∂D0 if ε is chosen sufficiently
small. As in the proof of Proposition 1.13 put

D = Φ(−v, 1)(D0) = {γ(x, 1;−v) | x ∈ D0}.
We will construct a diffeomorphism of D onto D(p, v). For x ∈ D \ D0

denote by t(x) the moment when γ(x, ·; v) reaches ∂D0, and by A(x) the
point of intersection of this curve with ∂D0. Denote by T (x) the moment
of exit τ(A(x),−v) of the (−v)-trajectory starting at A(x). Then

t : D \ D0 → ]0, 1], T : D \ D0 → ]1,∞[, A : D \ D0 → ∂D0

are C∞ maps. Recall from the page 64 the C∞ function

χ : [0, 1]×]1,∞[→ R+,

it has the property that for each y ∈]1,∞[ the map t �→ χ(t, y) is a dif-
feomorphism of [0, 1] onto [0, y] which is equal to the identity map in a
neighbourhood of 0.

Define now a map G : D → D(p, v) by the following formula:

G(x) = x for x ∈ D0,

G(x) = γ
(
A(x), χ

(
t(x), T (x)

)
;−v

)
for x ∈ D \ D0.

It is clear that G is a C∞ map of D onto D(p, v). For each (−v)-trajectory
γ the map G stretches the part of γ contained in D0 so as to cover the whole
of the curve γ. Using the same technique as in the proof of Proposition 1.13
it is easy to construct a C∞ inverse for G; therefore G is the diffeomorphism
sought. �

Corollary 2.22. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. A critical point p of f is of type (α) if and only if
D(p, v) is compact.

Proof. If p is of type (α), then D(p, v) is compact as it follows from the
preceding proposition. To prove the inverse implication, assume that p
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is not of type (α). Then there is a critical point q ∈ S(f) and a (−v)-
trajectory γ : R→W such that

lim
t→∞ γ(t) = q, lim

t→−∞ γ(t) = p.

The point q is then in the set D(p, v) \D(p, v) and therefore D(p, v) is not
compact. �

In the rest of this subsection we discuss orientations of descending discs.
Every descending disc D(p, v) is contractible, therefore an orientable mani-
fold. To introduce an orientation in D(p, v) it suffices to orient the tangent
space to D(p, v) at the point p. An orientation of D(p, v) induces an ori-
entation of ∂D(p, v). If we choose an orientation of TpD(p, v), the tangent
space to the ascending disc TpD(p,−v) acquires a coorientation (that means
that the quotient TpW/TpD(p,−v) is oriented). The disc D(p,−v) being a
contractible submanifold of W , the normal fiber space to D(p,−v) acquires
an orientation, and the manifold D(p,−v) becomes a cooriented submani-
fold. In view of Proposition 2.10 the submanifold D(p,−v) ∩ ∂1W ⊂ ∂1W
inherits this coorientation.

2.3. Stratification of manifolds by descending discs. Let M be a
closed manifold, f : M → R a Morse function, v an f -gradient. Every non-
constant v-trajectory converges to a critical point of f (see Proposition
2.4), therefore the descending discs form a partition of M :

M =
⊔

p∈S(f)

D(p, v),

where each submanifoldD(p, v) is diffeomorphic to the open discBk(0, R) ⊂
Rk of dimension k = indp.

Proposition 2.23. Let λ be a regular value of f . The set

Dλ =
⋃

f(p)<λ

D(p, v)

is compact.

Proof. Consider the cobordism

W = f−1(]−∞, λ]), ∂1W = f−1(λ), ∂0W = ∅.

Let U be the set of all points x ∈ W , such that the v-trajectory γ(x, ·; v)
reaches ∂1W . Corollary 2.14 of Chapter 1 (page 31) implies that U is open,
and since Dλ = W \ U , the set Dλ is compact. �

The proposition above implies that for every p ∈ S(f) the set

B(D(p, v)) = D(p, v) \D(p, v)
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is contained in the union of the descending discs D(q, v) with f(q) �
f(p), q �= p. A stronger property is proved in the next proposition.

Proposition 2.24. Let p ∈ S(f). Then

B(D(p, v)) ⊂
⋃

f(q)<f(p)

D(q, v).

Proof. In view of Proposition 2.23 it suffices to prove that for every critical
point q �= p with f(q) � f(p) we have

B(D(p, v)) ∩D(q, v) = ∅.

Assume that we have a sequence of points xn ∈ D(p, v) converging to some
x ∈ D(q, v). Pick a locker K for (f, v) at q. Let T be a sufficiently large real
number so that γ(x, T ; v) ∈ Int K. Then we have also γ(xn, T ; v) ∈ Int K
if n is sufficiently large. The trajectory γ(xn, ·; v) converges to p, therefore
it leaves necessarily the set K and must pass through a point y ∈ K with
f(y) > f(q). We deduce that f(p) > f(q). �

Thus the manifold M is the result of the procedure of successive “at-
tachments” of discsD(p, v), where each discD(p, v) is attached to the union
of the discs D(q, v) with f(q) < f(p). We will show later that for a generic
f -gradient v this partition is a cellular decomposition of M .

2.4. Examples.

Quadratic forms on Sm

Recall that the function

f = g | Sm, where g(x0, . . . , xm) = α0x
2
0 + · · ·+ αmx

2
m

and αi are pairwise distinct non-zero real numbers, is a Morse function
on the sphere Sm (see page 40). Endow Sm with the Riemannian metric
induced from the Euclidean metric in Rm+1. Let v be the Riemannian
gradient of g with respect to this metric. We are going to describe the
descending and ascending discs for the critical points of g with respect
to this gradient. To simplify the notation we assume that α0 < α1 < · · · <
αm. The critical points of f were found in Proposition 1.11 of Chapter 2
(page 40): for every i with 0 � i � m the set Si(f) consists of two points:

Ni = (0, . . . , 1
i
, . . . , 0), Si = (0, . . . ,−1

i
, . . . , 0).

Lemma 2.25. We have

v(x0, . . . , xm) =
(
μ0(x)x0, . . . , μm(x)xm

)
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where

μi(x) = 2αi − 2
m∑
j=0

αjx
2
j .

Proof. The vector gradf(x) of f at x ∈ Sm is the orthogonal projection
to TxSm of the Riemannian gradient of g. We have

gradg(x) =
(
2α0x0, . . . , 2αmxm

)
,

and our formula follows by a simple computation. �
For 0 � i � m put

Li = {(x0, . . . , xm) | xi+1 = xi+2 = · · · = xm = 0},
and let Σi be the unit sphere in the vector subspace Li, so that

Σi = Sm ∩ Li, dim Σi = i.

Consider the upper and lower half-spheres of Σi:

Σ+
i = {(x0, . . . , xi, . . . , 0) ∈ Σi | xi > 0},

Σ−i = {(x0, . . . , xi, . . . , 0) ∈ Σi | xi < 0}.
We have

Σi = Σ+
i ∪Σ−i ∪ Σi−1, Ni ∈ Σ+

i , Si ∈ Σ−i .

Proposition 2.26.

D(Ni, v) = Σ+
i , D(Si, v) = Σ−i .

Proof. Let us prove the first assertion, the second one is similar. Observe
that each sphere Σi is ±v-invariant (this is immediate from Lemma 2.25).
Since

Σi = Σ+
i ∪ Σ−i ∪ Σi−1,

it follows that the subsets Σ+
i , Σ−i also are ±v-invariant. Let

x = (x0, . . . , xi, 0, . . . , 0) ∈ Σ+
i , x �= Ni.

The v-trajectory γ(t) starting at x stays in Σ+
i , therefore it converges to a

critical point in Σ+
i = Σ+

i ∪ Σi−1. We are going to show that it converges
to Ni.

The i-th coordinate γi(t) of the trajectory γ(t) is always positive. More-
over, the differential equation γ′(t) = v(γ(t)) implies

γ′i(t) = μi(γ(t))γi(t).

Since x �= Ni, we have

γi(t) �= 1 for all t.
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Recall that
∑i

j=0 γj(t)
2 = 1, therefore

μi(γ(t)) = 2
i−1∑
j=0

(αi − αj)
(
γj(t)

)2
> 0 for all t.

Thus the function γi(t) is strictly increasing and the curve γi(t) cannot
converge to a critical point in Σi−1, therefore limt→∞ γ(t) = Ni.

Thus the stable manifold D(Ni, v) contains Σ+
i . Both D(Ni, v) and Σ+

i
have the same dimension and contain the point Ni. Therefore for some
neighbourhood U of Ni we have

D(Ni, v) ∩ U ⊂ Σ+
i .

Since
D(Ni, v) =

⋃
t>0

Φ(−v, t)
(
D(Ni, v) ∩ U

)
and Σ+

i is (−v)-invariant, we obtain D(Ni, v) ⊂ Σ+
i and our proposition

follows. �
Thus the stratification of the manifold Sm by the descending discs of f

is a cellular decomposition of Sm (one of the most usual ones). It is not a
minimal cellular decomposition, but it has the advantage of being invariant
with respect to the involution x �→ −x, and therefore it induces a cellular
decomposition of RPm which has exactly one cell in each dimension.

Let us give the description of the ascending discs of −v. Let

L̂j = {(x0, . . . , xm) | x0 = · · · = xj−1 = 0}.
Put Σ̂j = Sm ∩ L̂j, so that Σ̂j is the unit sphere in the vector space L̂j,
and dim Σ̂j = m− j. Put

Σ̂+
j = {(0, . . . , 0, xj , . . . , xm) ∈ Σj | xj > 0},

Σ̂−j = {(0, . . . , 0, xj , . . . , xm) ∈ Σj | xj < 0}.
Thus

Σ̂j = Σ̂+
j ∪ Σ̂−j ∪ Σ̂j+1.

Proposition 2.27.

D(Nj ,−v) = Σ̂+
j , D(Sj,−v) = Σ̂−j .

Proof. Apply Proposition 2.26 to the function −f and its gra-
dient (−v). �

Figure 11 illustrates our results for the case m = 2. The fat curves with
arrows depict the integral curves of (−v).
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S1 N0
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FIGURE 11.

The height function on the torus

In our next example the stratification of the manifold by the descending
discs is not a cellular decomposition. We consider the two-dimensional
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torus T2 = S1 × S1. Recall the embedding

E : T2 ⊂ � R3, (φ, θ) �→
(
r sin θ,

(
R+r cos θ) cosφ,

(
R+r cos θ) sinφ

)
,

where φ, θ are the angle coordinates on two copies of S1, and the height
function

ζ : E(T2)→ R, ζ(x, y, z) = z.

This function has four critical points (see page 40):

b = (0, 0, R + r), ind b = 2 (the maximum),

s2 = (0, 0, R − r), ind s2 = 1 (a saddle point),

s1 = (0, 0,−R + r), ind s1 = 1 (another saddle point),

a = (0, 0,−R − r), ind a = 0 (the minimum).

Let v be the Riemannian gradient of ζ with respect to the Riemannian
metric induced from the Euclidean metric on R3. Let

L = {(x, y, z) | x = 0}, N = {(x, y, z) | y = 0}.

Lemma 2.28. The submanifolds

L ∩ E(T2), N ∩ E(T2)

are ±v-invariant.

Proof. The involution I defined by I(x, y, z) = (−x, y, z) preserves both
the Riemannian metric, and the function ζ. Therefore I∗(v) = v, hence
the intersection E(T2) ∩ L is (±v)-invariant. The proof of the invariance
of N ∩ E(T2) is similar. �

The intersection E(T2) ∩ N consists of two circles of radius r. Let us
denote the upper one by C2, and the lower one by C1. The intersection
E(T2)∩L consists of two circles with center at zero: one of them has radius
R− r, it will be denoted by Z1, and the other one has radius R+ r, it will
be denoted by Z2. It is not difficult to deduce the next proposition.

Proposition 2.29.

D(s2, v) = Z1 \ {s2},
D(s1, v) = C1 \ {s1},

D(b, v) = E(T2) \
(
C1 ∪ Z1

)
.

�
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Observe that the partition of E(T2) into the union of the descending discs
is not a cellular decomposition; indeed, we have

s1 ∈ D(s2, v)

that is, the closure of the 1-dimensional disc D(s2, v) intersects another
one-dimensional disc D(s1, v) in its interior. We shall see later that the
Morse function ζ can be modified so that the partition of E(T2) into the
union of the descending discs will be a cellular decomposition.

2.5. Thickenings of descending discs. In this subsection W is a Rie-
mannian cobordism, f : W → [a, b] is a Morse function on W , and v is
an f -gradient. Let a ∈ W ◦ and δ > 0 be sufficiently small so that the
exponential map expa : TaW → W is well defined and for some ε > δ the
restriction of expa to the closed Euclidean disc D(0, ε) is a diffeomorphism
onto its image. We shall denote the closed Riemannian disc with center
at a by Dδ(a) and the open Riemannian disc with center at a by Bδ(a).
Each time we use this notation we shall assume that δ is sufficiently small
so that the above restriction holds.

Definition 2.30. For p ∈ S(f) set

Bδ(p, v) = {x ∈W | ∃t � 0 : γ(x, t; v) ∈ Bδ(p)},
Dδ(p, v) = {x ∈W | ∃t � 0 : γ(x, t; v) ∈ Dδ(p)}.

Set
Dδ(v) =

⋃
p∈S(f)

Dδ(p, v), Bδ(v) =
⋃

p∈S(f)

Bδ(p, v),

D(v) =
⋃

p∈S(f)

D(p, v).

Lemma 2.31. Bδ(p, v) is open.

Proof. The assertion follows immediately from the continuous dependence
of the integral curves of vector fields on their initial values. �

The set D(p, v) is not closed in general: if there is an integral curve
of v joining two critical points p and q with f(q) < f(p), then clearly
q ∈ D(p, v) \ D(p, v). Similarly, the set Dδ(p, v) is not closed in general.
But the union D(v) of all the sets D(p, v) is closed, as well as the set Dδ(v):

Lemma 2.32. (1) D(v) is compact.
(2) Dδ(v) is compact.
(3) Dδ(v) = Bδ(v).
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Proof. 1) The complement W \ D(v) consists of all points x ∈ W , such
that γ(x, ·; v) reaches ∂1W . This set is open by Corollary 2.14 of Chapter 1
(page 31). A similar argument proves the point (2). As for the third point,
it follows from the obvious inclusions Bδ(v) ⊂ Dδ(v) ⊂ Bδ(v). �

Intuitively it is quite clear that the δ-thickenings Dδ(v) of the set D(v)
converge to D(v) as δ → 0. To make this assertion precise, let us first recall
the corresponding notions (see [28], Ch.3, Sect. 6)

Definition 2.33. Let K be a subset of a topological space X. A system
of open neighbourhoods {Uσ}σ∈S of K is called a fundamental system of
neighbourhoods of K, if for every open set B ⊃ K there is σ ∈ S, such
that Uσ ⊂ B.

Proposition 2.34. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient.

(1) For every θ > 0 we have:

Dθ(v) =
⋂
δ>θ

Bδ(v).

(2) D(v) =
⋂
δ>0Bδ(v).

(3) {Bδ(v)}δ>θ is a fundamental system of neighbourhoods of Dθ(v).
(4) {Bδ(v)}δ>0 is a fundamental system of neighbourhoods of D(v).

Proof. (1) A point x ∈ W does not belong to Dθ(v) if and only if the
trajectory γ(x, ·; v) reaches ∂1W without intersecting the discs Dθ(p), p ∈
S(f). Then it does not intersect the discs Dδ(p) for some δ > θ. A similar
argument proves (2).

(3) Denote Bδ(v) by Rδ, and Dθ(v) by K. Then
(A) Rδ ⊂ Rδ′ , if δ < δ′.
(B)

⋂
δ>θ Rδ = K.

(C) K and W are compact.
These three properties imply that {Rδ}δ>θ form a fundamental system

of neighbourhoods of K. Indeed, let U ⊃ K be a neighbourhood, then the
sets {W \ Rδ}δ>θ form an open covering of the compact W \ U . Thus for
some δ0 we have: W \Rδ0 ⊃W \ U , and Rδ0 ⊂ U .

A similar argument proves (4). �

Exercise 2.35. Let W be a Riemannian cobordism. Let f : W → [a, b] be
a Morse function and v be an f -gradient. Let p ∈ S(f).

(1) Prove that ⋂
δ>0

Dδ(p, v) = D(p, v).
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(2) Construct an example where the sets Dδ(p, v) do not form a fun-
damental system of neighbourhoods of D(p, v).

3. The gradient descent

Let W be a cobordism, f : W → [a, b] a Morse function on W , and v an
f -gradient. Let U ⊂ W be the set of all x, such that the (−v)-trajectory
starting at x reaches ∂0W . It follows from Proposition 2.4 (page 83) that

U = W \D(−v),
where D(−v) is the union of all the ascending discs of v. For every x ∈ U
the moment of intersection of γ(x, ·;−v) with ∂0W is denoted by τ(x,−v),
and the point of intersection is denoted by E(x,−v). Proposition 2.16 of
Chapter 1 (page 32) implies that the functions τ(·,−v), E(·,−v) are of class
C∞ on U . The restriction of the map E(·,−v) to the set

U1 = ∂1W ∩ U = ∂1W \D(−v)
will be denoted by (−v)� and called the transport map associated to (−v),
so that

(−v)�(x) = E(x,−v) = γ
(
x, τ(x,−v);−v

)
.

The transport map is a diffeomorphism

(−v)� : U1
≈� U0

of U1 onto the open subset U0 of ∂0W :

U0 = ∂0W ∩ U = ∂0W \D(v).

The inverse diffeomorphism is the transport map corresponding to v:
�
v : U0

≈� U1.

These transport maps prove very useful, although they are not in general
everywhere defined in ∂1W , and, respectively, ∂0W . In many cases the
domain of definition of (−v)� is dense in ∂1W . This is for example the case
when the function f has no local minima. Indeed, in this case the indices
of all critical points of f are not less than 1, and the subset D(−v) ∩ ∂1W
is a finite union of submanifolds of ∂1W of codimension not less than 1.
For a subset A ⊂ ∂1W we write (by a certain abuse of notation):

(−v)�(A) = (−v)�(A ∩ U1).

Note that if L ⊂ ∂1W is a submanifold of ∂1W , then (−v)�(L) is a sub-
manifold of ∂0W , but compactness of L does not imply compactness of
(−v)�(L).
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If α < β are regular values of f one can consider the cobordism

W ′ = f−1([α, β])

and apply the construction above to the Morse function f |W ′ and its gra-
dient v|W ′. The corresponding transport map will be denoted

(−v)�[β,α] : ∂1W
′ \D(−v) ≈� ∂0W

′ \D(v),

which is a diffeomorphism of an open subset

∂1W
′ \D(−v) ⊂ ∂1W

′ = f−1(β),

onto an open subset

∂0W
′ \D(v) ⊂ ∂0W

′ = f−1(α).

3.1. Tracks and C0-stability. Sometimes it is useful to keep track of the
whole (−v)-trajectory of a point x ∈W , not only of its point of exit.

Definition 3.1. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let X ⊂W . The set

T (X,−v) = {γ(x, t;−v) | x ∈ X, t � 0}
is called the track of X with respect to (−v).

We have:
T
(
A,−v

)
⊂ T (A,−v).

For a compact set X its track T (X,−v) is not necessarily compact; for
example for one-point set X = {x}, with x ∈ D(−v) the track T (X,−v) is
homeomorphic to a half-open interval.

Lemma 3.2. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient.

(1) If X is compact, then T (X,−v) ∪D(v) is compact.
(2) If X is compact, and every (−v)-trajectory starting from a point

of X reaches ∂0W , then T (X,−v) is compact.
(3) For any X we have

T (X,−v) ∪D(v) = T (X,−v) ∪D(v).

(4) For any X and δ > 0 we have

T (X,−v) ∪Bδ(v) = T (X,−v) ∪Dδ(v).

Proof.
(1) A point y ∈ W does not belong to T (X,−v) ∪ D(v), if and only

if the trajectory γ(x, ·;−v) reaches ∂1W without intersecting X.
Therefore the complement of T (X,−v) ∪ D(v) in W is open (by
Proposition 2.15 of Chapter 1, page 31).
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(2) The moment of exit function x �→ τ(x,−v) is continuous in x.
Therefore the set

{(x, t) ∈ X ×R | x ∈ X, t ∈ [0, τ(x,−v)]}
is compact. The track T (X,−v) is the image of this set via the
continuous map (x, t) �→ γ(x, t;−v), therefore the track is com-
pact.

(3) SinceX is compact, T (X,−v)∪D(v) is also compact, and therefore

T (X,−v) ∪D(v) ⊂ T (X,−v) ∪D(v).

The inverse inclusion is also obvious.
(4) Similar to (3). �

Proposition 3.3. Let X ⊂W \ ∂W be a compact set such that
(A) Every trajectory starting at a point of X reaches ∂0W ;
(B) A (−v)-trajectory can intersect the set X at most once, that is,

for every a ∈ X we have

γ(a, t;−v) /∈ X if t > 0.

Then there is a homeomorphism

F : X × [0, 1]
≈� T (X,−v)

such that F (x× 1) = x for every x ∈ X and F (X × 0) ⊂ ∂0W .

Proof. Define F by the following formula:

F (x, t) = γ
(
x, (1 − t) · τ(x,−v);−v

)
(recall that τ(x,−v) stands for the moment of exit for the point x, that
is, γ(x, τ(x,−v);−v) ∈ ∂0W ). Condition (A) implies that this map is well
defined, continuous and surjective; condition (B) implies that the map is
injective. By the previous proposition the set T (X,−v) is compact, and
therefore the map F is a homeomorphism. �

Remark 3.4. There is another homeomorphism fromX×[0, 1] to T (X,−v)
which suits better for some applications. Define a map

G : X × [0, 1]→ T (X,−v); G(x, t) = γ
(
x, t · τ(x,−v);−v

)
,

so that
G(x, 0) = x, G(x, 1) ∈ ∂0W for every x.

It is easy to deduce from the above proposition that G is a homeomorphism.

Now we shall prove that the track T (X,−v) is in a sense stable with
respect to small perturbations of the vector field v.
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Proposition 3.5. Let X ⊂W be a compact subset, and assume that every
(−v)-trajectory starting at a point of X reaches ∂0W . Let U be an open
subset of W , and R be an open subset of ∂0W , such that

T (X,−v) ⊂ U, T (X,−v) ∩ ∂0W ⊂ R.

Then there is ε > 0 such that for every f -gradient w with ||v −w|| < ε† we
have:

1) Every (−w)-trajectory starting at a point of X reaches ∂0W .

2) T (X,−w) ⊂ U, T (X,−w) ∩ ∂0W ⊂ R.

3) Assume that X ⊂ ∂1W . Then the maps

(−v)�|X, (−w)�|X : X → R

are homotopic.

Proof. 1) For every y ∈ X there is a neighbourhood U = U(y) of y and
ε > 0 such that for every f -gradient w with ||v−w|| < ε and every z ∈ U the
(−w)-trajectory starting at z reaches ∂0W (by Theorem 2.13 of Chapter 1,
page 30). Choose a finite family of subsets U(y) covering X and the proof
is over.

2) The argument is similar to the proof of Proposition 2.15 of Chapter 1
(page 31). Assume that arbitrarily close to v (in C0-topology) there are
vector fields w with T (X,−w) � U . Choose a sequence vn of such vector
fields converging to v. Let

γ(xn, tn;−vn) /∈ U where xn ∈ X, tn � 0.

Since X is compact, we can assume (extracting a subsequence if necessary)
that xn → x0 ∈ X. Observe that the sequence tn is bounded from above.
(Indeed, the condition tn →∞ would imply, by Theorem 2.8 of Chapter 1
(page 27), that γ(x, ·;−v) is defined on the whole of R+.) Therefore, ex-
tracting a subsequence if necessary, we can assume that tn converges to a
number t0, and therefore γ(xn, tn;−vn) → γ(x0, t0;−v). Since W \ U is
compact, we have γ(x0, t0;−v) ∈ W \ U and this leads to a contradiction.
We have proved therefore that for each vector field w sufficiently close to v
in C0-topology, we have T (X,−w) ⊂ U .

The inclusion T (X,−w) ∩ ∂0W ⊂ R for every w sufficiently close to v
follows from the previous argument, if we choose U = (W \ ∂0W ) ∪R.

3) Choose ε > 0 so small that the points 1) and 2) hold. Let w be an
f -gradient with ||w − v|| < ε. For t ∈ [0, 1] put

vt = (1− t)v + tw,

† Recall that || · || stands for the C0-norm.
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so that vt is an f -gradient. The map

H : X × [0, 1]→ ∂1W, H(x, t) = (−vt)�(x)

is continuous as it follows from Theorem 2.13 of Chapter 1 (page 30) and

H(x, 0) = (−v)�, H(x, 1) = (−w)�,

therefore H is a homotopy from (−v)� to (−w)�. �
The next proposition is a generalization of the previous one; the proof

is similar and will be left to the reader.

Proposition 3.6. Let X,X ′ be compact subsets of ∂1W with X ′ ⊂ X.
Assume that every (−v)-trajectory starting at a point of X reaches ∂0W
and let Q ⊂ ∂0W be an open subset of ∂0W with

(−v)�(X ′) ⊂ Q.

Then there is ε > 0 such that for every f -gradient w with ||v − w|| < ε we
have:

1) Every (−w)-trajectory starting at a point of X reaches ∂0W .
2) (−w)�(X ′) ⊂ Q.
3) The homomorphisms in the relative homology, induced by the maps

of pairs
(−v)�, (−w)� : (X,X ′)→ (∂0W,Q)

are equal. �

Proposition 3.7. Let X ⊂ W be a compact subset. Let U be an open
subset of W , and R be an open subset of ∂0W . Assume that

T (X,−v) ∪D(v) ⊂ U,
(
T (X,−v) ∪D(v)

)
∩ ∂0W ⊂ R.

Then there is ε > 0 such that for every f -gradient w with ||v − w|| < ε we
have:

T (X,−w) ∪D(w) ⊂ U,
(
T (X,−w) ∪D(w)

)
∩ ∂0W ⊂ R.

Proof. Let K = W \ U . It is easy to see that the condition

(3) T (X,−w) ∪D(w) ⊂ U

holds if and only if every w-trajectory starting at a point of K reaches
∂1W and T (K,w) ∩ X = ∅. Applying the preceding proposition to the
vector field (−v) and the compact K and the open neighbourhood W \X
of T (K, v) we deduce that the condition (3) holds for every w sufficiently
C0-close to v.
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The inclusion (
T (X,−w) ∪D(w)

)
∩ ∂0W ⊂ R

for every w sufficiently close to v follows from the previous argument, if we
choose U = (W \ ∂0W ) ∪R. �

The preceding proposition implies in particular that the descending
discs of an f -gradient are stable with respect to small perturbations of the
gradient. In the next proposition we show that the same holds for the
δ-thickenings of the descending discs.

Proposition 3.8. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let δ > 0. Let U be an open neighbourhood of
Dδ(v). Let R be an open neighbourhood of Dδ(v) ∩ ∂0W in ∂0W . Then
there is ε > 0 such that for every f -gradient w with ||w − v|| < ε we have:

Dδ(w) ⊂ U,

Dδ(w) ∩ ∂0W ⊂ R.

Proof. Let K = W \ U , then K is a compact subset of W . Every v-
trajectory starting at a point of K reaches ∂1W , and

T (K, v) ⊂W \ Dδ, where Dδ =
⋃

p∈S(f)

Dδ(p).

Applying Proposition 3.5 we deduce that there is ε > 0 such that

T (K,w) ⊂W \ Dδ for every ||w − v|| < ε.

Therefore for every f -gradient w with ||w − v|| < ε we have: U ⊃ Dδ(w).
The second inclusion is proved similarly. �

Here is still another C0-stability property.

Proposition 3.9. Let K ⊂ W be a compact subset. Let δ > 0. Assume
that K ⊂ Bδ(v). Then there is ε > 0 such that for every f -gradient w with
||w − v|| < ε we have:

K ⊂ Bδ(w).

Proof. Let
Bδ =

⋃
p∈S(f)

Bδ(p).

For any x ∈ K there is t = t(x) � 0 such that γ(x, t; v) ∈ Bδ. By Corollary
2.11 of Chapter 1 (page 29) there is a neighbourhood U(x) of x and ε =
ε(x) > 0 such that for every y ∈ U(x) and every f -gradient w with ||w −
v|| < ε(x) we have γ(y, t(x);w) ∈ Bδ. The subsets {U(x)}x∈K form an open
covering of K. Choose a finite subcovering {U(xi)}1�i�n; then the number
ε = mini ε(xi) satisfies the requirements of the proposition. �
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Corollary 3.10. Let 0 < η < δ. There is ε > 0 such that for every
f -gradient w with ||w − v|| < ε we have:

Dη(v) ⊂ Bδ(w). �

3.2. A homotopy derived from the gradient descent. Let f : W →
[a, b] be a Morse function on a cobordism W and v an f -gradient. If ∂W =
∅, then every maximal integral curve of (−v) is defined on the whole of R
and we obtain a one-parameter group Φ(−v, t) of diffeomorphisms of W ,
defined by the formula

Φ(−v, t)(x) = γ(x, t;−v) for x ∈W, t ∈ R.

The aim of the present section is to generalize this construction to the case
when ∂W �= ∅.

Recall that for x ∈ W we denote by τ(x,−v) the moment of the in-
tersection of the curve γ(x, ·;−v) with ∂0W , if this curve reaches ∂0W .
Extend the function τ(·,−v) to the whole of W , setting τ(x,−v) = ∞ if
the trajectory never reaches ∂0W . Define a map L : W ×R+ � W as
follows:

L(x, t) = γ(x, t;−v) if t � τ(x,−v),
L(x, t) = γ(x, τ(x,−v);−v) if t � τ(x,−v).

In other words, the curve

t �→ L(x, t), R+ →W

follows the (−v)-trajectory until the moment when this trajectory reaches
∂0W ; at this moment the curve stops and does not move any more. The
map L depends obviously on v and if we want to stress this dependence we
add the symbol v to the notation and write L(x, t;−v) instead of L(x, t).
The properties of the map L are listed in the next proposition (the proof
is obvious).

Proposition 3.11. 1. L : W ×R+ →W is a continuous map.
2. L(x, t) = x for x ∈ ∂0W .
3. For any t, t′ ∈ R+ and any x ∈W we have

L
(
L(x, t), t′

)
= L(x, t+ t′).

4. If ∂0W = ∅, then L(x, t) = Φ(−v, t)(x). �

This proposition shows that the map

L : W ×R+ →W
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is a one-parameter semigroup of continuous maps, which is a natural gener-
alization of the one-parameter group of diffeomorphisms associated to (−v)
in the case ∂W = ∅.

The next proposition states one of the basic properties of the gradient
descent. Roughly, it says that moving downwards along the integral curves
of the gradient will shrink the whole manifold to a small neighbourhood of
the union of descending discs if we wait sufficiently long.

Proposition 3.12. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let U be a neighbourhood of D(v). There is T > 0
such that for t � T and every x ∈W we have: L(x, t) ∈ U ∪ ∂0W .

Proof. Let δ > 0 be so small that Bδ(v) ⊂ U (such δ exists since the sets
Bδ(v) form a fundamental system of neighbourhoods of D(v), see Proposi-
tion 2.34, page 98.

Lemma 3.13. Put K = W \ Bδ(v). For every x ∈ K there is t � 0 such
that L(x, t) ∈ Bδ(v) ∪ ∂0W .

Proof. The contrary would mean that for some x ∈ K the (−v)-trajectory
starting at x does not reach ∂0W and does not converge to a critical point
of f ; this is impossible. �

Lemma 3.14. For every x ∈ K there is a neighbourhood U(x) of x and a
number t = t(x) � 0 such that L(y, t) ∈ Bδ(v) ∪ ∂0W for every y ∈ U(x).

Proof. Let x ∈ K and pick t � 0 such that L(x, t) ∈ Bδ(v) ∪ ∂0W . Let
us begin with the case L(x, t) ∈ ∂0W . The curve γ(x, ·;−v) reaches ∂0W
at some moment t0 � t.Therefore there is a neighbourhood U(x) of x such
that for every y ∈ U(x) the curve γ(y, ·;−v) reaches ∂0W at the moment
t(y) � t0 + 1. Thus the conclusion of our lemma holds with t = t0 + 1.

Consider now the other case: γ(x, t;−v) ∈ Bδ(v) \ ∂0W . Since the set
Bδ(v) \ ∂0W is open, there is an open neighbourhood U(x) of x such that
for every y ∈ U(x) we have γ(y, t;−v) ∈ Bδ(v) \ ∂0W and the conclusion
of the lemma holds in this case as well. �

Now we can complete the proof of the proposition. The neighbourhoods
U(x) constructed in Lemma 3.14 form an open covering of the compact K.
Choose a finite covering U(xi) and put T = maxi t(xi). For every x ∈ K
the (−v)-trajectory starting at x intersects Bδ(v) ∪ ∂0W at least once at
some moment � T . Since Bδ(v) ∪ ∂0W is (−v)-invariant, we have

L(x, T ) ∈ Bδ(v) ∪ ∂0W for every x ∈ K. �
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3.3. A deformation retraction derived from the gradient descent.
The proposition below is very important for the Morse theory. It says that
the homotopy type of the manifold f−1([a, x]) does not change when the
value of x varies without passing through a critical point. The proof is one
more variation on the gradient descent theme.

Proposition 3.15. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let c, d be real numbers such that a � c � d � b
and the interval [c, d] is regular. Then the cobordism W0 = f−1

(
[a, c]

)
is a

deformation retract of the cobordism W1 = f−1
(
[a, d]

)
and also of the open

set U = f−1
(

[a, d[
)
.

Proof. Let W ′ = f−1([c, d]). The Morse function

f |W ′ : W ′ → [c, d]

has no critical points and the domain of definition of the functions τ(·,−v|W ′)
and E(·,−v|W ′) is the whole of W ′. The deformation retraction

H : W1 × [0, 1]→ W1

is defined as follows:

H(x, t) = γ
(
x, t · τ(x,−v|W ′);−v|W ′

)
for x ∈W ′,

H(x, t) = x for x ∈W0.

The same formula defines a deformation retraction of U onto W0. �

Exercise 3.16. Prove that the cobordism W0 from the previous proposi-
tion is diffeomorphic to W1.



Exercises to Part 1

(1) Let W be a cobordism, f a Morse function on W , and v a weak
f -gradient, such that every zero of v is elementary.
(a) Show that the main results of Section 2 of Chapter 3 gener-

alize to this setting. Prove that the descending manifold of
any critical point is a submanifold of W with boundary.†

(b) Denote by g(f) the set of all weak gradients, such that every
zero of v is elementary. Construct an example when g(f) is
not an open subset of V(f).
Hint: Consider the function

f : R2 → R, f(x, y) = xy

and a weak f -gradient

v(x, y) = (−x+ y3, y + x3).

Consider the vector field

vα(x, y) = (−x+ αy + y3, y + x3)

with α a small negative number.

(2) The aim of this exercise is to prove a generalization of Proposition
2.4 (page 83). Let f : W → [a, b] be a C∞ function on a cobordism
such that f−1(b) = ∂1W,f

−1(a) = ∂0W . Assume that the set
S(f) of critical points of f is finite and S(f) ∩ ∂W = ∅. (We do
not assume here that f is a Morse function.) Let v be any C∞
vector field on W , such that f ′(x)(v(x)) > 0 for every x /∈ S(f).
Prove that for every v-trajectory γ(x, ·; v) one of the following
possibilities holds:

(a) limt→∞ γ(x, t; v)→ p for some p ∈ S(f).
(b) The trajectory γ(x, ·; v) reaches the upper boundary ∂1W .

† The Morse theory for vector fields satisfying the condition above was developed by
G. Minervini [97].



Part 2

Transversality, handles, Morse
complexes



The descending discs of a gradient of a Morse function on a closed manifold
form a stratification of the manifold, which is the Morse-theoretic counter-
part of CW decompositions. In this part we discuss these stratifications and
related classical issues, such as the Kupka-Smale theorem, Rearrangement
Lemma, handles, and Morse complexes.



CHAPTER 4

The Kupka-Smale transversality theory for

gradient flows

Let M be a closed manifold, f : M → R a Morse function and v an f -
gradient. The manifold M is stratified by the stable manifolds of critical
points, and each stable manifold D(p, v) is diffeomorphic to an open disc
of dimension indp. This stratification is a cellular decomposition provided
that the exterior boundary B(D(p, v)) = D(p, v) \ D(p, v) of each disc
D(p, v) is contained in the union of all discs of dimensions strictly less than
dimD(p, v) = indp, that is:

B(D(p, v)) ⊂
⋃

ind q<ind p

D(q, v).

It turns out that this condition can be reformulated entirely in terms of the
flow lines of the vector field v. Let us first introduce two basic notions.

Definition 0.1. Let γ be a flow line of v, and p, q ∈ S(f). We say that γ
is a v-link from p to q (or γ joins p with q) if

lim
t→−∞ γ(x, t; v) = p, lim

t→+∞ γ(x, t; v) = q.

Definition 0.2. We say that v satisfies the almost transversality condition,
(or v is almost transverse) if there are no v-links from p to q for indp �
indq, p �= q.†

We prove in this chapter that v is almost transverse if and only if the
corresponding stratification by the descending discs is a cellular decom-
position (Theorem 3.51). We show that the subset of almost transverse
gradients is dense in the set G(f) of all f -gradients with respect to C∞
topology, and open in G(f) with respect to C0 topology (Subsection 3.6).
These results are related to one of the classical topics of differential topol-
ogy: the Kupka-Smale Transversality Theory, which was developed in the
original papers [152] by S. Smale and [80] by I. Kupka. Recall that a vector
field on a manifold is called transverse if it has only hyperbolic zeros, and

† The almost transverse gradients were introduced in the author’s paper [111], where they
were called almost good gradients.
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all stable and unstable manifolds of zeros of the vector field are transverse
to each other. The Kupka-Smale Transversality Theory implies that the
transversality condition is generic; in precise terms, the set of all transverse
C∞ vector fields is residual in the set of all C∞ vector fields (with respect
to C∞ topology).

We shall be working only with vector fields which are gradients of Morse
forms, and we need a version of the Kupka-Smale theory adapted for our
purposes. The basic result here is Theorem 2.5, which says that for a
given Morse form ω the transversality condition is generic in the set of ω-
gradients. In precise terms, the set of all transverse ω-gradients is residual
in the set of all ω-gradients. The main ideas of the proof (Sections 1 and
2) are the same as in the classical papers of I. Kupka and S. Smale. Our
presentation is close to the paper of M. Peixoto [123].

We shall need one more classical result of differential topology (also
related to the transversality theory). This is the Rearrangement Lemma
(Theorem 3.17 of Section 3), which implies in particular that for every
almost transverse gradient v of a Morse function f , there is a Morse function
g such that v is a g-gradient and

g(p) < g(q) whenever indp < indq.

This theorem appeared first in S.Smale’s work on the h-cobordism conjec-
ture in the context of handle decompositions of manifolds (see for example
[149], Theorem 7.1, and [150], Theorem B). Our exposition follows §4 of
J. Milnor’s book [92], with minor modifications.

1. Perturbing the Lyapunov discs

Let ω be a closed 1-form on a manifold M without boundary, and u be an
ω-gradient. Let p, q ∈ S(ω). Let Δ be a Lyapunov stable disc for u at p
and ∇ a Lyapunov unstable disc for u at q, such that Δ ∩ ∇ = ∅. For a
vector field v and T > 0 let us denote

�vT (∇) =
⋃

τ∈[0,T [

Φ(v, τ)(∇).

The set �vT (∇) is therefore the trajectory of the set ∇ with respect to the
action of diffeomorphisms Φ(v, τ) with τ ∈ [0, T [. If supp (u− v) does not
intersect ∇, then ∇ is also an unstable Lyapunov disc for v at q and

�vT (∇) = Φ(v, T )(∇ \ ∂∇).

Thus the manifold �vT (∇) is a part of the unstable manifold for v at q.
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Theorem 1.1. For any T > 0, any neighbourhood U of ∂Δ and any neigh-
bourhood B of u in G(ω) there is a vector field v ∈ B such that

supp (v − u) ⊂ U \ (Δ ∪∇),(1)

Δ � �vT (∇). †(2)

The proof of this theorem occupies the present section.

1.1. Admissible vector fields. Let Σ denote the boundary of the Lya-
punov disc Δ. Pick a C∞ embedding

ψ : Σ×Bm−k(0, 1)→M,

with ψ(σ, 0) = σ for every σ ∈ Σ

transverse to the vector field u (where k = indp, and m = dimM). Its
image is an (m− 1)-dimensional submanifold of M . Let 0 < ρ < 1; put

Fρ = ψ
(
Σ×Bm−k(0, ρ)

)
,

then Fρ is also an (m − 1)-dimensional submanifold transverse to u. It
will be called the fence. Diminishing ρ if necessary we can assume that
Fρ ∩ Δ = Σ. These objects are depicted in Figure 12. The Lyapunov
disc Δ is shaded, several flow lines are depicted by rays. The fence Fρ is
represented by the boundary surface of the cylinder. The thick curve on
the cylinder depicts the subset

Y = �vT (∇) ∩ Fρ.
Lemma 1.2. Let v be a vector field, transverse to Fρ. Assume that supp (u−
v) does not intersect ∇.

Then Y is a submanifold of Fρ, and transversality of �vT (∇) to Δ is
equivalent to transversality of Y to Σ inside Fρ.
Proof. Since supp (u−v) does not intersect ∇ the vector field v is tangent
to �vT (∇), hence the transversality of v to Fρ implies the transversality of
�vT (∇) and Fρ, and Y is therefore a submanifold of Fρ.

If Y and Σ are transverse as submanifolds of Fρ, then at every point
x ∈ Y ∩ Σ we have

TxY + TxΣ = TxFρ,
and since

Tx�vT (∇) = TxY ⊕ {v(x)}, TxΔ = TxΣ⊕ {v(x)}

† Recall that � means “is transverse to”.
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the manifolds vT (∇) and Δ are transverse in any point x ∈ Σ. Applying
the flow diffeomorphism it is easy to deduce that they are transverse also
at any point of their intersection.

The proof of the inverse implication

�vT (∇) � Δ⇒ Y �Fρ Σ

is similar. �

Y

Σ

Fρ

FIGURE 12.

Define a C∞ map

H : Fρ×]− ε, ε[→M, H(x, τ) = γ(x, τ ;u).

We shall assume that the positive numbers ε, ρ are chosen sufficiently small
so that the map H is a C∞ embedding onto an open subset of M , and that
the image of H does not intersect ∇. Note that by the definition

(H−1)∗(u) = (0, 1).
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Definition 1.3. Put

Cρ = H
(
Fρ × [−ε/2, 0]

)
.

A vector field v on M will be called admissible if

(1) supp (u− v) ⊂ Int Cρ;
(2) The second component of (H−1)∗(v) is equal to 1.

An admissible vector field is in a sense a perturbation of the initial
vector field u, and the integral curves of an admissible vector field v can
be viewed as perturbations of the integral curves of u. Namely, let γ be a
maximal integral curve of v. The set

γ−1(Cρ) = {t ∈ R | γ(t) ∈ Cρ}

is a finite or countable union of closed intervals Iα, α ∈ J (where J is a
finite or countable set) each of length ε/2. We have:

γ(t) ∈ supp (u− v) ⇒ t ∈ Int Iα for some α.

The intervals Iα will be called deviation intervals for γ, since outside these
intervals the curve γ is also an integral curve of u. An integral curve of v
can enter Cρ only through a point of

Hρ = H(Fρ × (−ε/2)),

and it must quit Cρ through a point of Fρ. Figure 13 is an illustration.
Figure 13 depicts the case dimM = 2. In the lightly shaded rectangle

the field u has coordinates (−x, y), so that its integral curves are usual
hyperbolas. The set Cρ is dark shaded. In this domain the integral curves
of an admissible vector field v deviate from the integral curves of u. One
integral curve of an admissible vector field v is shown in the picture by a
thick line.
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Fρ

Hρ

Δ Cρ

FIGURE 13.

1.2. Time of the first return for admissible fields.

Definition 1.4. Let v be a C∞ vector field on M and K ⊂ M be a
compact subset. A point x ∈ K is called an exit point if γ(x, t; v) /∈ K for
all t in some interval ]0, ε[. The set of exit points will be denoted E(K, v).
For x ∈ E(K, v) the moment of the first return of γ(x, ·; v) to K will be
denoted by

Ret(x, v) = min{t > 0 | γ(x, t; v) ∈ K}.
If γ(x, t; v) /∈ K for every t > 0 we put Ret(x, v) =∞. If E(K, v) �= 0 then
the number

Ret(K, v) = inf
x∈E(K)

Ret(x, v)

is called the time of the first return to K with respect to v.
Thus a v-trajectory which has quit K at some moment t0 will stay

outside of K for the values of parameter t ∈]t0, Ret(K, v) + t0[.
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The next lemma says that if the fence Fρ is very low, the time of the
first return to the set

Cρ = H
(
Fρ × [−ε/2, 0]

)
for any admissible vector field is very large.

Lemma 1.5. Let T > 0. There is ρ = ρ(T ) such that for every admissible
vector field v the time of the first return to Cρ with respect to v is not less
than T .

Proof. Let us first outline the main idea of the proof. For every admissible
vector field v the set Δ is a Lyapunov disc for v, therefore, the v-trajectory
starting at any point of Σ = ∂Δ converges to p and never returns to Σ, so
that Ret(Σ, v) =∞. If the fence Fρ is very low, it is in a small neighbour-
hood of Σ hence the time of the first return to Fρ must be very large.

Now let us proceed to precise arguments. Pick some ρ > 0. It is clear
that the set of exit points E(Cρ, v) is equal to Fρ. Moreover for any ε > 0
sufficiently small and any admissible vector field v we have

γ(x, t;u) = γ(x, t; v) /∈ Cρ for every t ∈]0, ε[, and every x ∈ Fρ.
For every x ∈ Σ the u-trajectory starting at x converges to p and never
returns to Σ. In particular

γ(x, t;u) /∈ Cρ for every t ∈ [ε, T ] and x ∈ Σ.

Both Σ and Cρ are compact, therefore there is a neighbourhood A of Σ such
that

γ(x, t;u) /∈ Cρ for every t ∈ [ε, T ], x ∈ A.
Let ρ′ be sufficiently small, so that Fρ′ ⊂ A. Then for every x ∈ Fρ′
the u-trajectory starting at x is also a v-trajectory on the interval [ε, T ].
Therefore

γ(x, t;u) = γ(x, t; v) for τ ∈ [ε, T ]

and
γ(x, t; v) /∈ Cρ for every t ∈ [ε, T ] and x ∈ Fρ′ .

According to our choice of ε > 0 we have also γ(x, t; v) /∈ Cρ for every
t ∈]0, ε[ and every x ∈ Fρ′ . Put ρ(T ) = ρ′ and the proof of the lemma is
complete. �

Let us now return to the proof of Theorem 1.1. Choose ρ and ε suffi-
ciently small so that

H
(
Fρ×]− ε, ε[

)
⊂ U.
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Then every admissible vector field satisfies the condition (1) of the theorem.
Our aim is therefore to construct an admissible vector field v sufficiently
close to u such that

�vT (∇) � Δ.
By Lemma 1.2 this condition is equivalent to the following one:

Σ �
(
�vT (∇) ∩ Fρ

)
in Fρ.

Let us associate to each admissible vector field v a diffeomorphism

Tv : Hρ → Fρ; Tv(x) = γ(x, ε/2; v).†

It is clear that
�vT (∇) ∩ Fρ ⊂ Tv

(
�vT (∇) ∩Hρ

)
.

Lemma 1.6. Let v be an admissible vector field and assume that the time
of the first return to Cρ with respect to v is more than T . Then

�uT (∇) ∩Hρ = �vT (∇) ∩Hρ.
Proof. We will prove the inclusion

�uT (∇) ∩Hρ ⊃ �vT (∇) ∩Hρ,
the proof of the inverse inclusion is similar. Let

x = γ(z, t0; v) ∈ Hρ, where 0 � t0 < T, and z ∈ ∇.
We wish to prove that

x = γ(z, t0;u).
Observe that t0 is the left extremity of an interval of deviation for the
integral curve γ(z, ·; v). If x �= γ(z, t0;u), then there is a point t1 ∈ [0, t0[
belonging to another interval of deviation of γ(z, ·; v). We have γ(z, t1; v) ∈
Cρ, and therefore the time of the first return for Cρ is less than t0 which
contradicts the assumptions of the lemma. �

Let
N = �uT (∇) ∩Hρ.

To prove Theorem 1.1 it suffices therefore to construct an admissible vector
field v ∈ B such that

Tv(N) � Σ in Fρ.
This is all about vector fields and submanifolds in Cρ, and we will do the
construction using a suitable parametrization of this domain. Recall that
by definition the fence Fρ is the image of an embedding

ψ : Σ×B → Fρ, where B = Bm−k(0, ρ).

† Recall that by definition Hρ = H−1(Fρ × (−ε/2)).
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Consider a diffeomorphism

Γ : Σ×B× ]− ε, ε[ ≈� V,

Γ(σ, b, t) = γ
(
ψ(σ, b), t;u

)
(here V is some open neighbourhood of Σ). Then

Γ
(
Σ×B × 0

)
= Fρ, Γ

(
Σ×B × (−ε/2)

)
= Hρ,

and we have
Γ−1
∗ (u) = (0, 0, 1).

For an admissible vector field v let us denote by ṽ the image Γ−1∗ (v), then

(A) supp (ṽ − ũ) ⊂ Σ×B×]− ε/2, 0[,
(B) the third coordinate of ṽ equals 1.

We have a diffeomorphism

z �→ γ(z, ε/2; ṽ); B × (−ε/2)→ B × 0,

which will be denoted by Tṽ. Let Ñ = Γ−1(N). Our task now translates
as follows: given any neighbourhood W of ũ = (0, 0, 1) in the space of C∞
vector fields on Σ × B×] − ε, ε[ construct a vector field w ∈ W satisfying
(A) and (B) above and such that

Tw(Ñ) � Σ in Σ×B × 0.

This is achieved by a standard transversality argument based on the
Sard lemma. The reader familiar with transversality theory will easily com-
plete the argument. For the reader less familiar with differential topology
we have included Subsection 1.3 where we discuss in detail the necessary
notions. The property which we need follows from Proposition 1.9. �

1.3. Time-dependent vector fields and isotopies. In this subsection
we review the connection between time-dependent vector fields and iso-
topies; the main aim is Proposition 1.9, which is used in the proof of The-
orem 1.1.

Let M be a manifold without boundary, I ⊂ R a non-empty interval
(open or closed). The vector space Vect∞(M × I) of all C∞ vector fields
on M × I can be considered as the space of time-dependent vector fields on
M . The vector field with the coordinates (0, 1) will be denoted by v0.

Definition 1.7. Let M be a manifold, I ⊂ R an interval, and I ′ = [α, β]
a closed interval contained in the interior of I. Let K ⊂ M be a compact
subset. We denote by Vect∞(M × I;K, I ′) the subset of Vect∞(M × I)
formed by all vector fields v such that:

(1) supp (v − v0) is a subset of K × I ′,
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(2) the second coordinate of v is equal to 1.

The space Vect∞(M × I) will be endowed with the weak C∞ topology.
Recall that a sequence vn ∈ Vect∞(M × I) converges to v in this topology
if and only if vn converges to v together with all partial derivatives on every
compact K ⊂ M × I. The subspace Vect∞(M × I;K, I ′) will be endowed
with the induced topology.

Let v ∈ Vect∞(M × I;K, I ′). For a point x ∈ M , and the values
t1, t2 ∈ I such that

I ′ ⊂ [t1, t2] ⊂ I

consider the v-trajectory starting at (x, t1) ∈ M × t1. The value of this
trajectory at t = t2 − t1 is a point (y, t2) and we will denote the point
y ∈ M by Tv(x). (It is clear that this point does not depend on the
particular choice of t1, t2). The map

x �→ Tv(x)

is then a diffeomorphism of M to itself, which will be called the shift dif-
feomorphism associated to v. For any vector field v ∈ Vect∞(M × I;K, I ′)
the diffeomorphism Tv is isotopic to the identity via the isotopy Tv(t) where
v(t) = (1− t)v + tv0.

Let us consider an example. In the next lemma we construct a vector
field in the Euclidean space such that the corresponding shift diffeomor-
phism sends the origin to a given vector h. We show that this vector field
can be chosen small if h is small.

Lemma 1.8. Put B = Bl(0, R) ⊂ Rl, let h ∈ B. Let I, I ′ be intervals of
R such that I ′ ⊂ Int I. Let 0 < r < R.

There are continuous maps

σ, θ : Bl(0, r/2)→ Vect∞
(
B × I;Dl(0, r), I ′

)
such that σ(0) = θ(0) = v0 and for every h ∈ Bl(0, r/2) we have

Tσ(h)(0) = h, Tθ(h)(h) = 0.

Proof. We shall construct the map σ, the construction of θ is similar. Pick
a C∞ function

μ : R→ R+ with supp μ ⊂ I ′,
∫
μ(t)dt = 1.

For h ∈ Bl(0, r/2) define a vector field λ(h) on Rl × R by the following
formula:

λ(h)(x, t) = (μ(t) · h, 1).
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Then the projection to Rl of the maximal integral curve of λ(h) passing
through (h, a) ∈ Rl × R is the segment in Rl, joining 0 and h. The
corresponding shift diffeomorphism sends 0 to h. Pick any C∞ function

χ : R+ → R+, with χ(u) = 1 for u ∈ [0, r/2]

and χ(u) = 0 for u ∈ [r,∞[.

The vector field σ(h) defined in the next formula has the required proper-
ties.

σ(h)(x, t) =
(
χ(||x||) · μ(t) · h, 1

)
.

�
Now let us proceed to the results from transversality theory cited in

the previous subsection. Let Σ be a compact manifold, and put

I =]− ε, ε[, I ′ = [−ε/2, 0].
As before we denote Bl(0, R) by B. Put v0 = (0, 0, 1). Let K = Dl(0, r)
where 0 < r < R. To each vector field

w ∈ Vect∞(Σ×B × I; Σ×K, I ′)
we have associated a diffeomorphism

Tw : Σ×B → Σ×B.
Proposition 1.9. Let

N ⊂ Σ×B
be a submanifold. Let V be a neighbourhood of v0 = (0, 0, 1) in the space
Vect∞

(
Σ×B × I; Σ×K, I ′

)
. Then there is a vector field w ∈ V such that

Tw(N) � Σ× 0 in Σ×B.
Proof. For h ∈ Bl(0, r/2) let

θ(h) ∈ Vect∞
(
B × I;K, I ′

)
be the vector field constructed in the previous lemma. Define a vector field
w(h) by the following formula:

w(h) = (0, θ(h)) ∈ Vect∞
(
Σ×B × I; Σ×K, I ′

)
.

We have then
Tw(h)(Σ× h) = Σ× 0,

therefore Tw(h)(N) is transverse to Σ × 0 if and only if N is transverse
to Σ × h. Observe that N � Σ × h if and only if h is a regular value of
a restriction to N of the projection Σ × B → B. According to the Sard
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Lemma there are arbitrarily small vectors h satisfying this condition. Thus
we can choose a vector field w = w(h) arbitrarily close to v0. �

2. The transverse gradients are generic

Let ω be a Morse form on a closed manifold M , and v be an ω-gradient. For
every zero p of ω the stable set W st(v, p) and the unstable set W un(v, p) are
images of open discs in Euclidean spaces with respect to C∞ immersions.

Definition 2.1. We say that v satisfies the transversality condition (or v
is transverse) if

W st(v, p) �W un(v, q) for every p, q ∈ S(ω).

The set of all ω-gradients, satisfying the transversality condition, is denoted
by GT (ω).

The main aim of the present section is to prove that the transversality
property is generic. We begin with the introductory Subsection 2.1 which
reviews some general topology.

2.1. Residual subsets. Recall that a subset of a topological space X is
called residual in X, if it contains the intersection of a countable family of
open and dense subsets of X. The classical Baire theorem ([72], Ch. 6, Th.
34) says that if X is a complete metric space, then any residual subset of
X is dense in X. We shall need an assertion that is slightly more general
than the Baire theorem cited above:

Proposition 2.2. If Y ⊂ X is an open subset of a complete metric space,
and A ⊂ Y is a residual subset of Y , then A is dense in Y .

Proof. Let B = B(a, r) ⊂ Y be any open ball. We are going to show that
A ∩B �= ∅. We know that

A ⊃
⋂
n�1

An

where each of An ⊂ Y is open and dense in Y . Since A1 is open and dense
in Y there is a1 ∈ A1 ∩B. Let r1 > 0 be so small that

D(a1, r1) ⊂ A1 ∩B and r1 � r/2.
Since A2 is open and dense in Y there exists a2 ∈ A2 ∩ B(a1, r1). Pick r2
so small that

D(a2, r2) ⊂ B(a1, r1) ∩A2 and r2 � r1/2.
Continuing this procedure, we obtain a sequence of closed balls D(ai, ri)
such that

D(ai, ri) ⊂ B(ai−1, ri−1) ∩Ai, and ri < r/2i.
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In particular we have:

D(ai, ri) ⊂
i⋂

j=1

Aj for every i

and ri → 0 as i→∞. Since X is a complete metric space, we have
∞⋂
i=1

D(ai, ri) = {b},

with b ∈ D(a1, r1) ⊂ B. Then b ∈ B ∩
(⋂

iAi
)

and our proposition is
proved. �

Now we are going to prove that the property of being a residual subset
of a topological space is in a sense local.

Definition 2.3. A subset A ⊂ X of a topological space X is called locally
residual if for every point x ∈ X there is a neighbourhood U of x such that
U ∩A is residual in U .

Recall that a base of a topological space X is a family B = {Ui}i∈I of
open subsets, such that any open subset of X is the union of some members
of B. The Lindelöf theorem ([72], Ch. 1, Th. 15) says that if a topological
space X has a countable base, then every open covering of X contains a
countable subcovering.

Lemma 2.4 ([122], Lemma 3.3). Let X be a topological space with a count-
able base. Any locally residual subset Y ⊂ X is residual in X.

Proof. For each point a ∈ X let U(a) be an open neighbourhood of a such
that Y ∩ U(a) is residual in U(a). Choose a sequence {ai}i∈N of points in
X such that the sets Ui = U(ai) cover the whole of X. For each Ui choose
open and dense subsets Wij ⊂ Ui such that ∩jWij ⊂ Y ∩ Ui. The set

Vij = Wij ∪ (X \ Ui)

is open and dense in X, so it suffices to show that Y contains ∩i,jVij. It is
clear that ⋂

j

Vij ⊂ Ai = (Y ∩ Ui) ∪ (X \ Ui),

and the intersection of the sets Ai is a subset of Y (indeed, if z /∈ Y is
in this intersection, then for every i the point z is in X \ Ui which is im-
possible). �
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2.2. The genericity theorem. Let ω be a Morse form on a closed man-
ifold M . Recall that G(ω) denotes the set of all ω-gradients, and GT (ω)
denotes the set of all transverse ω-gradients.

Theorem 2.5. The set GT (ω) is residual in G(ω).

Before proceeding to the proof of the theorem let us mention an impor-
tant corollary.

Corollary 2.6. The set GT (ω) is dense in G(ω).

Proof. Endowed with the C∞ topology the space Vect∞(M) is a complete
metric space (see [142], §1, or [53], page 68). The same is true for its
subspace Vect∞(M,S(ω)) formed by all the vector fields vanishing in S(ω).
Recall that G(ω) is an open subset of Vect∞(M,S(ω)) (Proposition 2.30
of Chapter 2 (page 60)). Therefore Theorem 2.5 together with Proposition
2.2 imply that the set GT (ω) is dense in G(ω). �

Proof of Theorem 2.5. It suffices to show that GT (ω) is locally resid-
ual (by Lemma 2.4). For a given gradient v0 we will now define a neighbour-
hood V of v0, together with a countable family of open and dense subsets
Tn(p, q) ⊂ V, such that the intersection of this family is in GT (ω).

We have proved in Proposition 1.15 of Chapter 3 (page 76) that there is
a neighbourhood V of v0 in G(ω), and for every u ∈ V and every p ∈ S(ω)
there are stable and unstable Lyapunov charts

jst(u, p) : Dk ⊂ � M, jun(u, p) : Dm−k ⊂ � M

jst(u, p)(0) = p = jun(u, p)(0)

(where k = indp and m = dimM) depending continuously on u in C1

topology. Denote the corresponding Lyapunov discs by

Δp(u) = jst(u, p)(Dk), ∇p(u) = jun(u, p)(Dm−k).

We can assume that the Lyapunov discs corresponding to different critical
points are disjoint.

Definition 2.7. Let n ∈ N and p, q ∈ S(ω). The set Tn(p, q) consists of
all the ω-gradients u ∈ V such that

Φ(−u, n)
(
Δp(u)

)
� Φ(u, n)

(
∇q(u)

)
.

(Recall that Φ(u, t)(x) = γ(x, t;u).)

We have then ⋂
n∈N,p,q∈S(f)

Tn(p, q) = GT (ω) ∩ V.

Theorem 2.5 follows from the next assertion.
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Theorem 2.8. The set Tn(p, q) is an open and dense subset of V.

Proof. Let us first prove that Tn(p, q) is open. The embeddings

Φ(−u, n) ◦ jst(u, p) : Dk ⊂ � M, where k = indp,

Φ(u, n) ◦ jun(u, q) : Dm−l ⊂ � M, where l = indq

depend continuously on u in C1 topology. The transversality property is
open with respect to C1 topology (see [61], Ch. 3, §2), and therefore the
set Tn(p, q) is an open subset of V.

The proof of the density property is more complicated. It relies in an
essential way on the material of the previous section.

Lemma 2.9. Let u ∈ V. Let t > 0. There is a neighbourhood V ′ ⊂ V of u
such that for any v ∈ V ′ satisfying

(3) supp (v − u) ∩ (Δp(u) ∪∇q(u)) = ∅

the condition

(T ) Φ(−v, t)
(
Δp(v)

)
� Φ(v, t)

(
∇q(v)

)
follows from the condition

(T ′) Δp(u) � Φ(v, 2t+ 1)
(
∇q(u)

)
.

Proof. For any v satisfying (3) Δp(u) is a stable Lyapunov disc for v.
It may not coincide with the disc Δp(v) of our family, but we will show
now that there is a neighbourhood V ′ ⊂ V of u such that for any v ∈ V ′
satisfying (3) we have

(4) Δp(v) ⊂ Φ(−v, 1/2)(Δp(u)), ∇q(v) ⊂ Φ(v, 1/2)(∇q(u)).
The embedded disc K = Φ(−v, 1/2)(Δp(u)) is a stable Lyapunov disc for v
at p. For any point x ∈ Δp(v) the v-trajectory starting at x converges to p.
Thus if x /∈ K this trajectory intersects the set ∂K = Φ(−v, 1/2)(∂Δp(u)).
Observe however that for every v sufficiently close to u we have:

∂K ∩Δp(v) = Φ(−v, 1/2)(∂Δp(u)) ∩Δp(v) = ∅.

(Indeed, this equality holds for v = u. Further, the diffeomorphism Φ(−v,
1/2) and the embedded disc Δp(v) depend continuously on v.) This con-
tradiction shows that

Δp(v) ⊂ K = Φ(−v, 1/2)(Δp(u)).

The second inclusion of (4) is similar.
Observe now that for v ∈ V ′ the condition (T ′) implies the condition

Δp(v) � Φ(v, 2t)
(
∇q(v)

)
,

which is obviously equivalent to (T ). Our lemma follows. �



126 Chapter 4. The Kupka-Smale theory and Rearrangement Lemma

Now we can prove that Tn(p, q) is dense in V. Let u ∈ V and let B ⊂ V
be any neighbourhood of u. Let V ′ ⊂ B be a neighbourhood of u in V such
that the conclusion of Lemma 2.9 holds with t = n. Applying Theorem
1.1 to the Lyapunov discs ∇q(u) and Δp(u) we obtain an ω-gradient v ∈ B
such that

Δp(u) � Φ(v, 2n + 1)
(
∇q(u)

)
.

By Lemma 2.9 we conclude that

Φ(−v, n)
(
Δp(v)

)
� Φ(v, n)

(
∇q(v)

)
.

Therefore
v ∈ B ∩ Tn(p, q)

and we have proved that the transversality property is dense.
The proof of Theorem 2.5 is now complete. �

The cases of real-valued and circle-valued functions are of special im-
portance for us:

Corollary 2.10. Let M be a closed manifold and f a real-valued or circle-
valued Morse function on M . The subset GT (f) of transverse f -gradients
is dense (with respect to the C∞ topology) in the space G(f) of all f -
gradients. �

2.3. The case of gradient-like vector fields. Let ω be a Morse form
on a closed manifold M , and v a gradient-like vector field for ω. Theorem
2.5 implies that by a small perturbation of v we can obtain an ω-gradient
ṽ satisfying transversality condition. The theorem does not guarantee that
ṽ is a gradient-like vector field for ω, but a closer look at the proof shows
that we can achieve it. This is the aim of the present section. We shall first
develop the corresponding terminology.

Definition 2.11. A Morse atlas for ω is a collection of Morse charts

A =
{
Ψp : Up → Bk(0, Rp)×Bm−k(0, Rp)

}
p∈S(ω)

for ω: (
Ψ−1
p

)∗(ω) = −2
k∑
i=1

xidxi + 2
m∑

i=k+1

xidxi, Ψp(p) = 0,

one chart for each critical point p of ω, such that the subsets {Up}p∈S(ω)

are pairwise disjoint.
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Definition 2.12. Let A be a Morse atlas for ω. An ω-gradient v is called
adjusted to A if for every chart Ψp of the atlas A we have(
Ψp

)
∗(v)(x1, . . . , xm) = (−x1, . . . ,−xk, xk+1, . . . , xm) where k = indp.

In other words, v is adjusted to A if every chart Ψp of A is a Morse
chart for (ω, v) at p.

Every gradient-like vector field is adjusted to some Morse atlas. The
set of all gradient-like vector fields for ω, adjusted to a given Morse atlas
A will be denoted G(ω,A).

Theorem 2.13. Let ω be a Morse form on a closed manifold M . Let A be
a Morse atlas for ω. The set of all v ∈ G(ω,A) satisfying the transversality
condition is residual in G(ω,A).

Proof. The argument here is similar to the proof of Theorem 2.5 for ω-
gradients, and even somewhat simpler, since for every p ∈ S(ω) we can
choose the same Lyapunov disc for every vector field in G(ω,A). Let p ∈
S(ω), indp = k. Let

Ψp : Up → Bk(0, R) ×Bm−k(0, R)

be the corresponding chart from A. Let μ : Bk(0, R) → M denote the
restriction of Ψ−1

p to the subset Bk(0, R)× 0, which will be identified with
Bk(0, R).

Lemma 2.14. The map μ can be extended to a stable Lyapunov chart
μ̄ : Dk(0, R)→M for v at p.

Proof. For ξ ∈ Rk, ξ �= 0 denote by ξ̂ the vector of length R/2 collinear
to ξ, that is,

ξ̂ =
1
2
R

ξ

||ξ|| .

Let u0 denote the vector field u0(x) = −x. For every ξ �= 0 the point ξ and
ξ̂ are on the same integral curve of u0, and

ξ = γ
(
ξ̂, τ(ξ);u0

)
with τ(ξ) = log

( R

2||ξ||
)
.

Since μ sends the vector field u0 to −v, the map

ξ �→ γ
(
μ(ξ̂ ), τ(ξ); v

)
is the extension sought. �

The resulting Lyapunov disc μ̄(Dk(0, R)) will be denoted Δp. Similarly,
the embedding Ψ−1

p |Bm−k(0, R) can be extended to an unstable Lyapunov
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chart Dm−k(0, R) → M for v at p, and the corresponding Lyapunov disc
will be denoted by ∇p. For p, q ∈ S(ω) and a natural number n let

Tn(p, q) = {v ∈ G(ω,A) | Δp � Φ(v, n)(∇q)}.

It suffices to prove that this set is open and dense in G(ω,A) for every
p, q, n. The proof that Tn(p, q) is open is similar to the proof of Theorem
2.8.

To prove its density let v ∈ G(ω,A), and let U be any neighbourhood of
v in G(ω,A). Let ε > 0, and put

Δ̃p = Φ(v,−ε)(Δp) = { γ(x,−ε; v) | x ∈ Δp }.

Then Δ̃p is also a stable Lyapunov disc for ω at p. For ε sufficiently small Δ̃p

does not intersect the images of other charts of the atlas A. In particular,
Δ̃p ∩∇q = ∅. Apply Theorem 1.1 to obtain a vector field u ∈ U satisfying

Δ̃p � Φ(u, n)(∇q).

We can assume that supp (v−u) does not intersect the images of the charts
of the atlas A, so that u is also a gradient-like vector field for ω adjusted
to A. The density of the subset Tn(p, q) in G(ω,A) is proved. �

Corollary 2.15. The set GT (ω,A) is a dense subset of G(ω,A).

Proof. Pick any v0 ∈ G(ω,A). Let

V(A) = {v ∈ Vect∞(M) | v|Up = v0|Up for every p ∈ S(ω)}.

Then V(A) is a closed subset of Vect∞(M) therefore a complete metric
space, and it is easy to see that G(ω,A) is an open subset of this space.
Applying Proposition 2.2 we complete the proof. �

Corollary 2.16. The subset GLT (ω) ⊂ GL(ω) of transverse gradient-like
vector fields for ω is dense in GL(ω). �

Let us single out a corollary concerning the important cases of real-
valued and circle-valued Morse functions.

Corollary 2.17. Let M be a closed manifold and f be a real-valued or
circle-valued Morse function on M . The subset GLT (f) of transverse
gradient-like vector fields for f is dense (with respect to the C∞ topology)
in the space GL(f) of all gradient-like vector fields for f . �
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2.4. The case of Riemannian gradients. Let M be a closed manifold
and ω a Morse form on M . In this subsection we present two versions of
the Kupka-Smale theory for Riemannian gradients of ω. The first version
(Proposition 2.23) says that the subset GRT (ω) of transverse Riemannian
ω-gradients is residual in the set GR(ω) of all Riemannian ω-gradients.
This statement is not entirely satisfactory, since we do not know if the
topological space GR(ω) has the Baire property, and we can not deduce
from this proposition the density of GRT (ω) in GR(ω).

We can improve this result working with the set R(M) of all Riemann-
ian metrics. For a Riemannian metric R ∈ R(M) we denote by gradR(ω)
the corresponding Riemannian gradient of ω. Put

RT (M,ω) = {R ∈ R(M) | gradR(ω) ∈ GT (ω)}.
We will prove that the subset RT (M,ω) is residual in R(M) (Proposition
2.24) and the density of GRT (ω) in GR(ω) follows.

The setR(M) is an open subset of the space of C∞ sections of the vector
bundle S : S2T ∗M → M (the second symmetric degree of the cotangent
bundle) and will be endowed with the C∞ topology. Let us denote by

G : R(M)→ GR(ω); G(R) = gradR(ω)

the map which associates to each Riemannian metric its ω-gradient; this
map is continuous with respect to C∞ topology on both spaces, and also
with respect to C0 topology on the both spaces. The map G is surjective,
and can be thought of as a fibration.

Exercise 2.18. Show that for every v ∈ GR(ω) the fiber G−1(v) is a convex
subset of R(M) which is closed both in C∞ and in C0 topology.

We begin with a lemma which allows us to construct local sections for
G. Let R be a Riemannian metric, and v = gradR(ω) be the corresponding
Riemannian gradient. Let U be any neighbourhood of S(ω), and K =
M \ U . Let

GK,R = {u ∈ G(ω) | supp (u− v) ⊂ K}.
This subset is closed in G(ω). The 1-form ω determines for each x ∈ M
a linear form TxM → R, which will be denoted by ωx. For a point x ∈
M \ S(ω) put

Lx = Ker
(
ωx : TxM → R

)
⊂ TxM,

so that Lx is a vector subspace of TxM of codimension 1.

Lemma 2.19. Let u ∈ GK,R. There is a unique Riemannian metric F(u)
satisfying the following conditions:

(1) u is the Riemannian gradient of ω with respect to F(u).
(2) The metrics F(u) and R are equal in U .
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(3) For every x ∈ K the restrictions to Lx of the scalar products
induced by F(u) and R are equal.

Proof. Let us have a closer look at the requirements imposed on F(u) by
the conditions (1)–(3). For any x ∈ K the tangent space TxM is the direct
sum of Lx and the one-dimensional subspace generated by u(x). These two
spaces must be F(u)-orthogonal, since u is the Riemannian gradient of ω
with respect to F(u). The scalar product on Lx induced by F(u) equals
the one induced by R = F(v) and the square of the F(u)-length of u(x)
equals ωx(u(x)).

It is now obvious that there exists a unique scalar product on TxM
satisfying these requirements, and it is not difficult to obtain an explicit
formula for this product. Let us denote by 〈·, ·〉 the scalar product on TxM
corresponding to R and {·, ·} the scalar product on TxM corresponding to
F(u). Put

μ(x) = ωx(u(x)),

then for x ∈ K we have

(5) {h, k} = 〈h, k〉 − ωx(h)
μ(x)

〈u(x), k〉 − ωx(k)
μ(x)

〈u(x), h〉

+
ωx(k)ωx(h)

(μ(x))2
〈u(x), u(x)〉 + ωx(k)ωx(h)

μ(x)
.

Indeed, it is clear that the right-hand side of the formula (5) determines a
bilinear symmetric positive definite form on TxM which equals 〈·, ·〉 on Lx,
and which equals ωx(u(x)) when evaluated on the pair (u(x), u(x)). It is
also obvious that {u(x), k} = 0 whenever k ∈ Lx.

Since μ(x), u(x) and ωx are C∞ functions of x, the above formula im-
plies that the scalar product {·, ·} on the space TxM determines a Rie-
mannian metric on M of class C∞. �

Proposition 2.20. The map

u �→ F(u); GK,R →R(M)

satisfies
G ◦ F = id : GK,R → GK,R.

The map F is continuous with respect to C∞ topology on GK,R and on
R(M), and also continuous with respect to C0 topology on these spaces.

Proof. It follows immediately from the formula (5) since the function μ ∈
C∞(M) depends continuously on the vector field u, in C∞ topology, as well
as in C0 topology. �
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Let us state a corollary of the previous result in view of the further
applications.

Corollary 2.21. Let ω be a Morse form on a closed manifold M . Let v be
a Riemannian gradient of ω with respect to a Riemannian metric R. Let
K ⊂ M \ S(ω) be compact and U be a neighbourhood of R in the space
R(M) with respect to the C0 topology. Then there is δ > 0 such that every
ω-gradient u with ||u − v|| < δ and supp (u− v) ⊂ K is the Riemannian
gradient of ω with respect to a Riemannian metric R′ ∈ U . �

Exercise 2.22. Derive from Corollary 2.21 a quick proof of Proposition
2.11 of Chapter 2 (page 53).

Now we will apply these techniques to Kupka-Smale transversality the-
ory. The next proposition is not difficult to prove following the lines of the
proof of Theorem 2.5 and using the previous corollary.

Proposition 2.23. Let ω be a Morse form on a closed manifold M . Then
the set GRT (ω) is residual in GR(ω). �

Let us proceed to the second version.

Proposition 2.24. Let ω be a Morse form on a closed manifold M . The
subset RT (M,ω) ⊂ R(M) is residual in R(M).

Proof. We shall prove that RT (M,ω) is locally residual in R(M). Let v0
be a Riemannian gradient of ω with respect to a Riemannian metric R0.
Recall from Subsection 2.2 the neighbourhood V ⊂ G(ω) of v0 and the
subsets Tn(p, q) ⊂ V (page 124). The set

Rn(p, q) = G−1
(
Tn(p, q) ∩GR(ω)

)
is an open neighbourhood of R0 in R(M). We are going to prove that
Rn(p, q) is dense in

Ṽ = G−1(V ∩GR(ω)).

Let Q ∈ Ṽ be a Riemannian metric on M , and let u = G(Q) be the
corresponding ω-gradient. Since Tn(p, q) is dense in V (see Subsection 2.2)
there exists a sequence of ω-gradients uk ∈ Tn(p, q) converging to u in C∞
topology. Checking through the proof of density of Tn(p, q) it is not difficult
to show that we can choose the sequence uk in such a way that for some
neighbourhood A of the set S(ω) we have

supp (uk − u) ∩ Ā = ∅.

Using Proposition 2.20 we obtain a sequence

F(uk) ∈ Rn(p, q)
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of Riemannian metrics converging to Q; the proof is over. �

Corollary 2.25. Let ω be a Morse form on a closed manifold M . The
subset RT (M,ω) ⊂ R(M) is dense in R(M). The subset GRT (ω) is dense
in GR(ω).

Proof. The set R(M) is an open subset of the complete metric space
of C∞ sections of the vector bundle S2T ∗M → M , and RT (M,ω) is a
residual subset of R(M). By Proposition 2.2 RT (M,ω) is dense in R(M).
The second assertion follows immediately. �

The most important for us are the cases of real-valued and circle-valued
Morse functions:

Corollary 2.26. Let M be a closed manifold and f be a real-valued or
circle-valued Morse function on M . The subset GRT (f) of all transverse
Riemannian gradients for f is dense (with respect to the C∞ topology) in
the space GR(f) of all Riemannian gradients for f . �

3. Almost transverse gradients and Rearrangement Lemma

Let f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. The function f induces a partial order ≺

f
on the set of its critical

points:

(6) p ≺
f
q ⇔ f(p) � f(q).

This order is an important invariant of the Morse function f and its gradient
v. The Rearrangement Lemma 3.38 which is the first main result of the
present section implies that if v is almost transverse, then there is a Morse
function g, such that v is a g-gradient and

p ≺
g
q ⇔ indp � indq.

Then we prove that the set of almost transverse f -gradients is open and
dense in the set of all f -gradients with respect to C0 topology. In the end of
the section we study Morse stratifications, that is, cellular decompositions
of manifolds arising from Morse functions.

3.1. Separated Morse functions.

Definition 3.1. A Morse function f : W → [a, b] is called separated, if for
any p, q ∈ S(f), p �= q we have f(p) �= f(q).
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In this subsection we discuss a simplest example of the rearrangement
techniques: given a Morse function f and an f -gradient v we construct a
separated Morse function g having the same gradient v.

Definition 3.2. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. A Morse function φ : W → [α, β] is called adjusted
to (f, v), if:

1) S(φ) = S(f),
2) the function f − φ is constant in a neighbourhood of ∂0W , in a

neighbourhood of ∂1W , and in a neighbourhood of each point of
S(f),

3) v is also a φ-gradient.

Proposition 3.3. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Then there is a separated Morse function g : W →
[a, b] adjusted to (f, v).

Proof. The proposition is an immediate consequence of the following
lemma:

Lemma 3.4. Let p ∈ S(f), let U be a neighbourhood of p. Then for every
λ ∈ R sufficiently small there is a Morse function φ such that

(A) supp (φ− f) ⊂ U ,
(B) φ(x) = f(x) + λ for x in a neighbourhood of p,
(C) v is a φ-gradient.

Proof. We can assume that p is the only critical point of f in U . Pick
a C∞ function h such that supp h(x) ⊂ U and h(x) = 1 for x in some
neighbourhood U0 of p. Let φ(x) = f(x) + λh(x), then the conditions (A)
and (B) hold. Now let us prove that φ is a Morse function if λ is sufficiently
small. Since

supp (f ′ − φ′) = supp (h′) ⊂ U \ U0

it suffices to show that φ has no critical points in U \ U0 if λ is sufficiently
small. Observe that there is C > 0 such that

f ′(x)(v(x)) > C for x ∈ U \ U0.

Therefore we have

φ′(x)(v(x)) > C/2 for x ∈ U \ U0,

if

|λ| ·
(

sup
x∈W

∣∣h′(x)(v(x))∣∣) < C

2
.
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For such values of λ the function φ′(x) have no zeros in U\U0, and the vector
field v is also a φ-gradient, as required in the point (C). This completes the
proof of Lemma 3.4 and of Proposition 3.3. �

3.2. Links between critical points. Let f : W → [a, b] be a Morse
function on a cobordism W and v an f -gradient. Let p, q ∈ S(f). Recall
that a v-link from p to q is an integral curve γ of v such that

lim
t→−∞ γ(x, t; v) = p, lim

t→+∞ γ(x, t; v) = q.

Definition 3.5. We say that two critical points p, q ∈ S(f) are v-linked
(or simply linked when no confusion is possible) if there is a v-link from p
to q or from q to p.

We shall use the following terminology:

Dδ(p,±v) = Dδ(p, v) ∪Dδ(p,−v),
D(p,±v) = D(p, v) ∪D(p,−v).

Observe that two critical points p, q are not linked if and only if

D(p,±v) ∩D(q,±v) = ∅.

Proposition 3.6. Let p ∈ S(f). Assume that p is not linked to any other
critical point of f . Then there is δ > 0 such that

Dδ(p,±v) ∩Dδ(q,±v) = ∅ for every q ∈ S(f), q �= p.

Proof. In view of Proposition 3.3 we can assume that f is separated, and
in particular p is the only critical point on the critical level c = f(p). Let
ε > 0 be so small, that c is the unique critical value of f in [c − ε, c + ε].
Put

W0 = f−1
(
[a, c− ε]

)
, v0 = v|W0,

W1 = f−1
(
[c− ε, c+ ε]

)
, v1 = v|W1,

V = f−1(c− ε).
We shall prove that for δ > 0 sufficiently small we have

(C) Dδ(p,±v) ∩Dδ(q,±v) = ∅ for every q ∈W0,

the case of the critical points q with f(q) > c is similar. It is not difficult
to prove that for δ sufficiently small the condition (C) is equivalent to the
following one:

(C ′) Dδ(p, v) ∩Dδ(q,−v) = ∅ for every q ∈W0.
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W Rf

a

c− ε

c+ ε

b
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V

FIGURE 14.

To prove (C ′) observe that since the point p is not linked to other critical
points, the descending disc of p does not intersect the ascending discs of
the critical points in W0:(

D(p, v1) ∩ V
)
∩

(
D(−v0) ∩ V

)
= ∅.

Proposition 2.34 of Chapter 3 (page 98) implies that the sets Dν(p, v1)
form a fundamental system of neighbourhoods of D(p, v1), therefore for
every ν > 0 sufficiently small(

Dν(p, v1) ∩ V
)
∩

(
D(−v0) ∩ V

)
= ∅.

Fix some ν > 0 so that this equality holds. One more application of the
same proposition (this time to the cobordism W0) gives that

(Dν(p, v1) ∩ V ) ∩ (Dδ(−v0) ∩ V ) = ∅,

for every δ > 0 sufficiently small; therefore

Dδ(p, v) ∩Dδ(q,−v) = ∅

for every q ∈W0 ∩ S(f) and δ > 0 sufficiently small. �

Lemma 3.7. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient. Let p ∈ S(f) and θ > 0. Assume that

Dθ(p,±v) ∩D(q,±v) = ∅ for every q ∈ S(f), q �= p.
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Then Dθ(p, v) and Dθ(p,−v) are compact sets.

Proof. The proposition above implies that there is δ < θ such that

Dδ(p,±v) ∩Dδ(q,±v) = ∅ for every q ∈ S(f).

Let us first prove that for every α < δ the sets Dα(p, v) and Dα(p,−v) are
compact. Put

A = Dα(p, v), B =
⋃
q �=p

Dα(q, v).

The sets A,B have the following properties:
(1) A ∪B is compact.
(2) There are open sets A′, B′ with

A ⊂ A′, B ⊂ B′, A′ ∩B′ = ∅

(for example, we can choose A′ = Bδ(p, v), B′ = ∪q �=pBδ(q, v)). It is an
easy exercise from elementary topology to check that these two properties
imply that both A and B are compact. Thus Dα(p, v) is compact for any
α < δ.

Now let us return to Dθ(p, v). The set Q = Dθ(p)\Bα(p, v) is compact
and every (−v)-trajectory starting at a point of Q reaches ∂0W . Therefore
the track

T (Q,−v) =
{
γ(x, t;−v) | x ∈ Q, t � 0

}
is compact, and the set

Dθ(p, v) = T (Q,−v) ∪Dα(p, v)

is also compact. �

Corollary 3.8. Let f : W → [a, b] be a Morse function on a cobor-
dism W and v an f -gradient. Assume that the critical points of f are not
v-linked to each other. Then there is δ > 0 such that for every θ < δ
the sets Dθ(p, v) (where p ∈ S(f)) are pairwise disjoint compact subsets
of W . �

We shall often work with functions satisfying the conditions of the pre-
ceding corollary.

Definition 3.9. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient. If the critical points of f are not v-linked to each other,
then the pair (f, v) is called elementary, and W is called an elementary
cobordism.†

† A similar terminology is used in [92], although the term elementary is reserved there for
a particular case of cobordisms endowed with a Morse function with a unique critical
point.
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Examples 3.10. (1) If a Morse function f : W → [a, b] has only one
critical value, then the pair (f, v) is elementary for any f -gradient
v.

(2) If all critical points of f have the same index, and v is an almost
transverse f -gradient, then the pair (f, v) is elementary.

Any cobordism W is a union of elementary ones. Indeed, pick a Morse
function f : W → [a, b]. Choose a sequence of regular values a = a0 <
a1 < · · · < aN+1 = b such that in each interval [ai, ai+1] the function f
has only one critical value. Then each cobordism Ws = f−1

(
[as, as+1]

)
is

elementary, and W is the union of the cobordisms Ws.

3.3. The Rearrangement Lemma. Let f : W → [a, b] be a Morse
function on a cobordism W and v an f -gradient. Let p be a critical point
of f . Proposition 3.11 below says that if

(7) Dδ(p,±v) ∩D(q,±v) = ∅ for every q �= p,

then it is possible to modify the function inside Dδ(p,±v) so as to increase
or diminish its values on Dδ(p), and v still will be a gradient of the re-
sulting function. This proposition is the crucial step for the proof of the
Rearrangement Lemma, Theorem 3.17. Before we give the statement let
us explain the basic idea with a simple example.

Consider the “pants” submanifold W ⊂ R3 as shown in Figure 15, and
let f : W → R be the height function, that is, the restriction to W of the
projection (x, y, z) �→ z.

f

p

a

b

W

FIGURE 15.
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Figure 16 depicts the manifold W viewed from the top. The manifold itself
is shaded, and the set Dδ(p,±v) is dark shaded. The two integral curves
that constitute D(p, v) \ {p} are shown by the two vertical segments with
arrows. (Observe that the condition (7) is satisfied obviously, since p is the
only critical point of f .) Both the function f and the new function g are
strictly increasing along these two curves. But the speed of growth of g
will be different from that of f so that g will have the prescribed value at
p. The speed of growth will be changed also in the ascending disc D(p,−v)
(shown by the two horizontal segments on the picture) and in the subset
Dδ(p,±v) in such a way that outside the dark shaded domain the function
g equals the initial function f .

FIGURE 16.

Proposition 3.11. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p ∈ S(f) and δ > 0. Assume that

(8) Dδ(p,±v) ∩D(q,±v) = ∅ for every q �= p.
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Let 0 < ν < δ. Let [μ,κ] ⊂ [a, b] be an interval and let c ∈]μ,κ[. Then
there is a Morse function g : W → [a, b], adjusted to (f, v) and such that

(A) f(x) = g(x) for x /∈ Dδ(p,±v),
(B) g(p) = c and g(Dν(p)) ⊂ ]μ, κ[.

Proof. It is sufficient to do the proof on the assumption a < μ < κ < b.
We will define the function g in three open subsets of W , whose union is
the whole of W .

The set W \Dδ(p,±v).

Here our task is easy: put

(9) g(x) = f(x) for every x ∈W \Dδ(p,±v),

as required in (A). Observe that W \Dδ(p,±v) is open by Lemma 3.7.

The set Bν(p,±v) = Bν(p, v) ∪Bν(p,−v).

Choose any interval [α, β] ⊂ ]a, b[ so that f(Dδ(p)) ⊂ ]α, β[. Pick a C∞
diffeomorphism λ : [a, b]→ [a, b] with the following properties:

λ(t) = t for t in a neighbourhood of a and b;

λ
(
[α, β]

)
⊂ ]μ, κ[;

λ(f(p)) = c and λ′(t) = 1 for t in a neighbourhood of f(p).

Set

(10) g(x) = λ(f(x)) for x ∈ Bν(p,±v).

The condition (B) above is now fulfilled.

The rest.

Now it remains to define the function g on the rest of W , that is , in

X = Dδ(p,±v) \Bν(p,±v).

For every y ∈ X the maximal integral curve γ(y, ·; v) is defined on a com-
pact interval [ay, by] of R and the function f ◦ γ : [ay, by] → R is strictly
increasing. We shall define the function g along each curve γ(y, ·; v) in such
a way that g ◦ γ will be strictly increasing, and that the definition will be
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compatible with the formulas (9) and (10) above. The set Dν(p, v) is com-
pact by Lemma 3.7, and the set Bδ(p, v) is its open neighbourhood. Pick
a C∞ function h : ∂0W → [0, 1] such that

h(x) = 1 for x ∈ Dν(p, v) ∩ ∂0W,

h(x) = 0 for x /∈ Bδ(p, v) ∩ ∂0W.

Extend the function h to the whole of W as follows:

h(x) = 1 for x ∈ D(p,±v),
h(x) = 0 for x ∈ D(q,−v) with q �= p,

h(x) = h(E(x,−v)) for x /∈ D(−v).
The last condition implies that for every integral curve γ of v the restriction
of h to γ is constant and equal to the value of h at the point of intersection
of γ with ∂0W .

Lemma 3.12. The function h is of class C∞.

Proof. The restriction of h to W \D(−v) is of class C∞, since the function
x �→ E(x,−v) is C∞. Thus it remains to show that h is of class C∞ in a
neighbourhood of the set D(−v). Observe that

h(x) = 1 for x ∈ Dν(p,±v),
therefore h is of class C∞ on the open set Bν(p,±v), which is a neighbour-
hood of D(p,−v). Further,

h(x) = 0 for x /∈ Dδ(p,±v),
since for these points x we have:

E(x,−v) ⊂ ∂0W \Bδ(p, v) or x ∈ D(q,−v) for q �= p.

Therefore h is of class C∞ also on the open set W \ Dδ(p, v) which is a
neighbourhood of D(q,±v) for every q �= p. �

Now we can give a formula which defines the function g on the whole
of W . Set

g(x) = h(x) · λ(f(x)) + (1− h(x)) · f(x)
(the function λ is defined on page 139). It is easy to check that the new
definition is compatible with the formulas (9) and (10). It remains to prove
that v is a g-gradient. Let γ : [α, β] → W be any non-constant integral
curve of v. Since h is constant on γ, and both functions f(x) and λ(f(x))
are strictly increasing along γ, the function g is also strictly increasing along
γ, and therefore

g′(x)(v(x)) > 0 for every x /∈ S(f).



Section 3. Almost transverse gradients and Rearrangement 141

Thus the vector field v satisfies the condition (A) from Proposition 2.5 of
Chapter 2 (page 51). The condition (B) follows obviously from the fact that
the function f − g is constant in a neighbourhood of each critical point.
Since f = g nearby ∂W and in a neighbourhood of S(f), the function g is
adjusted to (f, v). The proof of our proposition is complete. �

Let us deduce some corollaries to be used in the sequel.

Corollary 3.13. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f , which is not linked
to any other critical point. Then there is a Morse function φ : W → [a, b],
adjusted to (f, v) such that φ(p) > φ(q) for every q ∈ S(φ), q �= p.

Proof. Apply first Proposition 3.6, then Proposition 3.11. �

Corollary 3.14. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f , which is not linked
to any other critical point q with f(q) > f(p). Then there is a Morse
function φ : W → [a, b], adjusted to (f, v) such that φ(p) > φ(q) for every
q ∈ S(φ), q �= p.

Proof. Consider the cobordism W0 = f−1
(
[f(p) − ε, b]

)
where ε > 0 is

so small that f(p) is the smallest critical value of f |W0. Applying to W0

the preceding corollary we obtain a Morse function ψ : W0 → [f(p)− ε, b]
adjusted to (f |W0, v|W0) and such that ψ(q) > ψ(p) for every q ∈ S(ψ), q �=
p. Now here is the definition of the function φ sought:

φ(x) = f(x) for x /∈W0,

φ(x) = ψ(x) for x ∈W0. �
Recall that a critical point p of f is of type (α) if every non-constant

(−v)-trajectory in D(p, v) reaches ∂0W .

Corollary 3.15. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f of type (α). Then
there is a Morse function φ : W → [a, b] adjusted to (f, v) and a regular
value λ of φ, such that p is the only critical point of φ in φ−1([a, λ]).

Proof. Let μ > f(p) be any regular value of f such that the interval
]f(p), μ] is regular. Let W0 = f−1([a, μ]). Then the point p is not linked to
other critical points of f |W0. By Proposition 3.6 there is δ > 0 such that

Dδ(p,±v|W0) ∩Dδ(q,±v|W0) = ∅ for every q ∈ S(f |W0).

Apply Proposition 3.11 to the function f |W0 : W0 → [a, μ] to obtain a
Morse function ψ : W0 → [a, μ] adjusted to (f |W0, v|W0) and a regular
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value λ of ψ such that p is the only critical point of ψ in ψ−1([a, λ]). Now
here is the definition of the function φ sought:

φ(x) = f(x) for x /∈W0,

φ(x) = ψ(x) for x ∈W0. �

Corollary 3.16. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p be a critical point of f of type (α). Then the
family {Bδ(p, v)}δ>0 is a fundamental system of neighbourhoods of D(p, v).

Proof. Apply the preceding corollary. �

The main aim of the present subsection is the following theorem.

Theorem 3.17 (Rearrangement Lemma). Let f : W → [a, b] be a Morse
function on a cobordism W and v an f -gradient. Assume that (f, v) is
elementary. Let S(f) = {p1, . . . , pk}, and let α1, . . . , αk be arbitrary real
numbers in ]a, b[. Then there is a Morse function g : W → [a, b], adjusted
to (f, v), such that for every i we have g(pi) = αi.

Proof. The proof is an easy induction argument based on Propo-
sition 3.11. �

Corollary 3.18. Assume that (f, v) is elementary. Let p ∈ S(f). Then the
family {Bδ(p, v)}δ>0 is a fundamental system of neighbourhoods
of D(p, v). �

3.4. Broken flow lines and an ordering in S(f). Let f : W → [a, b]
be a Morse function on a cobordism W and v an f -gradient.

Definition 3.19. Let p, q ∈ S(f). We say that there exists a broken flow
line of v joining q and p, and we write

q � p

if there is a sequence of critical points

q = q0, q1, . . . , qk = p,

and for every i there is a v-link from qi to qi+1.

The relation � is a partial order on the set S(f); observe that we have

q � p⇒ f(q) < f(p).

Definition 3.20. A subset A ⊂ S(f) is called an initial segment of S(f) if(
p ∈ A & q � p

)
⇒

(
q ∈ A

)
.
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Example 3.21. If v is almost transverse, then the set of all critical points
of f of indices less than a given integer is an initial segment of S(f).

Definition 3.22. For a set A ⊂ S(f) denote

D(A, v) =
⋃
p∈A

D(p, v), Bδ(A, v) =
⋃
p∈A

Bδ(p, v),

Dδ(A, v) =
⋃
p∈A

Dδ(p, v).

The main aim of the present subsection is to generalize the material of
Subsection 2.5 of Chapter 3 (page 97) and to deduce some basic topological
properties of the sets D(A, v), where A is an initial segment of S(f). Let
us begin with an auxiliary lemma.

Proposition 3.23. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let A ⊂ S(f). Then the following two conditions
are equivalent:

(1) There is a Morse function φ adjusted to (f, v) and a regular value
λ of φ such that

A = S(φ) ∩ φ−1([a, λ]) = S(f) ∩ φ−1([a, λ]).

(2) A is an initial segment of S(f) with respect to v.

Proof. The implication (1)⇒(2) is obvious. The inverse implication is
proved by induction on the number of elements in B = S(f) \ A. When
B is a one-point set, the result follows by an application of Corollary 3.14.
Assume now that our proposition holds whenever card B < k and let us
prove it for the case when card B = k. We can assume that f is separated,
that is,

f(p) �= f(q) if p, q ∈ S(f), p �= q.

Let p0 ∈ B be the point of B with the minimal value of f , that is

f(p0) < f(p) for every p ∈ B, p �= p0.

Put
A′ = A ∪ {p0}, B′ = B \ {p0}.

Then we have for every p ∈ A′:
q � p⇒ q ∈ A′

so that A′ is an initial segment of S(f) and therefore we can apply the
induction assumption to the sets A′, B′ and obtain a Morse function φ :
W → [a, b], adjusted to (f, v) and having a regular value λ such that

A′ ⊂ φ−1([a, λ]), B′ ⊂ φ−1([λ, b]).
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Now apply Corollary 3.14 to the cobordism φ−1([a, λ]) and the point p0

and the proof is over. �

Proposition 3.24. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let A be an initial segment of S(f). Then

(1) D(A, v) is compact.

(2) D(A, v) =
⋂
θ>0Bθ(A, v).

(3) The family
{Bθ(A, v)}θ>0

is a fundamental system of neighbourhoods of D(A, v).

Proof. By Proposition 3.23 there is a function φ : W → [a, b] adjusted to
(f, v) and a regular value λ of φ, such that p ∈ S(f) is in A if and only if
φ(p) < λ. Let W0 denote the cobordism φ−1([a, λ]). Then

D(A, v) = D(A, v|W0),

and this set is compact by Lemma 2.32 of Chapter 3 (page 97). Similarly,
the other items follow from Proposition 2.34 of Chapter 3 (page 98), applied
to the cobordism W0. �

Now let us proceed to the thickenings of the descending discs.

Proposition 3.25. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let A be an initial segment of S(f). Then for every
δ > 0 sufficiently small we have:

(1) Dδ(A, v) is compact.

(2) Dδ(A, v) =
⋂
θ>δ Bθ(A, v).

(3) The family
{Bθ(A, v)}θ>δ

is a fundamental system of neighbourhoods of Dδ(A, v).

Proof. Similarly to Proposition 3.24, pick a function φ : W → [a, b] ad-
justed to (f, v) and a regular value λ of φ such that p ∈ S(f) is in A if and
only if φ(p) < λ. Let W0 denote the cobordism φ−1([a, λ]). Let δ > 0 be
sufficiently small so that for every critical point p ∈ A we have

Dδ(p) ⊂W0 \ ∂W0 = φ−1
(
]a, λ[

)
.

Then
Dδ(A, v) = Dδ(A, v|W0)

and this set is compact by Lemma 2.32 of Chapter 3 (page 97). The
second point follows by an application of Proposition 2.34 of Chapter 3
(page 98). �
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3.5. Transverse gradients. Let f : W → [a, b] be a Morse function on
a cobordism W and v an f -gradient.

Definition 3.26. We say that v satisfies the transversality condition, if

D(p, v) � D(q,−v) for every p, q ∈ S(f).

A gradient satisfying transversality condition will also be called trans-
verse. The set of all transverse f -gradients is denoted GT (f).

The aim of this subsection is to prove an analog of the Kupka-Smale
theorem for gradients of Morse functions on cobordisms. We shall reduce
the case of cobordisms to the case of closed manifolds (considered in Section
2), embedding the cobordism in question into its double.

Theorem 3.27. The set GT (f) is residual in G(f).

Proof. Recall the construction of the double of W (see for example [100],
Ch. 1, §1). Consider the quotient space M of the space W × {0, 1} with
respect to the following equivalence relation:

x× 0 ∼ x× 1 if x ∈ ∂W.
Endowed with the quotient topology, the space M is obviously a compact
m-dimensional topological manifold (where m = dimW ). Let us introduce
on M a structure of a C∞ manifold. Pick any f -gradient v0, such that
f ′(x)(v0(x)) = 1 for x in a neighbourhood of ∂W . Let ε > 0 be sufficiently
small, so that both ∂1W and ∂0W have collars of height ε with respect
to v0. For any C∞ chart φ : U → V ⊂ Rm−1 of the manifold ∂1W define a
continuous map φ̂ : V×]− ε, ε[→M as follows:

φ̂(x, t) = γ
(
φ−1(x), t; v0

)
× 0 for t � 0;

φ̂(x, t) = γ
(
φ−1(x), t;−v0

)
× 1 for t � 0.

It is clear that φ̂ is a homeomorphism on its image, and the inverse map
φ̂−1 is therefore a chart of M defined on a neighbourhood of U . Similarly
for any C∞ chart ψ : U ′ → V ′ ⊂ Rm−1 of the manifold ∂0W we construct
a chart ψ̂−1 of M defined on a neighbourhood of U ′.

The collection of the maps φ̂−1, ψ̂−1 together with the C∞ charts of
(W \ ∂W ) × 0 and (W \ ∂W ) × 1 is a C∞ atlas of the manifold M . The
image of W × 0 in M is a ∂-submanifold of M , we shall identify it with the
cobordism W itself. The image of W × 1 in M will be denoted by W̃ ; it is
also a ∂-submanifold of M . The map

I : M →M ; x× 0 �→ x× 1, x× 1 �→ x× 0
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is a C∞ involution of M , such that

I(W ) = W̃ , I(W̃ ) = W.

Now we shall extend the function f to M . To simplify the notation we shall
assume that f(W ) = [0, 1/2]. Define a Morse map F : M → S1 = R/Z as
follows:

F (x) = f(x) and F (I(x)) = 1− f(x) for x ∈W.
Extend the vector field v0 to the whole of M setting

v0(I(x)) = −I∗(v0(x)) for x ∈W ;

we obtain then an F -gradient, satisfying the condition v0 = −I∗(v0).
Let a be a real number, 0 < a < 1/4, such that the intervals [0, a],

[1/2− a, 1/2] are regular, and put W ′ = f−1([a, 1/2 − a]).
Definition 3.28. Let v be an f -gradient. An F -gradient ṽ is called a
quasi-extension of v, if ṽ | W ′ = v.

Lemma 3.29. (1) Every f -gradient v has a quasi-extension.
(2) If ṽ is a quasi-extension of v ∈ G(f), then for every neighbour-

hood A of ṽ in V ect∞(M) there is a neighbourhood B of v in G(f)
such that every u ∈ B has a quasi-extension in A.

Proof. Let h : W → [0, 1] be a C∞ function which vanishes in a neighbour-
hood of ∂W and equals 1 in a neighbourhood of W ′. Let v be an f -gradient,
The vector field w defined in the following formula is a quasi-extension for
v.

w(x) = h(x) · v(x) + (1− h(x)) · v0(x).
Now let us proceed to the second point. If the assertion were not true,

then there would exist a sequence of f -gradients vn converging to v in C∞
topology, and such that vn do not have quasi-extensions in A. Consider the
vector field

wn(x) = h(x) · (vn(x)− v(x)) + ṽ(x).
This vector field is a quasi-extension of vn, and it converges to ṽ as n→∞.
We have obtained a contradiction with our assumption. �

Now we can proceed to the proof of our theorem. It suffices to prove
that the set GT (f) is locally residual in G(f).

Lemma 3.30. Let u ∈ G(f). There is a neighbourhood U ∈ G(f) of u
and for every v ∈ U and every p ∈ S(f) there are Lyapunov charts

jst(v, p) : D → Int W ′, jun(v, p) : D′ → Int W ′

for v at p depending continuously on v in C1-topology.
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Proof. Apply Proposition 1.15 of Chapter 3 (page 76) to any quasi-exten-
sion ũ of u. �

The stable Lyapunov discs obtained in the preceding lemma will be
denoted by Δp(v), and the unstable ones by ∇p(v). Let Tn(p, q) denote the
set of all f -gradients v ∈ U having a quasi-extension ṽ such that

(11) Φ(ṽ,−n)
(
Δp(v)

)
� Φ(ṽ, n)

(
∇q(v)

)
Lemma 3.31. We have ⋂

n,p,q

Tn(p, q) ⊂ GT (f).

Proof. Let v be a vector field belonging to the intersection of all sets
Tn(p, q). For each n choose a quasi-extension ṽn of v such that

(12) Φ(ṽn,−n)
(
Δp(v)

)
� Φ(ṽn, n)

(
∇q(v)

)
.

Observe that for every p, q the submanifolds D(p, v) and D(q,−v) are
transverse if and only if their intersections with W ′ are transverse. These
intersections can be expressed in terms of the flow generated by ṽn as
follows:

W ′ ∩D(p, v) ⊂
⋃
n

(
Φ(ṽn,−n)(Δp(v))

)
,

W ′ ∩D(q,−v) ⊂
⋃
n

(
Φ(ṽn, n)(∇q(v))

)
,

and in view of (12) the proof of the lemma is complete. �
Now let us prove that Tn(p, q) is open. Let v ∈ GT (f) and let ṽ be a

quasi-extension of v such that (11) holds. Apply Theorem 2.8 (page 125)
and point (2) of Lemma 3.29 above and the assertion follows.

The proof of density is also quite simple. Let v be any f -gradient. Let ṽ
be any quasi-extension of v. Let wk be a sequence of transverse F -gradients
converging to ṽ. Then the restrictions wk | W are in Tn(p, q) and converge
to v.

Thus the set Tn(p, q) is open and dense in G(f), and the proof of our
theorem is finished. �

Corollary 3.32. Let f : W → [a, b] be a Morse function on a cobordism
W . The subset GT (f) is dense in G(f).

Proof. The proof repeats the arguments of Corollary 2.6. �

Exercise 3.33. Consider the case of gradient-like vector fields and Rie-
mannian gradients.
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3.6. Almost transverse gradients. Let f : W → [a, b] be a Morse
function on a cobordism W and v an f -gradient. Recall that v is called
almost transverse if for any p, q ∈ S(f) we have(

indp � indq & p �= q
)
⇒

(
D(p, v) ∩D(q,−v) = ∅

)
.

Proposition 3.34. An f -gradient v is almost transverse if and only if for
any p, q ∈ S(f) we have(

indp � indq
)
⇒

(
D(p, v) � D(q,−v)

)
.

Proof. Our proposition follows immediately from the next lemma.

Lemma 3.35. Let p, q ∈ S(f), indp � indq, p �= q. Then

D(p, v) � D(q,−v)
if and only if

D(p, v) ∩D(q,−v) = ∅.

Proof. If D(p, v) and D(q,−v) have empty intersection, they are trans-
verse. If the intersection of these manifolds is not empty, then necessarily
f(p) > f(q). In this case pick any regular value λ of f with f(q) < λ < f(p).
The intersections

A = D(p, v) ∩ f−1(λ), B = D(q,−v) ∩ f−1(λ)

are submanifolds of V = f−1(λ), and D(p, v) is transverse to D(q,−v) if
and only if A is transverse to B as submanifolds of V . Observe that

dimA+ dimB = (indp− 1) + (dimW − indq − 1) < dimV,

therefore the condition A � B is equivalent to A ∩ B = ∅, which is in its
turn equivalent to D(p, v) ∩D(q,−v) = ∅. �

Corollary 3.36. A transverse f -gradient is almost transverse. �

The set of all almost transverse f -gradients is denoted GA(f). Since
GT (f) ⊂ GA(f), and GT (f) is dense in G(f) with respect to C∞ topol-
ogy, the set GA(f) is also dense in G(f) with respect to C∞ topology.
More surprising is the fact that the set GA(f) is open in G(f) with respect
to C0 topology. The proof which is based on the theory of ordered Morse
functions, will be given in the end of this subsection.

Definition 3.37. An ordered Morse function is a Morse function φ : W →
[a, b] on a cobordism W together with a sequence a0, . . . , am+1 of regular
values (where m = dimW ), such that a = a0 < a1 < · · · < am+1 = b and

(13) Si(f) ⊂ φ−1
(

]ai, ai+1[
)

for every i. The sequence a0, . . . , am+1 is called the ordering sequence for
φ.
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Note that we consider the ordering sequence as a part of the data of
the ordered Morse function.

Proposition 3.38. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Then the two following properties are equivalent:

(i) v is almost transverse.
(ii) There is an ordered Morse function φ : W → [a, b], such that φ is

adjusted to (f, v), and for every k the value of φ on all its critical
points of index k is the same.

Proof. (ii) ⇒ (i). Let φ be a Morse function satisfying (ii). Then every
two critical points x, y of f such that indx � indy satisfy also the condition
f(x) � f(y) and there can exist no v-link from y to x.

(i)⇒ (ii). The proof will be obtained by successive applications of the
Rearrangement Lemma. Apply Proposition 3.3 to construct a separated
Morse function g adjusted to (f, v). Two critical points p, q of g will be
called neighbours if there is no critical value of g between g(p) and g(q). An
inversion is a pair (p, q) of neighbours such that g(p) < g(q) and indp >
indq. For an inversion (p, q) let

W ′ = g−1
(

[g(p) − ε, g(q) + ε]
)

where ε > 0 is sufficiently small, so that g(p), g(q) are the only critical
values of g|W ′. The pair (g|W ′, v|W ′) is elementary, since v satisfies the
almost transversality condition. Therefore, applying Theorem 3.17 to the
cobordism W ′ we can diminish the number of inversions by one. Applying
this procedure several times we end with a Morse function h, adjusted
to (f, v) and having no inversions. Thus the function h is ordered, and
applying again the Rearrangement Lemma, Theorem 3.17, we put all the
critical points of a given index i on the same level surface of f . �

It is sometimes useful to rearrange the critical points in a different way.

Proposition 3.39. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Then the two following properties are equivalent:

(i) v is almost transverse.
(ii) For any linear ordering ≺ of the set of all critical points such that

indp < indq ⇒ p ≺ q,

there is a Morse function φ, adjusted to (f, v) and such that φ(p) < φ(q)
whenever p ≺ q and p �= q.

Proof. The proof is similar to 3.38 and will be omitted. �
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Proposition 3.40. Let f : W → [a, b] be a Morse function, and v be an
f -gradient. Let φ : W → [α, β] be a Morse function, adjusted to (f, v).
Then there is δ > 0, such that every f -gradient w with ||w− v|| < δ is also
a φ-gradient† so that φ is adjusted to (f,w).

Proof. Let us first show that for every f -gradient w sufficiently C0-close
to v we have φ′(x)(w(x)) > 0 for every x ∈ W \ S(f). Let U be an open
neighbourhood of S(f) such that f |U = φ|U . Pick an ε > 0 such that

φ′(x)(v(x)) > ε for every x ∈W \ U

(such ε exists, sinceW \U is compact and the function φ′(x)(v(x)) is strictly
positive on this set). It is clear now that for ||w − v|| sufficiently small we
have

φ′(x)(w(x)) > ε/2 for every x ∈W \ U.
More precisely, this inequality holds if

||w − v|| < ε

2 · supx∈W\U ||φ′(x)||
.

Thus we have verified that the condition A) from Proposition 2.5 of Chap-
ter 2 (page 51) holds for φ and w if w is sufficiently close to v in C0 topology.
It remains to observe that, since f − φ is constant in a neighbourhood of
each critical point, the condition B) from the same proposition holds for w
and φ. The proof is over. �

Now we can prove that the almost transversality condition is C0-open.

Theorem 3.41. Let f : W → [a, b] be a Morse function on a cobordism
W . The set GA(f) is dense in G(f) with respect to C∞ topology, and open
in G(f) with respect to C0 topology.

Proof. The density property follows immediately from Theorem 3.27. Now
let us prove that GA(f) is C0-open. Let v ∈ GA(f). Pick an ordered Morse
function φ : W → [a, b], adjusted to (f, v), and such that for a given k
all the critical points of φ of index k lie on the same level surface of φ.
Proposition 3.40 implies that every f -gradient sufficiently C0-close to v,
is also a φ-gradient, therefore (by Proposition 3.38) it satisfies the almost
transversality condition. �

Now we proceed to topological properties of descending discs of almost
transverse gradients.

† Recall that || · || stands for the C0-norm.
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Definition 3.42. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Set

D(ind�k ; v) =
⋃

ind p�k
D(p, v), Dδ(ind�k ; v) =

⋃
ind p�k

Dδ(p, v).

We shall also use a similar notation like Bδ(ind�k ; v) or D(ind=k ; v) which
is clear without special definition.

Proposition 3.43. Let f : W → [a, b] be a Morse function on a cobordism
W and v an almost transverse f -gradient. Then for every k

(1) The set D(ind�k ; v) is compact.
(2) We have ⋂

θ>0

Bθ(ind�k ; v) = D(ind�k ; v).

(3) The family
{Bθ(ind�k ; v)}θ>0

is a fundamental system of neighbourhoods of D(ind�k ; v).

Proof. Let Ak be the set of all critical points with indices � k. Then Ak
is an initial segment of S(f), and

D(ind�k ; v) = D(Ak, v), Bδ(ind�k ; v) = Bδ(Ak, v).

Apply Proposition 3.24 (page 144) and the proof is finished. �

Corollary 3.44. Assume that v satisfies the almost transversality condi-
tion. Let p ∈ Sk(f). Then the set D(p, v) ∪D(ind�k−1 ; v) is compact.

Proof. Similar to Proposition 3.43. �

Corollary 3.45. Assume that v satisfies the almost transversality condi-
tion. Let p ∈ Sk(f). Let U be an open subset of W , such that

D(ind�k−1 , v) ∪ ∂0W ⊂ U.

Then the set D(p, v) \ U is compact.

Proof. We have

D(p, v) \ U =
(
D(p, v) ∪D(ind�k−1 , v)

)
\ U.

The set in the right-hand side of the preceding formula is compact by
Corollary 3.44. �

Now let us proceed to the thickenings of the descending discs.

Proposition 3.46. Assume that v satisfies the almost transversality con-
dition. Then for every k and every δ > 0 sufficiently small:
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(1) The set Dδ(ind�k ; v) is compact.
(2) We have ⋂

θ>δ

Bθ(ind�k ; v) = Dδ(ind�k ; v).

(3) The family
{Bθ(ind�k ; v)}θ>δ

is a fundamental system of neighbourhoods of Dδ(ind�k ; v).

Proof. Similar to Proposition 3.43. �

3.7. Morse stratifications. In this subsection we study stratifications of
manifolds formed by descending discs of gradients of Morse functions. Let
us first recall some basic notions of the theory of cellular decompositions.
Let X be a Hausdorff topological space. A k-cell of X is a subspace of X
homeomorphic to the k-dimensional open disc Bk. The number k is called
the dimension of the cell. A characteristic map φ for a k-cell E ⊂ X is a
continuous map φ : Dk → X of the closed k-dimensional disc to X, such
that the restriction φ|Bk is a homeomorphism of Bk onto E. (Not every
cell has a characteristic map.) A disjoint family {Eα}α∈I of subspaces of
some topological space X will be called topologically disjoint if every set
Eα is an open and closed subset of the topological space ∪αEα.
Definition 3.47. A finite cellular decomposition of a topological space X
is a finite sequence of disjoint cells of X, such that

(A) the union of all cells is X,
(B) for each k the family of all k-dimensional cells is topologically

disjoint,
(C) for each k the union of the cells of dimension � k is a closed

subspace of X.

The second condition is included to avoid configurations like the one
depicted in Figure 17, where the 1-cells are not topologically disjoint.

FIGURE 17.
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Definition 3.48. Let X be a topological space, and Y ⊂ X a subset. The
set

B(Y ) = Y \ Y
is called the exterior boundary of Y .

Proposition 3.49. Let X be a topological space endowed with a finite
cellular decomposition, and let E be one of cells. Then the exterior boundary

B(E) = E \ E
of E is contained in the union of all cells of dimensions strictly smaller
than dimE.

Proof. Let k = dimE and let {E1, . . . , En} be the set of all k-dimensional
cells, with E1 = E. Condition (C) implies that E is contained in the union
of all cells of dimension � k, thus it can not intersect the cells of dimension
> k. It remains to prove that

(14) Ei ∩ Ej = ∅ for j �= i.

The sets Ei are open and closed in Z = E1 ∪ · · · ∪En, therefore there exist
open subsets Wi ⊂ X such that Wi ∩ Z = Ei. Assume that (14) does not
hold. Then the closed subset X \Wj of X contains Ei, but does not contain
Ei, this leads to a contradiction. �

Definition 3.50. A finite cellular decomposition is called a finite CW
complex if every cell has a characteristic map.†

Now let us return to the Morse theory.

Theorem 3.51. Let f : M → R be a Morse function on a closed manifold
M , and v be an f -gradient. The two following properties are equivalent:

(1) v is almost transverse.
(2) The family

{D(p, v)}p∈S(f)

is a cellular decomposition of M .

Proof. (2) ⇒ (1). Assume that the condition (2) holds, but v is not
almost transverse. Then there is a v-link from p to q with p, q ∈ S(f) and
indp � indq. In this case the point p is in the exterior boundary of the
descending disc D(q, v), that is,

p ∈ B
(
D(q, v)

)
= D(q, v) \D(q, v)

† We shall work only with finite cellular decompositions and CW complexes and our def-
initions are adapted to this class of topological spaces. See [90], [153], [29] for the
definitions in the general case.
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and this is impossible by Proposition 3.49.
(1) ⇒ (2). As we know from Proposition 2.17 of Chapter 3 (page 89)

each set D(p, v) is a k-cell, where k = indp. The condition (C) of Definition
3.47 follows from Proposition 3.43. To check the condition (B) it suffices to
show that for every p ∈ Sk(f) the subspace D(p, v) is closed in D(ind=k ; v).
Let an ∈ D(p, v) be a sequence of points converging to a ∈ D(ind=k ; v).

Choose an ordered Morse function φ adjusted to (f, v), and let α, β
be regular values of φ, such that all the critical points of φ of index k are
in the cobordism W = φ−1([α, β]). Choose T > 0 sufficiently large, so
that γ(a, T ; v) ∈ W \ ∂W . The sequence γ(an, T ; v) ∈ D(p, v) ∩W con-
verges to γ(a, T ; v). Every (−v)-trajectory in D(p, v) reaches ∂0W , there-
fore D(p, v) ∩W is compact. Thus

γ(a, T ; v) = lim
n→∞ γ(an, T ; v) ∈ D(p, v) ∩W,

and a ∈ D(p, v). �

Definition 3.52. When the f -gradient v satisfies the almost transversality
condition, the cellular decomposition

M =
⋃

p∈S(f)

D(p, v)

will be called the Morse stratification of M corresponding to f and v.
The cells of this decomposition will be called Morse cells of M . The set
D(ind�k ; v) will be called the k-th skeleton of the stratification.

It would be nice to have a theorem asserting that every Morse stratifi-
cation is a finite CW complex. To prove this theorem one should construct
for every critical point p of a given Morse function f : M → R a homeomor-
phism Bind p ≈� D(p, v), extendable to a continuous map Dind p � M
of the closed disc to our manifold. In many particular cases it is easy to
construct such homeomorphisms. Recall for instance the height function
on the two-dimensional sphere from Example 2.16 of Chapter 3 (page 88)
(the required extension sends the whole boundary of the disc to the south
pole of the sphere). It turns out however that the proof of a general result
is a difficult task. (See the works [85], [55], [56], [83], [97] for the state of
the art.†) The problem is that naturally arising homeomorphisms like the
ray-preserving homeomorphisms for the case of gradient-like vector fields,
are in general not extendable to continuous maps of the closed disc, see the
examples below.

† The idea of a cellular decomposition associated with a Morse function appeared first in
the paper [157] of R. Thom.
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Fortunately, many results of the Morse theory do not depend on the
construction of such CW complexes. The Morse stratification is a geo-
metric structure naturally associated to a Morse function and its gradient,
and this structure itself is sufficient for many purposes. We shall see that
many results and ideas from the theory of CW complexes have their natural
analogs in the framework of Morse stratifications. For example the Morse
complex (see Chapter 6) is an analog of the cellular chain complex of a CW
complex. Let us mention also the notion of the dual Morse stratification
(see Subsection 1.6 of Chapter 6, page 205). This is indeed a remarkable
construction: the Morse-theoretical proof of the Poincaré duality isomor-
phism is simpler than the classical one which is based on the triangulation
theory.

Example 3.53. Consider a non-standard embedding of the 2-dimensional
sphere into R3 as shown in Figure 18. Let M denote the image of this
embedding.

p

r

q

FIGURE 18.

The height function f : M → R is a Morse function with four critical points:
two local maxima, one local minimum and one saddle point. On the figure
above we have depicted several flow lines of a gradient-like vector field v
for f (the arrows show the direction of (−v)). All the (−v)-trajectories
except one converge to r, and the exceptional one converges to q. There is
a natural ray-preserving homeomorphism H of a 2-dimensional open disc
onto D(p, v) (see Proposition 2.20 of Chapter 3, page 89). In Figure 19 we
have drawn the rays of the 2-dimensional disc, which are carried by H to
the curves depicted on the previous figure. The ray L is sent to the flow
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line joining p to q, and the other rays are sent to the flow lines converging
to r.

L0

FIGURE 19.

If H were extendable to a continuous map of the closed disc D2 to M , then
this map would send the ends of all the rays to the ends of the corresponding
flow lines. For the ray L the end of the corresponding flow line is the point
q. For any other ray the end of the corresponding flow line is the point r.
Thus such an extension does not exist.

Exercise 3.54. Study the case of the Morse function

f : Sm → R, f(x0, . . . , xm) =
m∑
i=0

αix
2
i

and its Riemannian gradient (see Subsection 2.4 of Chapter 3, page 92, and
Figure 11 on page 95).

Exercise 3.55. Recall the embedding of the 2-torus into R3:

E : T2 ⊂ � R3, (φ, θ) �→
(
r sin θ,

(
R+r cos θ) cosφ,

(
R+r cos θ) sinφ

)
.

The height function

ζ : T2 → R, ζ(φ, θ) =
(
R+ r cos θ) sinφ
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corresponding to this embedding is a Morse function (see page 39), and
we have seen (page 97) that the partition of E(T2) into the union of the
descending discs is not a cellular decomposition.

1) Check that the Riemannian gradient corresponding to this embed-
ding does not satisfy the transversality condition.

2) Let Aα be the rotation of the space R3 by the angle α around
the y-axis. Show that for every α ∈ [0, π/2[ the height function
ζα corresponding to the embedding Aα ◦ E is a Morse function,
which has four critical points of the same indices as the function
ζ = ζ0, namely, the maximum M(α) the minimum m(α) and two
saddle points s1(α), s2(α).

3) Show that there is α such that ζα(s1(α)) = ζα(s2(α)). For this
value of α any gradient of ζα is necessarily almost transverse, and
the Morse stratification of T2 is therefore a cellular decomposition,
having two cells of dimension 1, one cell of dimension 2 and one
zero-dimensional cell.

3.8. Morse-Smale filtrations. Let f : W → [a, b] be a Morse function
on a cobordism W and v an almost transverse f -gradient. In this section
we associate to v a certain class of filtrations of the cobordism W , called
Morse-Smale filtrations. The k-th term of a Morse-Smale filtration is a
∂-manifold of dimension dimW which can be considered as a thickening
of the k-th skeleton D(ind�k ; v) of the Morse stratification. Technically
these thickenings are very useful, in particular they allow us to extract
topological information from the Morse stratification without organizing
the Morse cells into a CW complex.

Definition 3.56. Let φ : W → [a, b] be an ordered Morse function on a
cobordism W , let m = dimW . Let {ai}0�i�m be the ordering sequence for
φ. For 0 � k � m put

W (k) = φ−1([a0, ak+1]).

The filtration

∂0W = W (−1) ⊂W (0) ⊂ · · · ⊂W (m) = W

is called the Morse-Smale filtration induced by φ. The filtration (W (k), ∂0W )
of the pair (W,∂0W ) will also be called Morse-Smale filtration.

Since the value of φ on every critical point of index� k is less than ak+1,
we have D(ind�k ; v) ⊂ W (k). The set W (k) is a compact ∂-manifold and
its topological properties are in a sense simpler than those of D(ind�k ; v).
For many purposes the set W (k) is a good substitute for D(ind�k ; v); the
first proposition of this kind is Theorem 3.58 below which asserts that we
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can always choose a Morse-Smale filtration so that its successive terms are
as close as we like to the skeletons of the Morse stratification.

Definition 3.57. Let f : W → [a, b] be a Morse function on a cobordism
W and v an almost transverse f -gradient. A filtrationW (k) of the cobordism
W is called a Morse-Smale filtration adjusted to (f, v) if there is an ordered
Morse function φ on W , adjusted to (f, v), and such that W (k) is the
Morse-Smale filtration induced by φ.

Theorem 3.58. Let f : W → [a, b] be a Morse function on a cobordism
W and v an almost transverse f -gradient. Let {Uk}0�k�m−1 be a family of
open subsets of W , such that

D(ind�k ; v) ∪ ∂0W ⊂ Uk for every k � m− 1,

where m = dimW . Then there is a Morse-Smale filtration W (k) adjusted
to (f, v) such that for every k � dimW − 1 we have W (k) ⊂ Uk.

Proof. Start with any ordered Morse function ψ : W → [a, b] adjusted to
(f, v), and let W (k)

0 be the corresponding Morse-Smale filtration. The terms
W (k) of the new filtration will be obtained by pushing W

(k)
0 downwards

along the flow lines of v.
We begin by studying the gradient descent deformation in a some-

what more general context than necessary for the present theorem, in
view of further applications. Let h : W → R+ be a C∞ function, such
that supp h ⊂ W \

(
∂W ∪ S(f)

)
. Let τ ∈ R; define a diffeomorphism

Hτ : W →W by the following formula:

Hτ = Φ(w, τ), where w(x) = h(x)v(x).

Thus Hτ (x) = x if x /∈ supp h (in particular this is the case for x in a
neighbourhood of ∂W ∪ S(f)). In the domain where h(x) > 0 the points
Hτ (x) and x are on the same v-trajectory. Put

ψτ = ψ ◦Hτ .

The function ψτ is obviously an ordered Morse function on W with the
same critical points and the same ordering sequence as ψ.

Proposition 3.59. The Morse function ψτ is adjusted to (f, v).

Proof. By definition the functions ψτ and ψ are equal nearby S(f) and
nearby ∂W , therefore we have only to show that

ψ′τ (y)(v(y)) > 0 for every y /∈ S(f).

Since
ψ′τ (y)(v(y)) = ψ′(Hτ (y))

(
H ′τ (y)

(
v(y)

))
,

the inequality above follows from the next lemma.
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Lemma 3.60. Define a vector field ṽ on W by the following formula:

ṽ = (Hτ )∗(v).

Then for every x ∈W \ S(f) we have:

(15) ṽ(x) = λ(x)v(x) with λ(x) > 0.

Proof. Put
y = γ(x,−τ ;w), so that x = Hτ (y).

Denote by Z the set of zeros of h. Let us first consider the case when x /∈ Z,
that is, h(x) > 0. Then h(y) > 0, and we have:

ṽ(x) = H ′τ (y)(v(y)) =
1

h(y)

(
H ′τ (y)(w(y))

)
.

y

v(y)

w(y)

x = Hτ(y)

v(x)

w(x)

FIGURE 20.

Observe that the vector field w is conserved by the diffeomorphism
Hτ = Φ(w, τ), therefore

(16)
1

h(y)

(
H ′τ (y)(w(y))

)
=

1
h(y)

w(x) =
h(x)
h(y)

v(x),

and (15) is proved for h(x) > 0.
Now let us consider the case when x ∈ Int Z, that is, the function h

vanishes in some neighbourhood U of x. In this case we have Hτ (y) = y
for every y ∈ U , and therefore ṽ(y) = v(y) for y ∈ U ; thus the equality (15)
is proved also in this case.
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It remains to consider the case when x ∈ Z\Int Z, so that in particular,
h(x) = 0 and x /∈ S(f). In this case y = x and there is a sequence of points

xn → x with xn /∈ S(f) and h(xn) > 0.

We have:

ṽ(xn) = λ(xn)v(xn), where λ(xn) > 0 and

ṽ(xn)→ ṽ(x) = H ′τ (y)(v(y)) �= 0, v(xn)→ v(x) �= 0.

It is not difficult to deduce from this property that the sequence λ(xn)
converges to a number λ = λ(x) > 0. We have therefore ṽ(x) = λ(x)v(x),
and our lemma is proved also in this case. �

The proof of Proposition 3.59 is now complete. �
Now let us return to the proof of the theorem. Diminishing Uk if nec-

essary, we can assume that for every k the set Uk is a subset of the k-th
term W

(k)
0 of the Morse-Smale filtration corresponding to ψ. Pick a collar

C0 for ∂0W and a collar C1 for ∂1W with respect to v such that

C0 ⊂ Uk and W
(k)
0 ⊂W \ C1 for every k.

Let δ > 0 be sufficiently small, so that

Bδ(ind�k ; v) ⊂ Uk for every k.

Put
R = C0 ∪ C1 ∪

⋃
p∈S(f)

Bδ(p).

Pick a C∞ function h : W → [0, 1] such that h(x) = 0 in a neighbourhood
of ∂W ∪ S(f) and h(x) > 0 for x /∈ R. Put

w(x) = h(x)v(x).

The next lemma asserts that the descent along the flow lines of (−w) will
push W (k)

0 to Uk if we shall wait sufficiently long. The proof is completely
similar to the proof of Proposition 3.12 of Chapter 3 (page 106) and will
be left to the reader as a useful exercise.

Lemma 3.61. For every τ sufficiently large and every k we have:

Φ(w,−τ)
(
W

(k)
0

)
⊂ Uk.

As we have already shown the function ψτ = ψ ◦ Φ(w, τ) is an ordered
Morse function adjusted to (f, v). The k-th term W (k) of the filtration
corresponding to ψτ equals

W (k) = Φ(w,−τ)(W (k)
0 )
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and by the previous lemma this set is in Uk if τ is sufficiently large. This
completes the proof of Theorem 3.58. �





CHAPTER 5

Handles

Let f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. Let p be a critical point of f of type (α), that is, each non-constant
(−v)-trajectory in D(p, v) reaches ∂0W . Then D(p, v) is diffeomorphic to
the k-dimensional closed disc Dk with k = indp. A handle for p is a
special compact neighbourhood H of D(p, v) homeomorphic to Dk×Dm−k
where m = dimW . Thus handles form one more species in the family
of thickenings of descending discs. Compared to the thickenings already
considered, handles have the advantage of a simple topological structure,
which moreover depends only on the index of the critical point in question.
The construction of handles is explained in the first section of this chapter.

In the second section we study Morse functions which have only crit-
ical points of type (α). In this case H∗(W,∂0W ) is a free abelian group
generated by the homology classes of the descending discs modulo their
boundaries. We show that the basis formed by these classes is stable with
respect to C0-small perturbations of the gradient.

1. Construction of handles

Definition 1.1. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let p ∈ S(f), and k = indp. A handle for p
is a compact (−v)-invariant neighbourhood H of D(p, v) together with a
homeomorphism Φ : Dk ×Dm−k →H of the product of two closed discs

Dk = Dk(0, r1), Dm−k = Dm−k(0, r2)

onto H, such that

(1) Φ(Dk × 0) = D(p, v);
(2) Φ(0× 0) = p;
(3) Φ(Sk−1 ×Dm−k) = H ∩ ∂0W .

Observe that if a critical point p has a handle, then D(p, v) is compact,
and therefore p is necessarily of type (α), see Corollary 2.22 of Chapter 3
(page 90).
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Figure 21 is an illustration. The cobordism in question is the “pants”
submanifold of R3, and the Morse function is the height function. The
critical point is shown by a black circle and the handle is shaded.

FIGURE 21.

Theorem 1.2. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient. Let p be a critical point of f of type (α). Let U be a
neighbourhood of D(p, v). Then there exists a handle H ⊂ U for p.
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One can guess from Figure 21 the basic idea of the proof. We choose a
small compact neighbourhood of p (shown by the dark grey color on the
picture) and the handle is defined as the track of this neighbourhood with
respect to (−v).

We first prove the theorem for the particular case of gradient-like vector
fields (the next subsection). The proof in the general case (Subsection 1.2)
is based on similar ideas but is slightly more complicated.

Note the condition of (−v)-invariance of H in the theorem. This condi-
tion is technically quite important; omitting it leads to an assertion which
can be easily proved using elementary differential topology. Indeed, the
submanifold D(p, v) ⊂ W is a neat submanifold with boundary of the
manifold W . Moreover it is easy to show that the normal bundle to D(p, v)
in W is trivial. Thus the tubular neighbourhood of D(p, v) in W is homeo-
morphic to the product D(p, v)×Dm−k (see Section 6 of Chapter 4 of [61]
for details).

1.1. Proof of the existence theorem: the case of gradient-like
vector fields. Applying Corollary 3.15 of Chapter 4 (page 141) it is easy
to reduce our assertion to the particular case when p is the unique critical
point of f , and we shall assume this during the proof. Let

Ψ : V → B(R) = Bk(0, R) ×Bm−k(0, R)

be a Morse chart for (f, v) at p, such that V ⊂ U . Fix any r ∈]0, R[, and
put

Q = Dk(0, r)×Dm−k(0, r) ⊂ Rk ×Rm−k,

Q− = Sk−1(0, r)×Dm−k(0, r) ⊂ Rk ×Rm−k,

F = Ψ−1(Q), F− = Ψ−1(Q−).

We shall prove that the track T (F ,−v) is a handle.† A (−v)-trajectory
can quit the set F only by passing through a point of F− (see Section 2 of
Chapter 3, page 81 and Figure 22)

† An exercise for the reader: locate the subsets F , F−, T (F ,−v) in Figure 21.
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Q

Q−

Rm−k

Rk

FIGURE 22.

and therefore
T (F ,−v) = F ∪ T (F−,−v).

Our first aim is to study the set T (F−,−v).
Lemma 1.3. (1) Any (−v)-trajectory starting at a point of F− reaches

∂0W .
(2) For any x ∈ F− and t > 0 we have: γ(x, t;−v) /∈ F .

Proof. For every x ∈ F− we have f(x) � f(p), therefore any (−v)-
trajectory starting at a point of F− cannot converge to p and reaches ∂0W ;
the first point is proved. As for the second one, let x ∈ F−. Assume that
there is τ > 0 such that y = γ(x, τ ;−v) ∈ F . Pick the minimal τ with
this property, so that γ(x, ]0, τ [;−v) does not intersect F . Then the point
y is in the boundary of F , and since f(y) < f(x) � f(p), the point y is in
F− and f(y) < f(p). However for such points y the vector −v(y) points
outside F (see Figure 22), and therefore y can not be the point through
which the curve γ(x, ·;−v) enters the domain F . �

The map

G : F− × [0, 1]→ T (F−,−v), G(x, t) = γ(x, t · τ(x,−v);−v)
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is a homeomorphism (see Remark 3.4 of Chapter 3, page 101). The set
F− × [0, 1] is homeomorphic to Q− × [0, 1] via the homeomorphism B =
(Ψ−1|Q−) × id. The composition of these two homeomorphisms will be
denoted

C = G ◦B : Q− × [0, 1]→ T (F−,−v).
Let

K = Q �
(
Q− × [0, 1]

)
and consider the quotient space K/ ∼ where ∼ is the following equivalence
relation: x ∼ (x, 0) if x ∈ Q−. The space K/ ∼ is homeomorphic to Q as
illustrated in Figure 23. The space Q is depicted on the left and the space
Q−× [0, 1] is on the right (here the dimensions of the two discs Dk, Dm−k
are equal to 1). The subset Q− is the lateral surface of the cylinder Q
which is glued to the interior lateral surface Q− × 0 on the right.

FIGURE 23.

The two maps

Ψ−1|Q : Q→ F , C : Q− × [0, 1]→ T (F−,−v)
coincide obviously on the subset Q− = Q−× 0, therefore they can be glued
together to a homeomorphism Φ as shown on the next diagram

K/ ∼ Φ �� T (F ,−v)

Q ∪
(
Q− × [0, 1]

) Ψ−1|Q ∪ C �� F ∪ T (F−,−v)

The set T (F ,−v) together with the homeomorphism Φ is the handle
sought. �
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1.2. Proof of the existence theorem: the general case. As in the
previous subsection, we shall assume that p is the unique critical point of
f . Let

φ : B(R) = Bk(0, R) ×Bm−k(0, R)→ V

be a box for (f, v) at p such that V ⊂ U (see Definition 1.19 of Chapter 3
(page 77)). Fix any r ∈]0, R[, and put

Q(ρ) = Dk(0, r)×Dm−k(0, ρ) ⊂ Rk ×Rm−k,

Q−(ρ) = Sk−1(0, r)×Dm−k(0, ρ) ⊂ Rk ×Rm−k,
F(ρ) = φ(Q(ρ)), F−(ρ) = φ(Q−(ρ))

(where k = indp, m = dimW and ρ is a number in [0, R[ ). We shall prove
that for every ρ > 0 sufficiently small the set T (F(ρ),−v) is a handle.

It is easy to see that a (−v)-trajectory can quit F(ρ) only by passing
through a point of F−(ρ). Therefore

T
(
F(ρ),−v

)
= F(ρ) ∪ T

(
F−(ρ),−v

)
.

Lemma 1.4. For any ρ sufficiently small we have:
(1) Any (−v)-trajectory starting at a point of F−(ρ) reaches ∂0W .
(2) For any x ∈ F−(ρ) and t > 0 we have: γ(x, t;−v) /∈ F(ρ).

Proof. (1) Any non-constant (−v)-trajectory in D(p, v) reaches the
boundary. In particular this is the case for the trajectories starting at
any point of F−(0). The set F−(0) is compact, and therefore there is a
neighbourhood R of F−(0) such that every (−v)-trajectory starting at a
point of R reaches ∂0W . For ρ > 0 sufficiently small we have F−(ρ) ⊂ R,
and the first point of our lemma is proved.

(2) Now let us move to the second point. The contrary would imply
that there are sequences

ρn ↘ 0, xn ∈ F−(ρn), yn ∈ F(ρn), tn > 0,

such that γ(xn, tn;−v) = yn.

Observe that there is ε > 0 such that the map

(x, t) �→ γ(x, t,−v); F−(ρ) × ]− ε, ε[ →W

is injective for every ρ < R. Therefore tn � ε. Further, choose any C > 0
such that every (−v)-trajectory starting at a point of the boundary ∂F(0) =
F−(0) of the topological disc F(0) reaches ∂0W at the moment t � C. Then
every tn is less than 2C if ρ is sufficiently small. Extracting subsequences
if necessary, we can assume that

xn → a, yn → b, tn → τ � ε.
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Then
a ∈ F−(0), b = γ(a, τ ;−v) ∈ F(0), τ > 0.

However it follows from the definition of boxes that a (−v)-trajectory can
intersect the subset F−(0) = ∂F(0) only once. This leads to a contradic-
tion. �

The end of the proof is completely similar to the case of gradient-like
vector fields. The map

G : F−(ρ)× [0, 1]→ T (F−(ρ),−v), G(x, t) = γ(x, t · τ(x,−v);−v)
is a homeomorphism (see Remark 3.4 of Chapter 3, page 101). Let B denote
the homeomorphism(

φ|Q−(ρ)
)
× id : Q−(ρ)× [0, 1]→ F−(ρ)× [0, 1].

Let
K(ρ) = Q(ρ) �

(
Q−(ρ)× [0, 1]

)
and consider the quotient space K(ρ)/ ∼ with respect to the following
equivalence relation: x ∼ (x, 0) if x ∈ Q−(ρ). The space K(ρ)/ ∼ is then
homeomorphic to Q(ρ) itself. The maps

φ|Q(ρ) : Q(ρ)→ F(ρ), B : Q−(ρ)× [0, 1]→ F−(ρ)× [0, 1]

can be glued together to a homeomorphism

Φ : K(ρ)/ ∼ ≈� T (F−(ρ),−v).
The set T (F−(ρ),−v) together with the homeomorphism Φ is the handle
sought. �

1.3. Homotopy type of elementary cobordisms. Let f : W → [a, b]
be a Morse function on a cobordism W , and assume that (f, v) is ele-
mentary, that is, the critical points of f are not linked to each other. By
Corollary 3.8 of Chapter 4 (page 136) there is δ > 0 such that the sets
Bδ(p, v) are pairwise disjoint. For each p ∈ S(f) pick a handle Hp for p.
We can assume that Hp ⊂ Bδ(p, v) for every p ∈ S(f), so that the handles
are pairwise disjoint. Set

X = ∂0W ∪
⋃

p∈S(f)

D(p, v), Y = ∂0W ∪
⋃

p∈S(f)

Hp;

we have ∂0W ⊂ X ⊂ Y ⊂ W . The homeomorphism type of X is easy to
describe: X is obtained from ∂0W by one of the most common constructions
in algebraic topology.
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Lemma 1.5. X is homeomorphic to a space obtained from ∂0W by attach-
ing m(f) cells, one cell of dimension indp for each critical point of index
p.

Proof. Obvious. �

Next we shall show that W is homotopy equivalent to X.

Proposition 1.6. X is a strong deformation retract of Y .

Proof. It suffices to construct for each p a strong deformation retraction
of Hp onto D(p, v) ∪ (Hp ∩ ∂0W ). By the very definition of handles there
is a homeomorphism of pairs(
Hp, D(p, v) ∪ (Hp ∩ ∂0W )

)
≈

(
Dk ×Dm−k, Dk × 0 ∪ Sk−1 ×Dm−k

)
.

It is an easy exercise in elementary algebraic topology to construct a de-
formation retraction of Dk ×Dm−k onto Dk × 0 ∪ Sk−1 ×Dm−k. �

Theorem 1.7. (1) The inclusion X ⊂ � W is a homotopy equiva-
lence.

(2) The inclusion of pairs (X,∂0W ) ⊂ � (W,∂0W ) is a homology
equivalence.†

Proof. The second assertion follows from the first one by an easy applica-
tion of the Five-Lemma to the exact homology sequences of the two pairs.
Let us prove the first assertion. In view of the preceding proposition it
suffices to prove that the inclusion Y ⊂ � W is a homotopy equivalence.
Recall the continuous map L : W × R+ → W from Subsection 3.2 of
Chapter 3 (page 105):

L(x, t) = γ(x, t;−v) if t � τ(x,−v),
L(x, t) = γ(x, τ(x,−v);−v) if t � τ(x,−v),

where τ(x,−v) is the moment when the (−v)-trajectory γ(x, ·,−v) quits
W (by a certain abuse of notation we set τ(x,−v) = ∞ if this trajectory
does not quit W ). Put Lt(x) = L(x, t), then for every t the map Lt is a
continuous map of W to itself. Every handleHp is (−v)-invariant, therefore
for every t the set Y is invariant with respect to Lt. Note moreover, that for
T sufficiently large we have LT (W ) ⊂ Y (by Proposition 3.12 of Chapter 3,
page 106). Therefore the proof is completed by the application of the next
lemma.

† A map of pairs is called a homology equivalence if it induces an isomorphism in the
homology groups of the pairs.
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Lemma 1.8. Let X be a topological space and Y ⊂ X. Assume that there
is a homotopy Φt : X → X, t ∈ [0, T ] with the following properties:

(i) Φ0 = id, and ΦT (X) ⊂ Y .
(ii) Y is invariant with respect to Φt for all t.

Then the inclusion i : Y ⊂ � X is a homotopy equivalence.

Proof. The map ΦT : X → Y is the homotopy inverse for i. Indeed, the
composition ΦT ◦ i : Y → Y is equal to ΦT | Y which is homotopic
to the identity map Y → Y via the homotopy Φt | Y . The composition
i◦ΦT : X → X is homotopic to the identity map X → X via the homotopy
Φt. �

Corollary 1.9. The homology H∗(W,∂0W ) is a free abelian group which
has one free generator in degree k for each critical point of f of index k.

Proof. We haveH∗(W,∂0W ) ≈ H∗(X,∂0W ), and the homology of (X,∂0W )
is easily deduced from Lemma 1.5. �

We shall need in the sequel a relative version of these results (the proof
is completely similar to the above).

Proposition 1.10. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Let c be a regular value of f ; put

W ′ = f−1([a, c]), W ′′ = f−1([c, b]).

Assume that the pair (f |W ′′, v|W ′′) is elementary. Let X denote the union
of all descending discs of critical points of f |W ′′. Then the inclusion W ′ ∪
X ⊂ � W is a homotopy equivalence. The inclusion of pairs

(W ′ ∪X,W ′) ⊂ � (W,W ′)

is a homology equivalence. �

2. Morse functions and the cellular structure of manifolds

It turns out that a delicate task of constructing a CW decomposition from
the Morse stratification becomes a lot easier if we limit ourselves to the
homotopy type of the underlying manifold.

Theorem 2.1. Let M be a closed manifold, and f : M → R be a Morse
function. Then M is homotopy equivalent to a CW-complex having exactly
mk(f) cells in dimension k.



172 Chapter 5. Handles

Proof. Let v be an f -gradient satisfying the almost transversality condi-
tion. Pick an ordered Morse function φ : M → R adjusted to (f, v), and
let a = a0 < · · · < am+1 = b be the ordering sequence of φ. Consider the
corresponding Morse-Smale filtration M (k) = φ−1([a0, ak+1]) of M . Propo-
sition 1.10 implies that for each k the space M (k) is homotopy equivalent to
the space obtained from M (k−1) by attaching mk(f) cells of dimension k.
Now our theorem follows by an induction argument applying the following
result from elementary algebraic topology.

Lemma 2.2 ([94], Lemma 3.7). Let X,Y be two homotopy equivalent topo-
logical spaces. Let X ′ be the space obtained from X by attaching one k-
dimensional cell. Then X ′ is homotopy equivalent to a space Y ′ obtained
from Y by attaching one k-dimensional cell. �

This theorem is widely used in algebraic topology. It makes applicable
to manifolds the usual tools of the homotopy theory of CW complexes, like
cellular approximation theorems, cellular homology and others. However
the theorem is only about the homotopy type of the manifold. Moreover it
gives information only about the number of cells, but says nothing about
the characteristic maps.

3. Homology of elementary cobordisms

Let f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. Assume that the pair (f, v) is elementary. Corollary 1.9 says that
the homology of the pair (W,∂0W ) is a free abelian group. The main aim
of the present section is the detailed study of this group and of naturally
arising bases in it. The first two subsections mostly contain preliminaries,
so the reader may wish to begin with the third subsection and return to
the first two when necessary.

3.1. Orientations of gradients. Let f : W → [a, b] be a Morse function
on a cobordismW and v an f -gradient. We do not assume in this subsection
that the pair (f, v) is elementary.

Definition 3.1. A choice of orientation of the manifold D(p, v) for every
p ∈ S(f) is called an orientation of v. An f -gradient endowed with an
orientation is called oriented.

Let O be an orientation of v. Let p be a critical point of f of index k.
We have an isomorphism

Hk

(
D(p, v),D(p, v) \ p

)
≈ Z.
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The chosen orientation of D(p, v) determines a fundamental class

ωp ∈ Hk

(
D(p, v),D(p, v) \ p

)
which is a free generator of this group. Put

Wp = {x ∈W | f(x) � f(p)}.
The image of ωp in the group H∗(Wp,Wp \ p) will be denoted Op.
Definition 3.2. Let v,w be f -gradients, let O be an orientation of v, and
O′ be an orientation of w. We say that O and O′ are equivalent at p if
Op = O′p. Orientations of two f -gradients v, w are called equivalent if they
are equivalent at every p ∈ S(f). Oriented gradients are called similarly
oriented if their orientations are equivalent.

Proposition 3.3. Let f : M → R be a Morse function (where M is a
manifold without boundary or a cobordism), and let p be a critical point
of f of index k. Let L ⊂ M be a k-dimensional submanifold (maybe with
non-empty boundary), such that

L ⊂Mp, p ∈ L \ ∂L.
Then the inclusion

(L,L \ p) ⊂ j� (Mp,Mp \ p)
is a homology equivalence.

Proof. Applying the excision isomorphism and the Morse lemma the as-
sertion is easily reduced to the following particular case:

M = Bk(0, R) ×Bm−k(0, R), p = (0, 0),

f(x, y) = −||x||2 + ||y||2.
In this case

Mp = {(x, y) | ||x|| � ||y||}.
Put

B = Bk(0, R), B′ = Bm−k(0, R),
and let π denote the first coordinate projection

B ×B′ → B, (x, y) �→ x.

The restriction

π|(Mp,Mp \ p) : (Mp,Mp \ p)→ (B,B \ p)
is a homology equivalence. (See Figure 24 below, where the manifold M =
B ×B′ is light shaded, and the set Mp is dark shaded.)

Let TpL ⊂ Rm denote the vector subspace of all vectors in Rm tangent
to L at p = (0, 0). Since L ⊂ Mp, we have TpL ⊂ Mp, and therefore
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TpL � Rm−k, and the differential of the map π|L at the point p = (0, 0)
is an isomorphism. Diminishing R if necessary, we can assume that the
restriction π|L is a diffeomorphism of L onto B. In this case the restriction
induces a homology equivalence

π|(L,L \ p) : (L,L \ p)→ (B,B \ p)
and therefore j also is a homology equivalence. �

L

TpL
p

FIGURE 24.

Applying the proposition above to the submanifold L = D(p, v) we
deduce that for every orientation O of an f -gradient v the element Op is
a generator of the group H∗

(
Wp,Wp \ {p}

)
≈ Z. There are exactly two

classes of equivalence of orientations of gradients at a given p ∈ S(f). On
the whole there are exactly 2m(f) classes of equivalence of orientations.

3.2. Homology of elementary cobordisms: preliminaries. Let f :
W → [a, b] be a Morse function on a cobordism W and v an f -gradient.

Proposition 3.4. The inclusion(
W,∂0W ) ⊂ j� (W,W \D(−v)

)
is a homology equivalence.
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Proof. It suffices to check that the inclusion ∂0W ⊂ � W \D(−v) is a ho-
mology equivalence. This is proved by the usual gradient descent argument:
the formula

H(x, t) = γ
(
x, t · τ(x,−v);−v

)
, with t ∈ [0, 1]

defines a deformation retraction ofW\D(−v) onto ∂0W (recall that τ(x,−v)
is the moment when the curve γ(x, ·;−v) reaches ∂0W ). �

Now we proceed to elementary cobordisms.

Proposition 3.5. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Assume that the critical points of f are not linked
to each other. Let Σ = D(v) ∩ ∂0W . The inclusion

(∂0W,∂0W \Σ) ⊂ i� (W,W \D(v))

is a homology equivalence.

Proof. For each critical point p ∈ S(f) choose a handle Hp for p, in such
a way that Hp and Hq are disjoint whenever p �= q. Let

H = ∪pHp, Ap = Hp ∩ ∂0W, A = ∪pAp,
so that Ap is the “sole” of the handle Hp, and A is the union of these soles.
Consider the commutative diagram of inclusions:

(H,H \D(v)) ⊂ � (W,W \D(v))

(A,A \Σ)
∪

�

⊂ � (∂0W,∂0W \Σ).
∪

�

The horizontal arrows are homology equivalences (by excision) so it remains
to prove that the left vertical arrow is a homology equivalence. Since

H∗(A,A \ Σ) ≈
⊕
p∈S(f)

H∗(Ap, Ap \ Σ),

H∗(H,H \D(v)) ≈
⊕
p∈S(f)

H∗(Hp,Hp \D(v)),

it suffices to prove that for each p the inclusion

(Ap, Ap \Σ) ⊂ � (Hp,Hp \D(v))

is a homology equivalence. And this follows immediately from the definition
of handles. �

Applying the preceding proposition to the (−f)-gradient (−v) we obtain
the following corollary.
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Corollary 3.6. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient. Assume that the critical points of f are not linked to
each other. Let S = D(−v) ∩ ∂1W . Then the inclusion

(∂1W,∂1W \ S) ⊂ i�
(
W,W \D(−v)

)
is a homology equivalence. �

3.3. The basis in the homology of (W,∂0W ). We continue our study
of elementary cobordisms. Let f : W → [a, b] be a Morse function on
a cobordism W and v an f -gradient. We assume that the critical points
of f are not linked to each other, and moreover, that they all have the
same index k. Corollary 1.9 says that the homology H∗(W,∂0W ) is a free
abelian group, and suggests a natural basis in this group. Namely, choose
an orientation of the f -gradient v. For every critical point p ∈ S(f) we
have a diffeomorphism of the pairs(

D(p, v), ∂D(p, v)
)
≈ (Dk, Sk−1) where k = indp,

and the chosen orientation determines a generator in the group
Hk(D(p, v), ∂D(p, v)) ≈ Z. The image of this generator with respect to
the homomorphism

Hk

(
D(p, v), ∂D(p, v)

)
→ Hk(W,∂0W )

induced by the inclusion will be denoted by dp. We obtain the following
proposition.

Proposition 3.7. Assume that the critical points of f are not linked to
each other and the index of every critical point of f equals k. Then the
homology Hk(W,∂0W ) is a free abelian group and the family {dp} is a basis
of this group. If i �= k, then Hi(W,∂0W ) = 0. �

The rest of this section is devoted to the detailed study of this basis.

3.4. Multiplicities of cycles at critical points. As in the previous
subsection let f : W → [a, b] be a Morse function and v an f -gradient, such
that (f, v) is an elementary pair, and all critical points have the same index
k. Choose an orientation of v. For x ∈ Hk(W,∂0W ) write

x =
∑

p∈S(f)

m(x, p)dp where m(x, p) ∈ Z.

The integer m(x, p) will be called the multiplicity of x at p. The geometric
interpretation of numbersm(x, p) is related to one of the very basic intuitive
ideas in Morse theory, namely the idea of cycles hanging on critical points.
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Assuming for simplicity that x is represented by a closed oriented k-
dimensional submanifold N of ∂1W , let us allow N to descend along the
flow lines of the gradient. If x �= 0, the manifold N will never land on ∂0W ,
and therefore it will hang on one or more critical points, approaching the
descending discs in a neighbourhood of critical points. To see how it works,
let us consider the simplest possible example. In Figure 25 we have depicted
the “pants” manifold endowed with the usual height function having the
unique critical point p. Let N be one of the connected components of
∂0W . The fat lines on the figure represent the subsets Lt(N) for several
values of t. As t → ∞ locally in a neighbourhood of the critical point p
the subset Lt(N) becomes closer and closer to the descending disc D(p, v).
The homology class of Lt(N) in the relative homology of the pair (W,∂0W )
is therefore equal to that of the descending disc modulo its boundary, and
the multiplicity of the homology class [N ] with respect to p is equal to 1.
Observe that the intersection index of N with D(p,−v) is also equal to 1.

p

N

FIGURE 25.
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In the case of arbitrary cobordism W the situation is more complicated:
in general a submanifold N ⊂ ∂1W descending along the gradient flow
falls into several copies of D(p, v) in a neighbourhood of a critical point
p. Each of these copies inherits an orientation from N . Comparing these
orientations with the orientation of D(p, v) and summing up the signs we
obtain an integer, which turns out to be equal to m(x, p), and is also equal
to the algebraic intersection number of D(p,−v) with N . This last result
and its generalizations form the subject of the present section.

Exercise 3.8. Consider the case when W is the “pants” manifold and N =
∂0W . Distinguish between the cases corresponding to different orientations
of N (four possibilities in total).

Theorem 3.9. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. Assume that (f, v) is elementary and all the crit-
ical points have the same index k. Let N ⊂ W be a closed oriented k-
dimensional submanifold transverse to D(−v). Choose any orientation of
v. Then the algebraic intersection number of N and D(p,−v) is equal to
the multiplicity of [N ] at p:

(1) N D(p,−v) = m
(
[N ], p

)
.

Proof. We shall deduce the theorem from a somewhat more general propo-
sition. Let L be an oriented k-dimensional manifold without boundary, and
F : L→W a C∞ map, such that

F � D(−v) and F−1(D(−v)) ⊂ L is a finite set.

Then the intersection index F (L) D(p,−v) is defined for every p ∈ Sk(f)
(see Subsection 4.3 of the Appendix to this chapter). Also we have the
fundamental class

F∗([L]) ∈ Hk(W,W \D(−v))
(see Subsection 4.1, page 189). The group Hk(W,W \D(−v)) is generated
by the fundamental classes of the descending discs modulo the boundary
(by Proposition 3.4). By certain abuse of notation we shall denote these
fundamental classes by the same symbol dp (where p ∈ S(f)).

Proposition 3.10.

F∗([L]) =
∑

p∈Sk(f)

(
F (L) D(p,−v)

)
dp.

Proof. Let a ∈ F−1(D(−v)). The linear map

F ′(a) : TaL→ TF (a)W
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sends TaL to a linear subspace transverse to the (m−k)-dimensional vector
subspace TF (a)D(−v), thus the dimension of F ′(a)(TaL) equals k, and the
map F ′(a) is injective. Therefore the map F restricted to a small neigh-
bourhood of a in L is a C∞ embedding. For every a ∈ F−1(D(−v)) choose
an embedding φa : B → L of the open k-dimensional disc B = Bk(0, r), such
that φa(0) = a. Restricting this embedding to a smaller disc if necessary,
we can assume that the map F ◦ φa is a C∞ embedding such that

(F ◦ φa)(B) ∩D(−v) = {a}.
We can also assume that the closures of the images Im φa are pairwise
disjoint for different points a. Applying Lemma 4.2 of the Appendix it is
not difficult to show that the fundamental class F∗

(
[L]

)
satisfies

F∗
(
[L]

)
=

∑
a

(
F ◦ φa

)
∗
(
[B]

)
∈ H∗

(
W,W \D(−v)

)
,

where [B] is the fundamental class of B in H∗
(
B,B \ {0}

)
. By linearity

it suffices to prove our proposition for the case when F is the embedding
of one k-dimensional disc, F : B ⊂ � W which intersects D(−v) at one
point b = F (a) ∈ D(p,−v), the intersection is transversal and the sign
of intersection equals 1. To do the proof in this particular case, we shall
allow the disc F (B) to descend along the flow lines of (−v) to a small
neighbourhood of p, where the computations in homology are immediate.
Choose any diffeomorphism

ψ : Bk(0, r1)×Bm−k(0, r2)→ U

where U is a neighbourhood of p, such that

ψ(0, 0) = p,

ψ(Bk(0, r1)) = D(p, v) ∩ U, ψ(Bm−k(0, r2)) = D(p,−v) ∩ U,
and ψ|Bk(0, r1) preserves the orientation.

We shall use the following abbreviation:

B = Bk(0, r1), B′ = Bm−k(0, r2),

and we shall identify B, respectively B′ with the subset B× 0, respectively
0×B′ of B×B′. Let T > 0 be sufficiently large, so that γ(F (a), T ;−v) ∈ U .
Restricting if necessary the embedding φa to a smaller disc, we can assume
that γ

(
F (B), T ;−v

)
⊂ U . Define a map g : B → U by the following

formula:
g(z) = γ

(
F (z), T ;−v

)
.

We have now a diagram of embeddings
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(B,B \ 0) � � g ��
(
U,U \ ψ(B′)

)
� �

J
��

(
B,B \ 0

)
×B′≈

ψ�� (B,B \ 0)� �α��

(W,W \D(−v)),

B

B′

ψ−1g(B)

FIGURE 26.

where J is the inclusion map, and α is the embedding

α(x, y) = (x× 0, y × 0).

The fundamental class of the disc D(p, v) in H∗(W,W \D(−v)) is equal to
the (J ◦ ψ ◦ α)∗-image of the fundamental class of the pair (B,B \ 0).

Thus the proof of our proposition is reduced to the following lemma.

Lemma 3.11.

(ψ−1 ◦ g)∗
(

[B,B \ 0]
)

= α∗
(

[B,B \ 0]
)
.

Proof. The map
h = ψ−1 ◦ g

is a C∞ embedding of B into B×B′, which intersects B′ transversally at one
point, and the sign of intersection is positive. Let π : B×B′ → B denote the
projection onto the first factor. The transversality condition h � B′ implies
that the composition π ◦ h is a local diffeomorphism in a neighbourhood of
the point 0. This local diffeomorphism preserves orientations. Restricting ψ
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to the productBk(0, ρ1)×Bm−k(0, ρ2) with appropriate ρ1 < r1, ρ2 < r2 we
can assume that the map π ◦h is a diffeomorphism preserving orientations.
Then

(π ◦ h)∗
(
[B,B \ 0]

)
= [B,B \ 0] = (π ◦ α)∗

(
[B,B \ 0]

)
and since the map

π :
(
B,B \ 0

)
×B′ π� (B,B \ 0)

is a homotopy equivalence of pairs the lemma follows, and Proposition 3.10
is proved. �

Now we can complete the proof of Theorem 3.9. The formula (1) which
we are proving is equivalent to the following one:

(2) [N ] =
∑

p∈Sk(f)

(
N D(p,−v)

)
dp ∈ H∗(W,∂0W ).

The proposition above implies that the images of both sides of (2) in the
group H∗(W,W \D(−v)) coincide. Since the inclusion

(W,∂0W ) ⊂ � (W,W \D(−v))
is a homology equivalence (by Proposition 3.4) the theorem follows. �

Let us single out one particular case, important for future applications.
For p ∈ Sk(f) put

Sp = D(p,−v) ∩ ∂1W,

then Sp is an embedded (m− k − 1)-dimensional sphere.

Corollary 3.12. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient. Assume that (f, v) is elementary and all the critical
points have the same index k. Let N ⊂ ∂1W be a closed k-dimensional
oriented submanifold of ∂1W , which is transverse to Sp for every p. Then
for every p ∈ S(f) we have:

N Sp = m([N ], p), and [N ] =
∑

p∈Sk(f)

(N Sp)dp,

where N Sp stands for the intersection index of the submanifolds in
∂1W , and [N ] ∈ Hk(W,∂0W ) is the fundamental class of N .

Proof. Observe that the intersection index of N and Sp in ∂1W equals the
intersection index of N and Dp(−v) in W . �

We end this subsection with one more variation on the same theme. Let
f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. Let c ∈ [a, b] be a regular value of f ; put

W1 = f−1([a, c]), W2 = f−1([c, b]).
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Assume that the pair (f |W2, v|W2) is elementary, and all critical points
in W2 have the same index k. Let N be an oriented k-dimensional C∞
manifold without boundary and let F : N →W be a C∞ map, such that

F−1(W2) is compact and F � D(−v|W2).

The homology of the pair (W,W1) is a free abelian group generated by
the fundamental classes dp of the descending discs of the critical points of
f |W2. Therefore the fundamental class F∗

(
[N ]

)
∈ Hk(W,W1) is a finite

linear combination of the elements dp with integral coefficients. The next
proposition is deduced without difficulty from Proposition 3.10. We leave
the proof to the reader as an exercise.

Proposition 3.13.

F∗
(
[N ]

)
=

∑
p∈Sk(f)

(
F (N) D(p,−v)

)
dp.

3.5. C0-small perturbations of the gradient. We continue our study
of elementary pairs (f, v). In this subsection f : W → [a, b] is a Morse
function on a cobordism W , and v is an f -gradient, such that the critical
points of f are not linked to each other. We assume, moreover, that all
critical points have the same index k.

The descending discs D(p, v) depend on the vector field v, and the same
is true for the homology classes dp = dp(v) of these discs. To show that the
classes dp(v) can be different for different choices of v let us consider an
example depicted in Figure 27. The manifold in question is a 2-dimensional
cobordism W ⊂ R3. The height function f : W → R is a Morse function
with two critical points: P and Q, both of index 1. For any almost trans-
verse gradient v the discs D(P, v) and D(Q, v) are diffeomorphic to closed
intervals, and the homology H1(W,∂0W ) is the free abelian group gener-
ated by the homology classes of these two intervals. The pictures (1) and
(2) below show the descending discs corresponding to the point P and two
different choices of f -gradient (the arrows show the orientation of the discs,
and not the direction of the gradient). The difference of the corresponding
cycles is homological to the cycle depicted on the picture (3).

The aim of the present subsection is to show that the classes dp(v) are
stable with respect to C0-small perturbations of v. Let us first study the
simplest case.
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P

Q

P

Q

P

Q

1 2 3

FIGURE 27.

Proposition 3.14. Let f : W → [a, b] be a Morse function having only
one critical value. Let p ∈ S(f). Then dp(v) = dp(w) for any two similarly
oriented f -gradients v,w.

Proof. Put
W ′ = {x ∈W | f(x) � f(p)}.

Lemma 3.15. In the commutative diagram

(
∂0W ∪D(v), ∂0W

)
⊂ � (W, ∂0W )

(
W ′, W ′ \ S(f)

)�

∩

⊂ �
(
W, W ′ \ S(f)

)�

∩

all the arrows are homology equivalences.

Proof. The upper horizontal arrow is a homology equivalence by Theorem
1.7. There is a strong deformation retraction of W ′ \ S(f) onto ∂0W :

H(x, t) = γ(x, t · τ(x,−v);−v), where θ ∈ [0, 1],
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and therefore the right vertical arrow is also a homology equivalence.
As for the left vertical arrow, we have isomorphisms

H∗
(
∂0W ∪D(v), ∂0W

)
≈

⊕
q∈S(f)

H∗
(
D(q, v), D(q, v) \ {q}

)
,

(3) H∗
(
W ′, W ′ \ S(f)

)
≈

⊕
q∈S(f)

H∗
(
W ′, W ′ \ {q}

)
,

and it remains to observe that for each q ∈ S(f) the inclusion

(D(q, v),D(q, v) \ {q}) ⊂ � (W ′,W ′ \ {q})
is a homology equivalence by Proposition 3.3. �

Therefore it remains to prove that the images of the fundamental classes

dp(v), dp(w)

in H∗(W ′,W ′ \ S(f)) are equal. In view of the isomorphism (3) it suffices
to check that for every critical point q ∈ S(f) the images of the classes
dp(v), dp(w) in H∗(W ′,W ′ \ q) are equal. If p �= q, both images vanish.
If p = q they are equal since the orientations of w and v are equivalent to
each other. �

For the case of Morse functions with more than one critical value, we
have the following proposition.

Proposition 3.16. Let f : W → [a, b] be a Morse function on a cobordism
W , and v an oriented f -gradient. Assume that the pair (f, v) is elementary,
and all critical points of f have the same index. Then there is δ > 0, such
that for every oriented f -gradient w with ||v−w|| < δ we have dp(v) = dp(w)
for every p ∈ S(f) if v and w are similarly oriented.

Proof. Observe that every f -gradient w, which is sufficiently C0-close to v
is almost transverse (Theorem 3.41 of Chapter 4, page 150), and since all the
critical points of f have the same index, the pair (f,w) is elementary. By
Theorem 3.17 of Chapter 4 (page 142) there is a Morse function φ : W → R
adjusted to (f, v) and having only one critical level. By Proposition 3.40
of Chapter 4 (page 150) there is δ > 0 such that every f -gradient w with
||w − v|| < δ is also a φ-gradient. Apply now Proposition 3.14, and the
proof is complete. �

Let us denote the intersection ∂0W ∩ D(p, v) by Mp(v). Proposition
3.16 implies that the homology class of Mp(v) in ∂0W is invariant with
respect to C0-small perturbations of v. For our applications we shall need
a slightly stronger property:
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Proposition 3.17. Let f : W → [a, b] be a Morse function on a cobordism
W , and v an oriented f -gradient. Assume that the pair (f, v) is elementary,
and all critical points of f have the same index k. Let p be a critical point
of f . Let A ⊂ ∂0W be an open subset such that Mp(v) ⊂ A. Then there
is δ > 0 such that for every f -gradient w with ||w − v|| < δ and oriented
similarly to v we have

[Mp(v)] = [Mp(w)] ∈ H∗(A).

Proof. Choose a handle H for p with respect to v in such a way that
H∩ ∂0W ⊂ A. Let

Hp = {x ∈ H | f(x) � f(p)}.
For every f -gradient w sufficiently C0-close to v we have

D(p,w) ⊂ Hp.
Let Δp(w) denote the fundamental class of the pair

(
D(p,w), ∂D(p,w)

)
in

H∗(Hp,Hp ∩ ∂0W ). We would like to show that

Δp(w) = Δp(v)

for every w sufficiently C0-close to v. Observe that both inclusions

(Hp,Hp ∩ ∂0W ) ⊂ � (Hp,Hp \ {p}) ⊂ � (Wp,Wp \ {p})
are homology equivalences (the case of the first inclusion is dealt with the
usual gradient descent argument, and the second one with the argument
similar to the proof of Proposition 3.3, page 173.) Thus it remains to prove
that the fundamental classes of D(p, v) and D(p,w) in H∗(Wp,Wp \ {p})
are equal, and this follows since w and v are similarly oriented. �

Now let us return to multiplicities of cycles with respect to critical
points. Recall that for x ∈ Hk(W,∂0W ) the multiplicities m(x, p) are
defined by the following formula:

x =
∑

p∈S(f)

m(x, p)dp(v).

Since the classes dp(v) depend on v, the multiplicities m(x, p) depend also
on v, and to stress this dependence we shall now denote them by m(x, p; v).
The intersection D(p,−v) ∩ ∂1W will be denoted Sp(v).

Proposition 3.18. Let f : W → [a, b] be a Morse function on a cobordism
W , and v an oriented f -gradient. Assume that the pair (f, v) is elementary,
and all critical points of f have the same index. Then there is δ > 0 such
that for every f -gradient w which is oriented similarly to v and satisfies
||w − v|| < δ the following holds:
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(1) For every x ∈ H∗(W,∂0W ) we have

m(x, p;w) = m(x, p; v).

(2) For every closed oriented k-dimensional submanifold N ⊂W which
is transverse to D(p,−v) and to D(p,−w) for every p we have

N D(p,−v) = N D(p,−w)

(here denotes the algebraic intersection index of two subman-
ifolds in W ).

(3) For every closed oriented k-dimensional submanifold L ⊂ ∂1W
which is transverse to Sp(v) and to Sp(w) for every p we have

L Sp(v) = L Sp(w)

(here denotes the algebraic intersection index of two subman-
ifolds in ∂1W ).

Proof. The first point follows immediately from definition of the numbers
m(x, p; v) and Proposition 3.16. The second point follows from Theorem
3.9 together with Proposition 3.16. The third point follows as in the proof
of Corollary 3.12. �

3.6. Relative case. Let f : W → [a, b] be a Morse function on a cobor-
dismW , and v an oriented f -gradient such that the pair (f, v) is elementary,
and all the critical points of f have the same index k. Let K ⊂ ∂1W be a
subset such that

K is compact and K ∩D(−v) = ∅.

Then every (−v)-trajectory starting at a point of K reaches ∂0W and the
set T (K,−v) is homeomorphic to the product K × [0, 1]. Put

Q = T (K,−v) ∪ ∂0W.

In this subsection we suggest a version “mod Q” of the results of the two
previous subsections. The homology groups H∗(W,∂0W ) and H∗(∂1W )
with which we worked in the previous section will be replaced now by the
groups H∗(W,Q) and, respectively, H∗(∂1W,K).

Proposition 3.19. The inclusion

(W,∂0W ) ⊂ i� (W,Q)

is a homology equivalence.
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Proof. Observe that Q can be deformed onto its subspace ∂0W ⊂ Q by
the downward gradient descent, therefore the inclusion ∂0W ⊂ � Q is a
homology equivalence. Applying the exact sequence of the pair and the five
lemma, we deduce the assertion of the proposition. �

Therefore the group H∗(W,Q) is free abelian, and its basis is formed
by the homology classes dp of the descending discs of the critical points
p ∈ S(f). Let x ∈ H∗(W,Q). Write

x =
∑
p

m(x, p)dp with m(x, p) ∈ Z;

the number m(x, p) will be called the multiplicity of x at p. These num-
bers depend on v and K, so the most careful notation here would be
m(x, p; v,K). However we shall omit K from the notation, since usually the
value of K is clear from the context. The dependence of these numbers on v
is more important, and we shall write m(x, p; v) if we work simultaneously
with more than one f -gradient.

We proceed to a generalization of Corollary 3.12. We shall need only a
special case when N ⊂ ∂1W . Recall the notation

S(v) = D(−v) ∩ ∂1W, Sp(v) = D(p,−v) ∩ ∂1W.

Proposition 3.20. Let N ⊂ ∂1W be a k-dimensional oriented submanifold
without boundary of ∂1W such that:

(1) The submanifolds N ⊂ ∂1W and S(v) ⊂ ∂1W are transverse to
each other in ∂1W .

(2) N \ Int K is compact.
Then

N Sp(v) = m(p, [N ])

where stands for the algebraic intersection number of submanifolds in
∂1W , and [N ] denotes the fundamental class of N in H∗(W,Q).

Proof. We have to prove the following equality:

[N ] =
∑

p∈Sk(f)

(
N D(p,−v)

)
dp ∈ H∗(W,Q).

The inclusion (W,Q) ⊂ � (W,W \ D(−v)) is a homology equivalence,
therefore it suffices to prove that the images in H∗(W,W \D(−v)) of the
both sides of the above formula are equal. And this follows from Proposition
3.10. �

Now we wish to investigate the stability of the multiplicities with respect
to C0-small perturbations of the gradient. Let x ∈ Hk(∂1W,K). Let x′
denote the image of x in Hk(W,Q). By a certain abuse of notation we
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denote the integer m(x′, p; v) by m(x, p; v). The compact Q = T (K,−v) ∪
∂0W depends on v, and we shall therefore denote it by Q(v).

Proposition 3.21. There is δ > 0 such that for every f -gradient w which
satisfies ||w − v|| < δ and is oriented similarly to v:

(1) For every x ∈ Hk(∂1W,K) and every p ∈ S(f) we have

m(x, p; v) = m(x, p;w).

(2) For every oriented k-dimensional submanifold N ⊂ ∂1W such that
N \ Int K is compact, we have

N Sp(v) = N Sp(w).

Proof. Let K ′ be any compact subset of ∂0W such that

K ⊂ Int K ′ and D(−v) ∩K ′ = ∅.

Let Q′(v) = T (K ′,−v) ∪ ∂0W . For any f -gradient w sufficiently C0-close
to v, we have:

Q(w) = T (K,−w) ∪ ∂0W ⊂ Q′(v) = T (K ′,−v) ∪ ∂0W.

With such w we consider the following commutative diagram of inclusions.

(W,Q(v)) � �

α

��������������

(W,∂0W )
� 	

jv
����������������


 �

jw ����������������
(∂1W,K)

� �

iv

��

� �

iw
��

� � β �� (W,Q′(v))

(W,Q(w))
� 


γ

		������������

Observe that every diagonal arrow is a homology equivalence. The integers
m(x, p; v) are equal to the coefficients of the decomposition of the element
(α ◦ iv)∗(x) with respect to the basis

Ev = {(α ◦ jv)∗(dp(v))}p∈S(f).

Similarly, the integers m(x, p;w) are equal to the coefficients of the decom-
position of the element (γ ◦ iw)∗(x) with respect to the basis

Ew = {(γ ◦ iw)∗(dp(w))}p∈S(f).

It follows from Proposition 3.16 that the bases Ev and Ew are equal if w is
sufficiently C0-close to v. Since α ◦ iv = γ ◦ iw, the proof of the first part
of the proposition is complete.

The second part of the proposition is the consequence of the first part
together with Proposition 3.20. �
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4. Appendix: Orientations, coorientations, fundamental classes
etc.

This appendix is about fundamental classes, Thom classes and related no-
tions. We do not aim at a complete treatment of the subject (the reader
can find the details in numerous textbooks, for example [29], Ch. 7, [96],
Appendix, [63], Ch. 17, [155], Ch. 3). Our aim is rather to list the results
and definitions which we use in this and the following chapters.

4.1. Orientations and fundamental classes. Let M be an oriented
C∞ manifold without boundary, m = dimM , and let U ⊂M .

Definition 4.1. An element ω ∈ Hm(M,U) is called the fundamental class
or the orientation class of the pair (M,U) if for every p ∈M \U the image
of ω in Hn(M,M \ p) is the generator of the group Hm(M,M \ p) ≈ Z
induced by the given orientation of M .

If the set M \ U is compact, then such fundamental class exists and is
unique (see for example, [63], Ch. 17, Th. 4.4 or [29],Ch. VII, §3 and §4).
Let (A,B) be a pair of topological spaces, and

f : (M,U)→ (A,B)

be a continuous map of pairs. If M \ U is compact, then we have the fun-
damental class of M in the group Hm(M,U), and its image in the group
Hm(A,B) with respect to the map f will be called the image of the fun-
damental class of M in (A,B). It will be denoted f∗([M ]) (or simply [M ]
when no confusion is possible).

The following functoriality property is immediate:

(f ◦ g)∗([M ]) = f∗
(
g∗([M ])

)
.

In some cases the fundamental class of a map f : M → A can be
computed from the restriction of f to a submanifold of M . This is the
contents of the next lemma (the proof is easy and will be omitted).

Lemma 4.2. Let M be an oriented manifold without boundary, and U ⊂M
a subset, such that M \ U is compact. Let f : (M,U) → (A,B) be a
continuous map. Let N ⊂ M be a submanifold with dimN = dimM and
such that M \ U ⊂ N . Then

f∗([M ]) = (f |N)∗([N ]) ∈ H∗(A,B).

The fundamental classes have some natural multiplicative properties.
Namely, let (A,B) and (A′, B′) be pairs of topological spaces, and

φ : (M,U)→ (A,B), φ : (M ′, U ′)→ (A′, B′)



190 Chapter 5. Handles

be continuous maps of pairs, whereM,M ′ are manifolds, and M \U, M ′\U ′
are compact. Consider the product map of pairs

F = f × f ′ : (M,U)× (M ′, U ′)→ (A,B)× (A′, B′),

where the product of pairs is defined by

(M,U) × (M ′, U ′) = (M ×M ′, M × U ′ ∪ U ×M ′).
The set

M ×M ′ \
(
M × U ′ ∪ U ×M ′

)
is compact, and it is easy to check the formula

F∗([M ×M ′]) = f∗([M ]) × f ′∗([M
′])

where in the right-hand side of the formula × denotes the exterior product
in homology.

In the rest of this subsection we discuss a generalization of the notion
of fundamental class to the case of manifolds with boundary. We work here
in a rather restricted category of spaces and manifolds, sufficient for our
applications.

Definition 4.3. Let (X,K) be a pair of compact sets. We say that K
is an H-retract of X if for every neighbourhood V of K there exists a
neighbourhood V ′ ⊂ V of K such that the embedding K ⊂ � V ′ induces
an isomorphism in homology.

Example 4.4. For any cobordism W the subsets ∂0W,∂1W,∂W are H-
retracts of W .

Definition 4.5. Let (X,K) be a pair of compact sets and f : A → X
a continuous map of topological spaces. We say that f is proper rel K if
f−1(Q) is compact whenever Q is a compact subset of X \K.

For example if A \ f−1(Int K) is compact, then f is proper rel K. Let
(X,K) be a pair of compact sets, such that K is an H-retract of X. Let
M be an oriented manifold with boundary (we do not assume that M or
∂M is compact), and m = dimM . Let f : M → X be a continuous map,
such that

(1) f is proper rel K.
(2) f(∂M) ⊂ K.

We shall now define an element of Hm(X,K) which will be called the
fundamental class of f . Pick any open neighbourhood V of K in X such
that the inclusion K ⊂ � V is a homology equivalence. The set f−1(V ) \
∂M is an open subset with compact complement in the manifold M \ ∂M .
Thus the fundamental class

μ1 ∈ Hm

(
M \ ∂M, f−1(V ) \ ∂M

)
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is defined. Let μ2 be its image in Hm(X,V ) via the map f ; there is a
unique element μ3 ∈ Hm(X,K) which is sent to μ2 by the isomorphism
(X,K) ⊂ � (X,V ). This element μ3 is called the fundamental class of the
singular manifold f : M → X and denoted by

f∗([M ]) ∈ Hm(X,K)

(it is not difficult to show that this homology class does not depend on the
particular choice of the open subset V used in the definition). Fundamental
classes of singular manifolds have a natural functoriality property: if φ :
(X,K)→ (X ′,K ′) is a continuous map of compact pairs, where K,K ′ are
H-retracts of X, respectively X ′ and f : M → X is proper rel K, then φ◦f
is proper rel K ′ and

(φ ◦ f)∗([M ]) = φ∗
(
f∗

(
[M ]

))
.

Example 4.6. If M is a compact oriented ∂-manifold, then ∂M is an H-
retract of M and the identity map M →M is proper rel ∂M . The resulting
element in Hm(M,∂M) is the usual fundamental class of the pair (M,∂M).

Here is a generalization of Lemma 4.2 to the case of singular manifolds
with boundary:

Lemma 4.7. Let (X,K) be a pair of compact sets, such that K is an H-
retract of X. Let M be an oriented manifold without boundary of dimension
m. Let f : M → X be a continuous map, which is proper rel K. Let N ⊂M
be a submanifold with boundary of M such that dimM = dimN and

f(∂N) ⊂ K, f(M \N) ⊂ K.

Then the map f |N : N → X is proper rel K, and

(f |N)∗([N ]) = f∗([M ]) ∈ Hm(X,K).

Proof. Let V be a neighbourhood of K in X such that the inclusion
K ⊂ � V is a homology equivalence. It suffices to prove that the im-
ages of the classes

(f |N)∗([N ]), f∗([M ])

in H∗(X,V ) are equal. The class f∗([N ]) in H∗(X,V ) equals by definition
the class f∗([N \ ∂N ]), which is equal to f∗([M ]) by Lemma 4.2. �

4.2. Coorientations. Let M be a ∂-manifold, X ⊂ M a ∂-submanifold.
The normal bundle ν(X) to X in M is a vector bundle which fiber at a ∈ X
is defined as follows:

νa(X) = Ta(M)/Ta(X).
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Definition 4.8. An orientation of the normal bundle ν(X) is called a
coorientation of X. A submanifold X ⊂ M endowed with a coorientation
is called cooriented.

Example 4.9. Let M be an oriented manifold with a non-empty boundary.
Then X = ∂M acquires a canonical coorientation as follows: a vector
e ∈ TaM,e /∈ TaX is called positive, if it points outward M .

Definition 4.10. LetM be an oriented ∂-manifold, X ⊂M a ∂-submanifold.
Put dimX = k, dimM = m. For a ∈ X a family N = (e1, . . . , em−k) of
vectors in Ta(M) is called a normal frame for X at p if the image of N in
νa(X) is a basis of this vector space.

An orientation O of X and a coorientation C of X are called coherent
if for every a ∈ X, every positively oriented normal frame N for X at a
and every positively oriented basis T of TaX, the basis (N,T ) of TaM is
positive.

It is clear that for every orientation O of X there is a unique coori-
entation of X which is coherent with O; we say that this coorientation is
induced by O. Similarly, for every coorientation C of X there is a unique
orientation of X which is coherent with C; we say that this orientation is
induced by C.

Example 4.11. The standard orientation of the boundary ∂M of an ori-
ented ∂-manifold M is coherent with the canonical coorientation of ∂M
defined in Example 4.9.

A basis E of the tangent space Ta∂M is positive with respect to this
orientation, if and only if the frame (N,E) of TaM is positive, where N is
any vector in TaM which points outward.

For a closed submanifold X of a manifold M without boundary there
is another approach to coorientability arising from the theory of the Thom
classes. Let D be the total space of the disc bundleDν(X) associated to the
normal bundle of X, and S be the total space of the sphere bundle Sν(X).
The fiber Da of Dν(X) over a point a ∈ X is diffeomorphic to a closed disc
of dimension dimM−dimX, and the fiber Sa of Sν(X) over a point a ∈ X
is diffeomorphic to a sphere of dimension dimM − dimX − 1. A choice of
orientation of the normal space νa(X) is equivalent to a choice of one of two
generators in the homology H∗(Da, Sa) ≈ Z. Intuitively, a coorientation of
X can be thought of as a family of generators Ox ∈ H∗(Dx, Sx) depending
continuously on x. Here is a precise statement: the manifoldX is cooriented
if and only if there exists a cohomology class U ∈ Hk(D ,S ) (the so-called
Thom class of the normal bundle) such that for every a ∈ X the image of
U in the cohomology H∗(Da, Sa) is a generator of this group. The image of
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the Thom class in the group H∗(M,M \X) via the excision isomorphism

H∗(D ,S ) ≈ H∗(M,M \X)

will be called the coorientation class and denoted by ωX . The space D/S
obtained by shrinking the subspace S to a point is called the Thom complex
of the normal bundle νX , and denoted Tν(X).

4.3. Intersection indices. Let M be a manifold without boundary and
Y be a ∂-submanifold of M . Let X be a ∂-manifold such that

dimX + dimY = dimM.

Assume that X is oriented, and Y is cooriented. Let F : X →M be a C∞
map, transverse to Y , that is, for every p ∈ F−1(Y ) we have

F ′(p)
(
TpX

)
⊕ TF (p)Y = TF (p)M.

This direct sum decomposition yields a linear bijection

φ : TpX
≈� νF (p)(Y ).

Put ε(p) = 1 if φ conserves the orientation and ε(p) = −1 if φ reverses the
orientation. If the set F−1(Y ) is finite, the number

F (X) Y =
∑

p∈X∩F−1(Y )

ε(p)

is called the intersection index of F (X) and Y , or the algebraic number of
the points of intersection.

Assume now that both X,Y are oriented submanifolds of M , and the
map F : X ⊂ � M is the inclusion map. Then the orientation of Y induces

a coorientation of Y and we can define the intersection index X Y .
Permuting X and Y leads to the following sign change:

Y X = (−1)dimX·dimYX Y.

Now we will give a homological interpretation of intersection indices.
Assume that M is a manifold without boundary, and X,Y ⊂M are closed
submanifolds of complementary dimensions in M , such that X is oriented,
Y is cooriented andX � Y . Then the setX∩Y is finite, and the intersection

index X Y is defined. We have the fundamental class

[X] ∈ Hk(M), where k = dimX,

and the coorientation class

ωY ∈ Hk(M,M \ Y ).
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An easy argument based on the excision isomorphism proves the following
formula:

X Y =
〈
ωY , [X]

〉
,

where the brackets 〈·, ·〉 denote the canonical pairing

Hk(M,M \ Y )⊗Hk(M)→ Z.



CHAPTER 6

The Morse complex of a Morse function

One of the basic tools of algebraic topology is the CW homology theory.
For every CW complex X one constructs the cellular chain complex C∗(X),
which is freely generated (as a graded Z-module) by the cells of X, and the
boundary operator is computable in terms of attaching maps of the cells
(see [29], Ch. 5). The homology of C∗(X) is isomorphic to the singular
homology of X, and this isomorphism provides one of the most efficient
tools for computing the homology of topological spaces. Morse stratifica-
tions have a lot in common with CW decompositions, and one can expect
a similar construction in the Morse-theoretic framework. The most natural
way to proceed would be to endow the Morse stratification with a structure
of a CW decomposition. However we have seen in Chapter 4 that this is a
delicate task, and we shall not pursue this direction.

Instead, we use a method introduced by E. Witten in [163]. Given
a Morse function f : W → [a, b] and a transverse f -gradient v, Witten
constructs a chain complex M∗(f, v) with

H∗
(
M∗(f, v)

)
≈ H∗(W,∂0W ).

The group Mk(f, v) is freely generated by the critical points of f of index
k, and the boundary operator is defined via counting the flow lines of v
joining critical points. Thus the homology of the manifold can be computed
directly from the Morse-theoretic data. This chain complex will be called
the Morse complex for brevity, although the term the Morse-Thom-Smale-
Witten complex would be certainly more appropriate from the historical
point of view.

The Morse complex is the main subject of the present chapter. We
begin by proving that its homology is isomorphic to the homology of the
underlying manifold. In Section 2 we give a generalization of the Witten
construction to the case when the f -gradient v is almost transverse (follow-
ing the paper [120]). We prove that the resulting Morse complex is stable
with respect to small perturbations of the f -gradient v.

Then we construct a natural homotopy equivalence between the Morse
complex and the singular chain complex of the underlying manifold (Sec-
tion 3). For this purpose we develop in Subsection 3.1 a relevant algebraic



196 Chapter 6. The Morse complex

technique, which allows us to work with cellular filtrations of chain com-
plexes.

1. The Morse complex for transverse gradients

1.1. Definition. The input data for the construction is:

(1) A Morse function f : W → [a, b] on the cobordism W .
(2) An oriented f -gradient v satisfying the transversality condition.

(Recall that oriented f -gradient means f -gradient together with a choice
of orientation for all descending discs of v.) We will construct from this
data a free based chain complex M∗ of abelian groups, and we will show
that its homology is isomorphic to H∗(W,∂0W ). By definition the group
Mk is a free Z-module, generated by Sk(f). Thus the groups Mk come
along with natural bases, and the boundary operator, which we are going
to construct, is given by the coefficients of its matrix with respect to these
bases. These matrix coefficients are defined via counting the flow lines of
(−v). Recall that a flow line of (−v) joining p ∈ S(f) with q ∈ S(f) is an
integral curve γ of (−v) satisfying

lim
t→−∞ γ(t) = p, lim

t→+∞ γ(t) = q,

and we identify γ with all the curves obtained from γ by reparametrization.
Denote the set of all flow lines of (−v) from p to q by Γ(p, q; v).

Lemma 1.1. If indp = indq + 1, then Γ(p, q; v) is a finite set.

Proof. The vector field v satisfies the transversality condition, therefore it
is a φ-gradient for some ordered Morse function φ (see Proposition 3.38 of
Chapter 4, page 149). Let a0 = a < a1 < · · · < am+1 = b be the ordering
sequence of φ, where m = dimW . Put

k = indp, V = φ−1(ak).

Let
Σp = D(p, v) ∩ V, Sq = D(q,−v) ∩ V.

These are compact submanifolds of V , diffeomorphic to spheres of dimen-
sions respectively k−1 and m−k. Each flow line joining p with q intersects
V at exactly one point, thus we obtain a bijective correspondence

(1) Γ(p, q; v)
I

≈
� Σp ∩ Sq.

The transversality condition implies that Σp � Sq, thus the intersection
Σp ∩ Sq is a finite set, since dim Σp + dimSq = dimV − 1. �
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p

q

V = φ−1(ak)
Sq

Σp

FIGURE 28.

Now we shall use the chosen orientations of D(p, v) and D(q, v) to
associate a sign ε(γ) ∈ {−1,+1} to every γ ∈ Γ(p, q; v). We have:

Σp = ∂
(
D(p, v) ∩ φ−1([ak, am+1])

)
,

and the chosen orientation of D(p, v) induces an orientation of Σp. The cho-
sen orientation of D(q, v) induces a coorientation of D(q,−v) and therefore
a coorientation in V of the transversal intersection

D(q,−v) ∩ V = Sq.

Thus each point of the intersection Σp ∩ Sq acquires a sign. For a flow line
γ ∈ Γ(p, q; v) denote the sign corresponding to γ ∩ V by ε(γ). (It is not
difficult to check that ε(γ) does not depend on the choice of the ordered
function φ adjusted to (f, v).)

Definition 1.2. The integer

(2) n(p, q; v) =
∑

γ∈Γ(p,q;v)

ε(γ)

is called the incidence coefficient of p and q with respect to v.



198 Chapter 6. The Morse complex

In other words n(p, q; v) is equal to the intersection index Σp Sq of
the two spheres in V . Define a homomorphism ∂k : Mk → Mk−1 by the
following formula:

∂kp =
∑

q∈Sk−1(f)

n(p, q; v) · q.

Theorem 1.3. For every k the composition ∂k−1 ◦ ∂k is equal to zero and
the homology of the resulting chain complex is isomorphic to H∗(M).

The proof of the theorem will be given in Subsection 1.3.

Definition 1.4. The resulting chain complex will be denotedM∗(f, v) and
called the Morse complex of the pair (f, v). The critical points of f form a
natural basis in M∗(f, v).

Observe that this complex does not depend on the particular choice of
the function f for which v is an f -gradient. Indeed, the boundary operator
depends only on the flow lines of v.

1.2. Homological version. In this subsection we suggest another con-
struction of a chain complex associated with an ordered Morse function.
It is defined in purely homological terms, and provides an intermediate
step between the homology of the Morse complex, defined in the preceding
subsection and the singular homology of (W,∂0W ).

Let us first recall some terminology from the theory of cellular filtrations
(cf. [29], Ch. 5). A filtration of a topological space W is a sequence W (k)

of subspaces of W such that

W (−1) ⊂W (0) ⊂ · · · ⊂W (k) ⊂ · · · and
⋃
k

W (k) = W.

To each filtration one associates a chain complex as follows. Put

Ck = Hk(W (k),W (k−1)) for k � 0,

and Ck = 0 for k < 0, and endow the graded group C∗ with the boundary
operator

∂̃k : Ck = Hk

(
W (k),W (k−1)

)
→ Ck−1 = Hk−1

(
W (k−1),W (k−2)

)
which equals the composition

Hk

(
W (k),W (k−1)

)
� Hk(W (k−1)

)
� Hk−1

(
W (k−1),W (k−2)

)
(where the first homomorphism is the boundary operator in the exact se-
quence of the pair (W (k),W (k−1)

)
and the second one is the natural pro-

jection). †

† The homomorphism ∂̃k can be also defined as the boundary operator in the exact se-
quence of the triple

(
W (k), W (k−1), W (k−2)

)
.
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The resulting chain complex is called the adjoint chain complex associ-
ated with the filtration W (k).

Definition 1.5. A filtration {W (k)}k�−1 of a topological space is called
cellular if

Hi

(
W (k),W (k−1)

)
= 0 whenever i �= k.

For every cellular filtration the homology of the adjoint chain complex
is isomorphic to the homology H∗(W,W (−1)):

(3) H∗(C∗) ≈ H∗(W,W (−1))

(see [29], Ch. 5, Prop. 1.3).
Now let us return to the Morse theory. Let φ : W → [a, b] be an ordered

Morse function on a cobordism W and let (a0, . . . , am+1) be its ordering
sequence. Consider the corresponding Morse-Smale filtration

W (−1) = ∂0W ⊂W (0) ⊂ · · · ⊂W (m) = W,

where W (k) = φ−1([a, ak+1]);

The corresponding adjoint complex will be denoted by C∗(φ), so that
by definition

Ck(φ) = Hk(W (k),W (k−1))
and the boundary operator of this complex is the boundary operator of the
exact sequence of the triple

(
W (k),W (k−1),W (k−2)

)
.

Lemma 1.6. The Morse-Smale filtration is a cellular filtration, and Ck(φ)
is a free abelian group, freely generated by the set of critical points of index
k of φ.

Proof. By excision we have:

Hk(W (k),W (k−1)) ≈ Hk(Wk, ∂0Wk) where Wk = φ−1([ak, ak+1]).

Then Wk is an elementary cobordism, and Proposition 3.7 of Chapter 5
(page 176) implies that the group Hs(Wk, ∂0Wk) = 0 vanishes for s �= k,
and for s = k this group is the free abelian group generated by the homology
classes of the descending discs of the points in Sk(φ). �

Applying the isomorphism (3) we obtain the following theorem:

Theorem 1.7. The homology of the chain complex C∗(φ) is isomorphic to
H∗(W,∂0W ). �

The chain complex C∗(φ) has no preferred basis. We can endow this
complex with a free basis if we pick an oriented φ-gradient v, satisfying
the transversality condition. Namely, for p ∈ Sk(f) let dp(v) denote the
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homology class of the descending disc of p in the cobordism φ−1([ak, ak+1])
with respect to the given orientation O. Then the classes dp(v) for p ∈ Sk(φ)
form a base in Ck(φ). The resulting based chain complex will be denoted
by C∗(φ, v) and called the homological version of the Morse complex.

1.3. Proof of Theorem 1.3. We are going to compare the constructions
from Subsections 1.1 and 1.2. Let f : W → [a, b] be a Morse function and
v an oriented transverse f -gradient. We have the graded based free group
M∗(f, v) endowed with homomorphisms ∂k :Mk(f, v)→Mk−1(f, v) con-
structed in Subsection 1.1. Pick an ordered Morse function φ such that v
is a φ-gradient. Then we have also the free based chain complex C∗(φ, v)
from Subsection 1.2. Define an isomorphism of graded abelian groups

I :M∗(f, v)→ C∗(φ, v), I(p) = dp(v) for p ∈ S(f).

Theorem 1.3 follows immediately from the next proposition.

Proposition 1.8. The isomorphism I commutes with the boundary oper-
ators: I ◦ ∂k = ∂̃k ◦ I. In particular, M∗(f, v) is a chain complex and I is
an isomorphism of chain complexes.

Proof. For p ∈ Sk(f) write

∂(p) =
∑

q∈Sk−1(f)

n(p, q)q, ∂̃(dp) =
∑

q∈Sk−1(f)

ν(p, q)dq,

where we abbreviate dp(v) to dp. We are going to prove that ν(p, q) =
n(p, q). Let

V = φ−1(ak), Σp = D(p, v) ∩ V, Sq = D(q,−v) ∩ V.
Then Σp is a closed (k − 1)-dimensional oriented submanifold of V and
its fundamental class [Σp] ∈ H∗(W (k),W (k−1)) equals ∂̃(dp). Therefore it
remains to show:

[Σp] =
∑

q∈Sk−1

n(p, q)dq, where n(p, q) = Σp Sq,

and this formula follows immediately from Corollary 3.12 of Chapter 5
(page 181). �

1.4. Morse inequalities. The existence of the Morse complex implies
immediately the classical Morse inequalities:

Theorem 1.9 (M. Morse). Let f : W → [a, b] be a Morse function on a
cobordism W . The number mk(f) of critical points of f of index k is not
less than the Betti number bk(W,∂0W ).
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Proof. Consider the Morse complex M∗(f, v) (associated to any oriented
transverse f -gradient v) and let

M′
∗ =M∗(f, v)⊗

Z
Q.

Then M′∗ is a finitely generated chain complex of vector spaces over the
field Q, and

H∗(M′
∗) ≈ H∗(W,∂0W )⊗

Z
Q.

Thus the vector space Hk(W,∂0W ;Q) is isomorphic to a factor space of a
subspace of M′

k, and therefore
mk(f) = dimQM′

k � dimQHk(W,∂0W ;Q) = bk(W,∂0W ). �

These inequalities can be improved if we take into account the torsion
in the homology. Let us first recall the corresponding algebraic notions.
Let R be a principal ideal domain, and L be a finitely generated module
over R. There is an isomorphism:

L ≈ Ra ⊕
⊕

1�i�b
R/αiR where αi ∈ R are

non-zero, non-invertible and αi|αi+1, for every i.

(See for example [81], Ch. XV, §2). The numbers a, b are determined by
the module L. They are called the rank and the torsion number of L, and
denoted respectively rk L and t.n.L. It is easy to prove that the number
t.n.L is equal to the minimal possible number of generators of the torsion
submodule

Tors L ≈
⊕

1�i�b
R/αiR.

Proposition 1.10. Let

C∗ = {· · · � Ck−1
�∂k

Ck � · · · }
be a chain complex of finitely generated free R-modules. Then for every k
we have

(MP) rk Ck � rk Hk(C∗) + t.n.Hk(C∗) + t.n.Hk−1(C∗).

Proof. A chain complex isomorphic to

0 � R � R � 0.

will be called elementary. It is clear that the inequalities (MP) hold for
any elementary complex. It is also easy to check that, if these inequalities
hold for two complexes C∗ and D∗, they hold also for the chain complex
C∗ ⊕D∗. Observe finally that it suffices to prove our proposition for finite
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complexes, that is, the complexes having only a finite number of non-zero
terms. Now our proposition follows from the next lemma.

Lemma 1.11. Any finite chain complex of finitely generated free modules
over R is isomorphic to a finite direct sum of elementary complexes.

Proof. Put

Zk = Ker
(
∂k : Ck → Ck−1

)
, Bk = Im

(
∂k+1 : Ck+1 → Ck

)
.

Then both Zk, Bk are submodules of Ck, therefore they are free finitely
generated modules over R. The homomorphism ∂k+1 : Ck+1 → Bk is
surjective by definition, therefore Ck+1 splits:

Ck+1 = Zk+1 ⊕Dk+1 where ∂k+1|Zk+1 = 0.

Thus the chain complex C∗ splits into the finite direct sum of the chain
complexes

C
(k)
∗ = {0 � Zk � Dk+1

� 0}
and it suffices to prove that each C

(k)
∗ is isomorphic to a finite direct sum

of elementary complexes. This assertion follows from the fact that every
homomorphism of finitely generated free R-modules can be diagonalized in
appropriate bases. �

The next proposition (due to E. Pitcher [125]) follows.

Proposition 1.12. Let f : W → [a, b] be a Morse function on a cobordism
W . Then

mk(f) � rk Hk(W,∂0W ) + t.n.Hk(W,∂0W ) + t.n.Hk−1(W,∂0W ).

�

1.5. Examples.

Quadratic forms on Sm

Recall the Morse function f : Sm → R defined by

f = g | Sm, where g(x0, . . . , xm) = α0x
2
0 + · · ·+ αmx

2
m

(see page 40). Here αi are pairwise distinct non-zero real numbers; for
notational convenience we shall assume

α0 < α1 < · · · < αm.

For each i, 0 � i � m, this function has two critical points of index i,
namely

Ni = (0, . . . , 1
i
, . . . , 0), and Si = (0, . . . ,−1

i
, . . . , 0).
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Let v be the Riemannian gradient of the function f with respect to the
restriction to Sm of the Euclidean metric in Rm+1. We are going to compute
the Morse complex M∗(f, v). Let us first recall the description of the
descending and ascending discs of the critical points of f . Let

Li = {(x0, . . . , xm) | xi+1 = xi+2 = · · · = xm = 0}, Σi = Li ∩ Sm.

The critical points Ni, Si are both in the sphere Σi. Let

Σ+
i = {x ∈ Σi | xi > 0}, Σ−i = {x ∈ Σi | xi < 0}.

Proposition 2.26 of Chapter 3 (page 93) says:

D(Ni, v) = Σ+
i , D(Si, v) = Σ−i .

Further, put

L̂i = {(x0, . . . , xm) | x0 = · · · = xi−1 = 0}, Σ̂i = Sm ∩ L̂i,

and

Σ̂+
i = {x ∈ Σ̂i | xi > 0}, Σ̂−i = {x ∈ Σ̂i | xi < 0}.

Proposition 2.27 of Chapter 3 (page 94) says

D(Ni,−v) = Σ̂+
i , D(Si,−v) = Σ̂−i .

It is easy to check that

Σi � Σ̂j for every i, j.

Therefore the f -gradient v satisfies the transversality condition. Now let
us describe the Morse complex M∗(f, v). The (−v)-trajectories joining
the critical points of index i with critical points of index (i − 1) belong to
C = Σi ∩ Σ̂i−1. This intersection is a big circle of the sphere Sm:

C = {(x0, . . . , xm) | xj = 0 for j < i− 1, j > i},

and it is easy to see that the complement in C to the four critical points
Ni, Si, Ni−1, Si−1 is the union of four flow lines of (−v), depicted in Figure
29.



204 Chapter 6. The Morse complex

Si

Ni

Ni−1Si−1

γ+
0γ+

1

γ−0γ−1

FIGURE 29.

To associate signs to each trajectory we must choose orientations for the
descending discs. Let us endow the Euclidean discs

Di = {x ∈ Rm | 〈x, x〉 � 1, xk = 0 for k > i}
with their standard orientations. Every sphere Σi being the boundary of
the oriented manifold Di acquires the canonical orientation (see Section 4.2
of Chapter 5, page 191), and therefore the descending discs

D(Ni, v) = Σ+
i , D(Si, v) = Σ−i

also acquire an orientation.
We leave to the reader the computation of the signs corresponding to

the four trajectories depicted in Figure 29, and give only the final result:

ε(γ+
0 ) = (−1)i = ε(γ+

1 ); ε(γ−0 ) = (−1)i−1 = ε(γ−1 ).

The boundary operator in the Morse complex satisfies therefore

∂Ni = (−1)i(Ni−1 + Si−1), ∂Si = (−1)i−1(Ni−1 + Si−1).

Exercise 1.13. Deduce the isomorphisms

Hi(M∗(f, v)) =
{ 0 if i �= 0, i �= n,

Z if i = 0 or i = n.
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Now let us proceed to the real projective space RPm. Recall that
we have the Morse function h : RPm → R obtained from the quadratic
form f : Sm → R considered above by factorization with respect to the
involution

I : Sm → Sm, I(x) = −x.
Similarly we obtain the h-gradient w. For each i : 0 � i � m the function
h has one critical point Ei of index i. To compute the boundary operator
in M∗(h,w) observe that the involution I being restricted to Si preserves
the orientation for i odd and reverses the orientation for i even. Thus

∂Ei =

{
(−1)i · 2Ei−1 if i is even,

0 if i is odd.

The next proposition follows.

Proposition 1.14. Let m be a positive integer. For i < m we have

Hi(RPm) ≈
{ 0 if i is even,

Z/2Z if i is odd.

The homology in degree m is given by the following formula:

Hm(RPm) ≈
{ 0 if m is even,

Z if m is odd.

�

1.6. The Poincaré duality in Morse complexes. The Poincaré duality
theorem for cobordisms says (in its simplest version):

(P) H∗(W,∂0W ) ≈ Hm−∗(W,∂1W ),
where W is an oriented cobordism and m = dimW.

In this subsection we discuss the Morse-theoretical version of the duality
phenomenon, which leads to a short proof of the isomorphism above.

Let f : W → [a, b] be a Morse function on an oriented cobordism
W , and v an f -gradient satisfying the transversality condition. Let W ′
denote the opposite cobordism (that is, the cobordism which differs from
W only by interchanging the components of the boundary, so that ∂0W

′ =
∂1W, ∂1W

′ = ∂0W ). The cobordism W ′ acquires the Morse function −f
and its gradient −v, satisfying the transversality condition.

Definition 1.15. Assume that v is oriented, so that at every point p ∈
S(f) an orientation of TpD(p, v) is fixed. Let us orient the tangent space
TpD(p,−v) in such a way that the direct sum of the orientations in

TpD(p,−v)⊕ TpD(p, v) ≈ TpW
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(in this order) is the positive orientation of TpW . This orientation of the
(−f)-gradient −v will be called induced from the orientation of v.

Now let us recall the definition of the Poincaré-dual of a chain complex.
Let m be a positive integer, A a commutative ring, and C∗ be a chain
complex of A-modules such that Ck = 0 vanishes for k > m and k < 0:

C∗ =
{

0 � C0
�∂1 C1

� · · · �∂m
Cm � 0

}
The m-dimensional Poincaré-dual chain complex is defined as follows:

C∨∗ =
{

0 � D0
�d1 D1

� · · · �dm
Dm

� 0
}

where Dk = HomA(Cm−k, A) and dk = (−1)m−k+1∂∗m−k+1. By definition

Hk(C∨∗ ) ≈ Hm−k(C∗) for every k.

If C∗ is a free module endowed with a finite free base e, then C∨∗ acquires
the dual base e∗, and the matrix of the homomorphism dk with respect
to this base is the conjugate of the matrix of (−1)m−k+1∂m−k+1.

Theorem 1.16. Let m = dimW . Endow the vector field (−v) with the
orientation induced from v. Then there is a basis-preserving isomorphism
between the chain complexes M∨∗ (−f,−v) and M∗(f, v).

Proof. The boundary operator

∂k :Mk(f, v)→Mk−1(f, v)

is given by the following formula:

∂kp =
∑

q∈Sk−1(f)

n(p, q; v) · q where p ∈ Sk(f) and

n(p, q; v) =
∑

γ∈Γ(p,q;v)

ε(γ).

Here Γ(p, q; v) is the set of all flow lines of (−v) joining p with q, and ε(γ) is
the sign associated to the trajectory γ according to the chosen orientations
of the descending discs D(p, v) and D(q, v).

Similarly the boundary operator

∂̄k :Mm−k+1(−f,−v)→Mm−k(−f,−v)
reads as follows:

∂̄kq =
∑

p∈Sk(f)

n(q, p;−v) · p where q ∈ Sk−1(f) and

n(q, p;−v) =
∑

θ∈Γ(q,p;−v)
ε(θ).
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Our theorem follows from the next lemma.

Lemma 1.17. Let p ∈ Sk(f), q ∈ Sk−1(f). Then

n(p, q; v) = (−1)m−k+1 · n(q, p ;−v).
Proof. Pick any ordered Morse function φ, such that v is a φ-gradient, let
{ai} be the corresponding ordering sequence, and let V = φ−1(ak), so that
the manifold V separates the points p and q. We orient the manifold V
in such a way that for any x ∈ V the pair (v(x), E(x)) (where E(x) is a
positive frame in TxV ) is a positive frame in TxW . Let

Σp = D(p, v) ∩ V, Sq = D(q,−v) ∩ V.
Recall from Subsection 1.1 that there are bijective correspondences

Γ(p, q; v) �
I

≈ Σp ∩ Sq
J

≈
� Γ(q, p;−v)

(see Figure 28 on page 197). For A ∈ Σp ∩ Sq put

ε(A) = ε(I(A)), ε′(A) = ε(J(A)).

Our task is to prove that

ε(A) = (−1)m−k+1ε′(A).

The chosen orientation of v induces an orientation of Σp and a coorientation
of Sq. Let τp be a positively oriented basis in TAΣp. Let νq be a basis in
TAΣp inducing a positive basis in TAV/TASq (that is, νq has the same
sign in this space as the positive tangent basis to D(q, v) translated to A).
Then ε(A) equals the sign of the determinant det(νq, τp) of the transition
matrix from νq to τp. Applying the same procedure to obtain a formula
for ε′(A) let us choose a positively oriented basis τq in TASq with respect
to the orientation induced from D(q,−v) and a basis νp in TASq yielding a
positive basis un TAV/TASp (with respect to the coorientation of D(p, v)).
Then ε′(A) = sgn det(νp, τq).

Observe that (−v(A), τp) is a positive basis of TAD(p, v). Furthermore,
the sign in T∗W/T∗D(p, v) of νp is equal to the sign of the positive basis
of T∗D(p,−v), and applying Definition 1.15 we deduce that the basis B1 =
(νp,−v(A), τp) of TAW is positive. The basis (v(A), τq) of TAD(q,−v)
is positive, therefore applying Definition 1.15 we deduce that the basis
B2 = (v(A), τq , νq) is positive. The sign of the determinant of the transition
matrix between B1 and B2 equals 1; on the other hand this sign equals

(−1)m−k · (−1) · sgn det
((
v(A), νp, τp

)
,
(
v(A), τq, νq

))
.

Therefore ε(A)ε′(A) = (−1)m−k+1. �
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To deduce the Poincaré duality isomorphism (P) cited in the begin-
ning of this section we need a lemma which follows immediately from the
Universal Coefficient Theorem (see [153], Ch 5, §5):
Lemma 1.18. Let C∗, D∗ be chain complexes of free R-modules where R is
a principal ring. If Hk(C∗) ≈ Hk(D∗) for every k, then Hk(C∗) ≈ Hk(D∗)
for every k. �

Let f : W → [a, b] be a Morse function on an oriented cobordism W
and v a transverse f -gradient. We have then

Hk(W,∂0W ) ≈ Hk(M∗(f, v))

≈ Hk

(
M∨
∗ (−f,−v)

)
≈ Hm−k(M∗(−f,−v)

)
≈ Hm−k(W,∂1W ),

and the formula (P) is established.

2. The Morse complex for almost transverse gradients

The construction of the chain complex M∗(f, v) given in the previous sec-
tion uses in an essential way the transversality property of v. If the gradient
does not satisfy the transversality condition, then the set of flow lines join-
ing the critical points of adjacent indices is not finite in general, and the
construction does not work. In this section we show that the homological
version of the Morse complex (Subsection 1.2) can be generalized to the
case when the gradient is only almost transverse.

We begin with ordered Morse functions in Subsection 2.1 and proceed
to the general case in Subsection 2.2.

2.1. The case of ordered Morse functions. Let φ : W → [a, b] be an
ordered Morse function on a cobordism W , and v be an oriented almost
transverse φ-gradient. Recall from Subsection 1.2 the based free chain
complex C∗(φ, v), associated with φ and v. Our first aim is to show that
this chain complex is determined by the vector field v and does not depend
on the particular choice of the ordered Morse function φ.

Proposition 2.1. Let φ1, φ2 be ordered Morse functions such that v is a
gradient for both. Then there is a basis-preserving isomorphism

(4) α(φ1, φ2) : C∗(φ1, v)
≈� C∗(φ2, v).

Proof. Let us first consider the case when the Morse-Smale filtrations
W

(k)
1 ,W

(k)
2 of W induced by φ1, and φ2 satisfy

W
(k)
1 ⊂W

(k)
2 .
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Then we have the inclusion S∗(W (k)
1 , ∂0W ) ⊂ S∗(W (k)

2 , ∂0W ) of the cor-
responding filtrations in the singular chain complex of (W,∂0W ), and we
obtain the corresponding chain map of the adjoint complexes:

α(φ1, φ2) : C∗(φ1, v)→ C∗(φ2, v).

It remains to prove that α(φ1, φ2) preserves the bases. The set

D(p, v) \ Int W (k−1)
1 = D(p, v) ∩ φ−1

1

(
[ak, ak+1]

)
is compact, therefore the manifold D(p, v) has the fundamental class

Δ(1)
p ∈ Hk

(
D(p, v), D(p, v) ∩ Int W (k−1)

1

)
,

and the generator
d(1)
p (v) ∈ Hk(W

(k)
1 ,W

(k−1)
1 )

is the image of Δp with respect to the homomorphism induced by the
inclusion. Similarly, the generator

d(2)
p (v) ∈ Hk(W

(k)
2 ,W

(k−1)
2 )

is the image of the fundamental class

Δ(2)
p ∈ Hk

(
D(p, v), D(p, v) ∩ Int W (k−1)

2

)
.

By the uniqueness property of the fundamental classes the element Δ(2)
p is

the image of the Δ(1)
p with respect to the inclusion. The commutativity of

the next diagram, where all the homomorphisms are induced by inclusions,
completes the proof of our proposition in the case W (k)

1 ⊂W
(k)
2 .

Hk

(
D(p, v), D(p, v) ∩ Int W k−1

1

)
� Hk

(
D(p, v), D(p, v) ∩ Int W k−1

2

)

Hk

(
W

(k)
1 ,W

(k−1)
1

)�
� Hk

(
W

(k)
2 ,W

(k−1)
2

)�

As for the general case, it suffices to show that for every two ordered func-
tions φ1, φ2 such that v is a gradient for both, there is a third function
φ3 such that the corresponding filtrations of W satisfy

W
(k)
1 ⊃W

(k)
3 ⊂W

(k)
2 .

And this follows immediately from Theorem 3.58 of Chapter 4 (page
158). �

Before we proceed to the case of arbitrary Morse functions, let us men-
tion a C0-stability property for the Morse complexes of ordered functions.
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Proposition 2.2. Let φ : W → [a, b] be an ordered Morse function, and v
an oriented almost transverse φ-gradient. Then there is δ > 0, such that for
every φ-gradient w which satisfies ||w−v|| < δ and is oriented similarly to v,
the Morse complexes C∗(φ, v) and C∗(φ,w) are basis-preserving isomorphic.

Proof. Recall that every f -gradient w sufficiently C0-close to v is al-
most transverse. Let ai be the ordering sequence for φ, and let Wk =
φ−1([ak, ak+1]). It suffices to show that for every φ-gradient w sufficiently
close to v in C0 topology and every p ∈ Sk(φ) the homology classes

dp(v), dp(w) ∈ H∗(Wk, ∂0Wk)

are equal. And this follows immediately from Proposition 3.16 of Chapter 5
(page 184). �

2.2. General case. Let f : W → [a, b] be a Morse function on a cobor-
dism W , and let v be an oriented almost transverse f -gradient. Pick any
ordered Morse function φ on W , such that v is also a φ-gradient. Write

∂(dp(v)) =
∑

q∈Sk−1(φ)

n(p, q; v) · dq(v) with n(p, q; v) ∈ Z

(here ∂ is the boundary operator in the homological Morse complex C∗(φ, v)).
The numbers n(p, q; v) are called incidence coefficients corresponding to
p, q, and v.

By Proposition 2.1 these numbers are determined by the vector field
v, and do not depend on the particular choice of an ordered Morse func-
tion φ, such that v is also a φ-gradient. Note also, that when v satisfies
the transversality condition, the number n(p, q; v) coincides with the in-
cidence coefficient from Definition 1.2 obtained by counting the flow lines
(this follows from Proposition 1.8, page 200). We shall keep the same
notation n(p, q; v) for both types of the incidence coefficients since no con-
fusion is possible.

Definition 2.3. Let f : W → [a, b] be a Morse function and v be an
oriented almost transverse f -gradient. Let Mk(f, v) be the free abelian
group freely generated by the set Sk(f). Define the homomorphism ∂k :
Mk(f, v)→Mk−1(f, v) by the following formula:

∂k(p) =
∑

q∈Sk−1(f)

n(p, q; v)q,

where n(p, q; v) ∈ Z are the incidence coefficients defined above. Then
∂k ◦∂k+1 = 0 for every k and the resulting chain complexM∗(f, v) is called
the Morse complex of the pair (f, v).
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Thus by the very definition the Morse complex M∗(f, v) is isomorphic
to the Morse complex C∗(φ, v) where φ is any ordered Morse function such
that v is a φ-gradient. In particular

Hk(M∗(f, v)) ≈ Hk(M) for every k.

In the rest of this subsection we study the basic properties of the Morse
complex constructed above. Let c ∈ [a, b] be any regular value of f . The
cobordism W is the union of two cobordisms

W ′ = f−1([a, c]), W ′′ = f−1([c, b]),

and along with the Morse complex M∗(f, v) we have two Morse complexes

M∗(f |W ′, v|W ′), M∗(f |W ′′, v|W ′′).
There is a natural inclusion of graded groups

M∗(f |W ′, v|W ′) ⊂ I� M∗(f, v)

which sends each critical point p ∈W ′ of f to itself, and similarly a natural
projection

M∗(f, v)
π�� M∗(f |W ′′, v|W ′′).

These two maps form a short exact sequence of graded groups:

0 � M∗(f |W ′, v|W ′)
I� M∗(f, v)

π� M∗(f |W ′′, v|W ′′) � 0.

Proposition 2.4. The homomorphisms I, π are chain maps.

Proof. The Morse complexes associated to f, f |W ′, f |W ′′ are obtained
from the filtrations corresponding to ordered Morse functions on W , re-
spectively W ′,W ′′. Denote Yi, respectively Y ′i , Y

′′
i these filtrations. By

Theorem 3.58 of Chapter 4 (page 158) we can choose the ordered Morse
functions in such a way that

Y ′i ⊂ Yi, Yi ⊂W ′ ∪ Y ′′i .
We obtain therefore chain maps

M∗(f |W ′, v|W ′)
I′� M∗(f, v), M∗(f, v)

π′
� M∗(f |W ′′, v|W ′′)

associated with these inclusions. An argument similar to the proof of
Proposition 2.1 shows that I = I ′ and π = π′. The lemma is
proved. �

Our next aim is to show that the incidence coefficients n(p, q; v) can be
computed from any smaller cobordism

W0 = f−1([λ, μ]) where λ < f(q) < f(p) < μ.
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Proposition 2.5.
n(p, q; v) = n(p, q; v|W0).

Proof. The particular case when λ = a follows from the previous propo-
sition. Similar is the case μ = b. The general case is easily deduced from
these two particular ones. �

Let us now prove the C0-stability of the Morse complexes.

Theorem 2.6. Let f : W → [a, b] be a Morse function on a cobordism
Wand v an almost transverse f -gradient. There is δ > 0, such that for
every f -gradient w with ||w − v|| < δ and oriented similarly to v we have

n(p, q;w) = n(p, q; v)

for every p, q. We have therefore a basis-preserving isomorphism between
the Morse complexes M∗(f, v) and M∗(f,w).

Proof. Let φ be an ordered Morse function adjusted to (f, v); then
M∗(f, v) ≈ C∗(φ, v). Proposition 3.40 of Chapter 4 (page 150) implies
that there is δ > 0 such that for every f -gradient w with ||w − v|| < δ the
function φ is adjusted to (f,w). In particular w is an almost transverse φ-
gradient and M∗(f,w) ≈ C∗(φ,w). Now our assertion follows from Propo-
sition 2.2. �

Exercise 2.7. Deduce Propositions 2.4 and 2.5 from Theorem 2.6 approx-
imating almost transverse gradients by transverse gradients.

3. The Morse chain equivalence

Let f : W → [a, b] be a Morse function on a cobordismW , and v an oriented
almost transverse f -gradient. In Section 2 we associated to this data the
Morse complex M∗(f, v) with homology isomorphic to H∗(W,∂0W ). Now
we are going to construct a natural chain equivalence between the Morse
complex and the singular chain complex S∗(W,∂0W ) of the pair (W,∂0W ).
The construction will be given in Subsection 3.3, after developing the nec-
essary algebraic technique.

3.1. Cellular filtrations of chain complexes. The aim of the present
subsection is to develop a chain complex version of the theory of cellular
filtrations of topological spaces. In view of subsequent applications we
shall work in the general framework of chain complexes defined over any
ring A. We consider only chain complexes C∗ of left A-modules, such that
Ci = 0 for i < 0. We shall often omit the adjective “chain”, so that
“complex” means “chain complex”, “homotopy” means “chain homotopy”
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etc. The term “homotopy equivalence” in this framework is synonymous
with “chain equivalence”.

Definition 3.1. A filtration of a chain complex C∗ is a sequence of sub-
complexes C(k)

∗ ,−1 � k, such that

0 = C
(−1)
∗ ⊂ C

(0)
∗ ⊂ · · · ⊂ C

(k)
∗ ⊂ · · · and

⋃
k

C
(k)
∗ = C∗.

To any filtration {C(k)
∗ } of a complex C∗ we associate a complex Cgr∗ as

follows. Set
Cgrk = Hk

(
C

(k)
∗

/
C

(k−1)
∗

)
and define the boundary operator ∂k : Cgrk → Cgrk−1 to be the composition

Hk

(
C

(k)
∗

/
C

(k−1)
∗

)
� Hk−1

(
C

(k−1)
∗

)
� Hk−1

(
C

(k−1)
∗ , C

(k−2)
∗

)
where the first arrow is the boundary operator in the exact sequence of the
pair

(
C

(k)
∗ , C

(k−1)
∗

)
and the second is induced by the inclusion. †

Definition 3.2. The chain complex Cgr∗ with the boundary operator de-
fined as above, is called the adjoint complex associated to the filtration of
C∗.

Definition 3.3. A filtration

0 = C
(−1)
∗ ⊂ C

(0)
∗ ⊂ · · · ⊂ C

(k)
∗ ⊂ · · ·

of C∗ is called cellular if

Hi(C
(k)
∗

/
C

(k−1)
∗ ) = 0 for i �= k.

Remark 3.4. For a cellular filtration C
(k)
∗ of a complex C∗ the homology

groups Hn(C
(k)
∗ ) vanish for k < n. (The proof is an easy induction on k,

using the exact sequences of the pairs (C(k)
∗ , C

(k−1)
∗ ).)

Example 3.5. Let D∗ be any complex. The filtration by the chain com-
plexes

D
(k)
∗ = {0← D0←· · · ← Dk ← 0}

is called trivial. This is a cellular filtration and Dgr
∗ = D∗.

Theorem 3.6. Let C(k)
∗ be a cellular filtration of a complex C∗. Let D∗

be a chain complex of free left A-modules and ϕ : D∗ → Cgr∗ be a chain
map. Endow D∗ with the trivial filtration. Then there exists a chain map
f : D∗ → C∗, which preserves filtrations and induces the map ϕ in the
† The homomorphism ∂k can be described also as the boundary operator in the exact

sequence of the triple
(
C

(k)
∗ , C

(k−1)
∗ , C

(k−2)
∗

)
.
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adjoint complexes. This chain map f is unique up to a chain homotopy,
preserving filtrations.

Proof. The proof is in a diagram chasing. Suppose by induction that for
every i � k−1 we have constructed the maps fi : Di → Ci, commuting with
the boundary operators in C∗ and D∗, preserving filtrations (i.e., Im fi ⊂
C

(i)
i ) and inducing the given homomorphisms ϕi : Di → Cgri in the graded

groups. Our aim is to construct the map fk : Dk → Ck such that the
properties above hold for all i � k.

It suffices to define fk on the free generators of Dk. Let e be such a
generator. We have then an element

φ(e) ∈ Hk(C
(k)
∗ /C

(k−1)
∗ ).

Choose any cycle X of the complex C
(k)
∗ /C

(k−1)
∗ representing φ(e), and

choose any element x ∈ C(k)
k representing X. We would like to set fk(e) =

x, but the required equality ∂x = fk−1(δe) may not be true (here ∂ is the
boundary operator in C∗ and δ is the boundary operator in D∗). Let us
consider the element

∂x− fk−1(δe) ∈ C(k−1)
k−1 .

This is a cycle of C∗ and its projection to the group Hk−1(C
(k−1)
∗ /C

(k−2)
∗ )

vanishes, since this projection is equal to ∂φ(e)−φ(δ(e)). Therefore we can
write

∂x− fk−1(δe) = ∂z + u with z ∈ C(k−1)
k , u ∈ C(k−2)

k−1 .

The element u is a cycle of degree k in C
(k−2)
∗ , therefore it is homologous

to zero in this complex (see Remark 3.4):

u = ∂v, with v ∈ C(k−2)
k .

Now define the map fk on the element e by:

fk(e) = x− (z + v);

the required properties are easy to check.
Now let us proceed to the homotopical uniqueness. Let f, g : D∗ → C∗

be chain maps, preserving filtrations and inducing in the adjoint complexes
the same map φ : D∗ → Cgr∗ . Assume by induction that we have the maps

Hi : Di → C
(i)
i+1 with ∂Hi +Hi−1δ = fi − gi, for i < k;

we shall now construct the map Hk. As before, it suffices to define it on the
free generators of Dk. Let e be such a generator; our task is to construct
an element z ∈ C(k)

k+1, such that

(5) fk(e)− gk(e) = Hk−1(δe) + ∂z.
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Put
A = fk(e)− gk(e)−Hk−1(δe) ∈ C(k)

k .

It follows from the induction assumption that ∂A = 0. Both f and g
preserve filtrations, therefore the images of the elements fk(e), gk(e) in the
quotient chain complex C(k)

∗ /C
(k−1)
∗ are cycles. By our hypotheses we have

the equality of the homology classes

[fk(e)] = [gk(e)] ∈ Hk

(
C

(k)
∗ /C

(k−1)
∗

)
.

Therefore

fk(e)− gk(e) = ∂ξ + v with ξ ∈ C(k)
k+1, v ∈ C

(k−1)
k .

Thus A = ∂ξ + v −Hk−1(δe), and the element v −Hk−1(δe) is a cycle in
C

(k−1)
k ; applying Remark 3.4 write v − Hk−1(δe) = ∂u with u ∈ C

(k−1)
k+1 .

Then
A = ∂z with z = ξ + u ∈ C(k)

k+1

so that z satisfies the condition (5). The induction step is now com-
plete. �

Definition 3.7. A cellular filtration C
(k)
∗ of a complex C∗ is called free

cellular if every module Hk(C
(k)
∗

/
C

(k−1)
∗ ) is a free left A-module.

Recall that a chain map f : C∗ → D∗ of complexes C∗,D∗ is called a
homology equivalence if it induces an isomorphism in homology.

Corollary 3.8. For a free cellular filtration C
(k)
∗ of a complex C∗ there

exists a homology equivalence χ : Cgr∗ → C∗, preserving filtrations and
inducing the identity map in the adjoint complexes. (Here Cgr∗ is endowed
with the trivial filtration.) The equivalence χ is functorial up to chain
homotopy preserving filtrations. If C∗ is a chain complex of free modules,
then χ is a homotopy equivalence.

Proof. Apply Theorem 3.6 to obtain a chain map χ : Cgr∗ → C∗ such that
the adjoint map χgr : Cgr∗ → Cgr∗ is the identity map. It is easy to check by
induction (using the five-lemma) that χ is a homology equivalence. If C∗ is
free, then every homology equivalence Cgr∗ → C∗ is a homotopy equivalence.

Now let us prove the functoriality. Let C∗ and D∗ be chain complexes
endowed with cellular filtrations C(k)

∗ , D(k)
∗ ; let f : C∗ → D∗ be a chain

map, preserving filtrations. Denote by

ϕ : Cgr∗ → Dgr
∗

the chain map, induced by f , and by

g : Cgr∗ → C∗, h : Dgr
∗ → D∗
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the corresponding maps, preserving filtrations (Cgr∗ , Dgr
∗ are endowed with

the trivial filtrations). The chain maps

f ◦ g, h ◦ ϕ : Cgr∗ → D∗

preserve filtrations and induce the same map ϕ in the graded homology.
Hence they are chain homotopic via a homotopy preserving filtrations. �

Let us mention one particular case of the preceding corollary. Assume
that a complex C∗ is endowed with two cellular filtrations C(k)

∗ and C̃
(k)
∗ ,

such that for every k we have

C
(k)
∗ ⊂ C̃

(k)
∗ .

This inclusion induces a chain map

λ : Cgr∗ → C̃gr∗
of the adjoint complexes.

Corollary 3.9. The diagram

Cgr∗
λ ��

χ


�

��
��

��
� C̃gr∗

χ̃����
��

��
��

C∗

is homotopy commutative (where χ, χ̃ are the chain equivalences provided
by Corollary 3.8).

Proof. Both maps χ̃◦λ and χ preserve the filtrations (where the complexes
Cgr∗ , C̃

gr
∗ are filtered trivially, and the complex C∗ is endowed with the

filtration C̃
(k)
∗ ). Further, they both induce the same homomorphism λ in

the adjoint complexes. �

3.2. An example: CW homology. Let X be a CW complex, and let
X(k) denote the k-th skeleton of X. Then we have the filtration

∅ = X(−1) ⊂ X(0) ⊂ · · · ⊂ X(k) ⊂ · · ·
which is obviously a cellular filtration of the space X. The corresponding
filtration in the group of the singular chains:

S∗(∅) = 0 ⊂ S∗(X(0)) ⊂ · · · ⊂ S∗(X(k)) ⊂ · · ·
is therefore a cellular filtration of chain complexes. The adjoint complex
Cgr∗ (X) is by definition the cellular chain complex of X. Let us denote it
by CW∗(X). Applying Corollary 3.8 we deduce the following result:
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Proposition 3.10. Let X be a CW complex. There exists a chain equiva-
lence

CX : CW∗(X) � S∗(X)
preserving filtrations and inducing the identity map in the adjoint com-
plexes. This chain equivalence is functorial up to a chain homotopy pre-
serving filtrations, that is, for any cellular map f : X → Y we have a
homotopy commutative diagram

CW∗(X)
f�� CW∗(Y )

S∗(X)

CX �
f∗� S∗(Y )

CY �

where f�, f∗ are the homomorphisms induced by f . �

3.3. Definition of the Morse chain equivalence. Let us return to the
Morse theory. In this subsection we apply the algebraic technique devel-
oped above to construct a natural chain equivalence between the Morse
complex and the singular chain complex of the underlying manifold. We
will first consider the case of ordered Morse functions. Let W be a cobor-
dism, φ : W → [a, b] an ordered Morse function on W , and v an almost
transverse oriented φ-gradient. Let W (k) denote the corresponding Morse-
Smale filtration of W . The induced filtration

S(k)
∗ (φ) = S∗(W (k), ∂0W )

in the singular chain complex is a cellular filtration. By Corollary 3.8 we
have a chain equivalence

χ(φ, v) : C∗(φ, v)→ S∗(W,∂0W ),

which preserves the filtrations, induces the identity map in the adjoint
chain complexes, and is uniquely determined by these properties. It turns
out that this chain equivalence is in a sense independent of the particular
choice of the ordered Morse function φ, such that v is a φ-gradient:

Proposition 3.11. Let φ1, φ2 be ordered Morse functions, such that v is a
gradient for both. Then there is a homotopy commutative diagram

C∗(φ1, v)
α(φ1,φ2) ��

χ(φ1,v) �������������
C∗(φ2, v)

χ(φ2,v)

������������

S∗(W,∂0W )

where α(φ1, φ2) is the basis-preserving isomorphism (4) from Proposition
2.1 (page 208).
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Proof. We shall first prove our assertion in the particular case when the
filtrations W (k)

1 ,W
(k)
2 corresponding to φ1, and φ2 satisfy W (k)

1 ⊂W
(k)
2 . In

this case the inclusions S∗
(
W

(k)
1

)
⊂ � S∗

(
W

(k)
2

)
induce the isomorphism

α(φ1, φ2) : C∗(φ1, v)→ C∗(φ2, v) in the adjoint complexes (see Proposition
2.1), and the commutativity of our diagram follows now from Corollary 3.9.

The proof of the general case is similar to the proof of Proposition 2.1.
Our argument will be completed once we show that for every pair φ1, φ2 of
ordered functions such that v is a φi-gradient for i = 1, 2, there is a third
one φ3 such that the corresponding Morse-Smale filtrations of W satisfy

W
(k)
1 ⊃W

(k)
3 ⊂W

(k)
2 .

And this follows from Theorem 3.58 of Chapter 4 (page 158). �

Now let f : W → R be any Morse function, and v be an oriented
almost transverse f -gradient. Pick any ordered Morse function φ on W
such that v is also a φ-gradient. Composing the chain equivalence χ(φ, v)
with the basis-preserving isomorphism M∗(f, v) → C∗(φ, v) we obtain a
chain equivalence

E = E(f, v) :M∗(f, v)
∼� S∗(W,∂0W );

its homotopy class does not depend on the particular choice of an ordered
Morse function.

Definition 3.12. The chain equivalence E(f, v) will be called the Morse
chain equivalence.

4. More about the Morse complex

We discuss here some further developments and results related to the Morse
complex. The first subsection is about the functoriality properties of the
Morse complex and the Morse chain equivalence. In the second subsection
we outline a formula for the inverse of the Morse chain equivalence, due to
M. Hutchings and Y.-J. Lee. In the last subsection we discuss an equivariant
version of the Morse complex.

4.1. Functoriality properties. Let f1 : M1 → R, f2 : M2 → R be
Morse functions on closed manifolds. Let v1 be an oriented almost trans-
verse f1-gradient, and v2 an oriented almost transverse f2-gradient. Let
A : M1 → M2 be a continuous map. Our first aim is to associate to A a
chain map

A� :M∗(f1, v1)→M∗(f2, v2)
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of Morse complexes. We shall construct the homomorphism A� only when
A satisfies the following condition:

(I) A
(
D(p, v1)

)
∩ D(q,−v2) = ∅

for every p ∈ S(f1), q ∈ S(f2) with indp < indq.

The subset C(v1, v2) of the maps satisfying (I) is open in the space
C0(M1,M2) of all the continuous maps from M1 to M2. Indeed, the con-
dition (I) is equivalent to the following one:

A
(
D(ind�k , v1)

)
∩D(ind�m2−k−1 ,−v2) = ∅ for every k

(where m2 = dimM2) and this condition is open, since the sets
D(ind�k , v1), D(ind�m2−k−1 ,−v2) are compact. The set C(v1, v2) is dense
in C0(M1,M2); we postpone the proof of this result until the end of the
subsection, and now we will construct the homomorphism A� for the maps
satisfying (I). As usual, let Φ(−v2, t) denote the diffeomorphism of M2

induced by the gradient descent.

Lemma 4.1. There is T � 0 and ordered Morse functions φi : Mi → R
(where i = 1, 2) such that vi is a φi-gradient, and(

Φ(−v2, T ) ◦ A
)(
M

(k)
1

)
⊂M

(k)
2 for every k,

where M (k)
1 ,M

(k)
2 are the Morse-Smale filtrations induced by φ1, respectively

φ2.

Proof. Pick any ordered Morse function φ2, such that v2 is a φ2-gradient,
and let M (k)

2 be the filtration corresponding to φ2. Condition (I) implies
that for every T > 0 sufficiently large we have(

Φ(−v2, T ) ◦A
)(
D(ind�k , v1)

)
⊂ Int M (k)

2 for every k.

Thus the subset

Uk = (Φ(−v2, T ) ◦ A)−1(Int M (k)
2 )

is an open neighbourhood of D(ind�k ; v1) for every k. Applying Theorem
3.58 of Chapter 4 (page 158) we find a Morse function φ1 such that the
corresponding Morse-Smale filtration satisfies M (k)

1 ⊂ Uk. �
For every φ1, φ2 and T satisfying the conclusions of the preceding lemma,

the map
Φ(−v2, T ) ◦ A : M1 →M2

preserves the filtrations, and therefore determines a chain map

A�(φ1, φ2, T ) :M∗(f1, v1)→M∗(f2, v2)

between the adjoint complexes.
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Proposition and definition 4.2. The chain map A�(φ1, φ2, T ) does not
depend on the particular choice of the functions φi and the number T . This
chain map will be denoted A�.

Proof. Given φ1 and φ2 the homomorphism A� does not depend on the
choice of T , since the maps Φ(−v2, T )◦A and Φ(−v2, T ′)◦A are homotopic
via the homotopy Φ(−v2, τ) ◦A with τ ∈ [T, T ′].

Now let us prove independence of the map from the choice of φ1. Let φ̃1

be another ordered Morse function satisfying the hypotheses of Subsection
4.1. If the corresponding filtration M̃

(k)
1 satisfies M̃ (k)

1 ⊂ M
(k)
1 for every

k, the assertion follows immediately from the functoriality of the adjoint
chain maps. The general case is reduced to this particular one similarly to
Proposition 2.1 (page 208). The independence of A� on the choice of φ2 is
proved in the same way. �

Proposition 4.3. The following diagram is chain homotopy commutative:

M∗(f1, v1)

E1
��

A� ��M∗(f2, v2)

E2
��

S∗(M1)
A∗ �� S∗(M2)

(where A∗ is the chain map in the singular chain complexes induced by A,
and Ei are the Morse chain equivalences).

Proof. Pick φ1, φ2 and T as in Lemma 4.1. If we replace in the diagram
above the chain map A∗ (the bottom horizontal arrow) by the chain map
(Φ(−v2, T ) ◦ A)∗, the commutativity of the resulting diagram follows im-
mediately from the functoriality of the Morse chain equivalence. Observe
now that the chain maps A∗ and (Φ(−v2, T )◦A)∗ are chain homotopic, and
the proof is over. �

Exercise 4.4. Let M0,M1,M2 be closed manifolds, fi : Mi → R be Morse
functions (where i = 0, 1, 2), and vi oriented almost transverse fi-gradients.
Let

B : M0 →M1, A : M1 →M2

be continuous maps, such that A satisfies the condition (I). Assume that

B(D(ind�k ; v0)) ⊂ D(ind�k ; v1) for every k.

Show that
(A ◦B)� = A� ◦B�.
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Now we shall obtain a formula for the map A� in terms of intersection
numbers. We shall assume that A is of class C∞ and that

(J ) A|D(p, v) : D(p, v)→M2 is transverse to D(q,−v)
for every p ∈ S(f1), q ∈ S(f2).

(Observe that the condition (J ) implies (I).) In the end of this section
we shall show that the subset of all maps satisfying the condition (J )
is residual in C∞(M1,M2) (which implies in particular, that this set is
dense, since C∞(M1,M2) is a Baire space, see [61], Ch.2, Sect. 4). Let
dimM1 = m1, dimM2 = m2.

Lemma 4.5. If A satisfies the condition (J ), then for every p ∈ Sk(f1)
and q ∈ Sk(f2) the set

T (p, q) = D(p, v1) ∩A−1
(
D(q,−v2)

)
is finite.

Proof. Let

R = D(ind�k−1 ; v1) ∪D(p, v1), Q = D(ind�m2−k−1 ;−v2) ∪D(q,−v2).
Since vi are almost transverse, both R and Q are compact. The condition
(J ) implies that

R ∩A−1(Q) = T (p, q)
therefore T (p, q) is a compact subset of R. By transversality it consists of
isolated points, and therefore it is finite. �

Thus the intersection index

n(p, q;A) = A(D(p, v1)) D(q,−v2) ∈ Z

is defined (see page 193). Introduce a homomorphism of graded groups

A� :M∗(f1, v1)→M∗(f2, v2)

by the formula
A�(p) =

∑
q

n(p, q;A) · q,

where p ∈ Sk(f1) and the summation in the right-hand side of the formula
is over q ∈ Sk(f2).

Theorem 4.6. A� = A�.

Proof. Pick any ordered Morse functions φ1 : M1 → R, φ2 : M2 → R and
a positive integer T such that(

Φ(T,−v2) ◦ A
)
(M (k)

1 ) ⊂M
(k)
2 for every k,
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where M (k)
i denote the filtrations induced by the functions φi. Let Ã =

Φ(T,−v2) ◦ A. It is clear that Ã� = A�. By the definition the map A� is
the homomorphism induced by Ã in the adjoint complexes. Therefore it
remains to prove that for every p ∈ Sk(f1) we have the following formula
for the Ã∗-image of the homology class dp(v1):

Ã∗(dp(v1)) =
∑
q

n(p, q;A) · dq(v2),

where the summation in the formula is over q ∈ Sk(f2). And this follows
from Proposition 3.13 of Chapter 5 (page 182). �

It remains to show that the condition (J ) is residual. The space
C∞(M1,M2) is endowed with the Whitney topology (see [61]).

Proposition 4.7. The set of all C∞ maps Φ : M1 →M2 satisfying (J ) is
residual in C∞(M1,M2).

Before proceeding to the proof let us deduce from this proposition the
property promised in the beginning of the subsection.

Corollary 4.8. The set C(v1, v2) is dense in C0(M1,M2).

Proof. Let g : M1 → M2 be any continuous map. Approximate it (in a
C0 topology) by a C∞ map g1 : M1 →M2, and then approximate the map
g1 (in a C∞ topology) by a C∞ map g2 satisfying (J ). Since (J ) ⇒ (I),
the proof of the corollary is complete. �

Proof of Proposition 4.7. It suffices to prove that for two given points
p ∈ S(f1), q ∈ S(f2) the set of maps Φ satisfying the condition

(Jpq) Φ|D(p, v) : D(p, v)→M2 is transverse to D(q,−v)
is residual. Cover D(p, v) by a countable family of closed embedded discs
Di of dimension indp, such that every disc Di is in the domain of definition
of a chart of M1. Similarly, cover D(q,−v) by a countable family of closed
embedded discs Δj of dimension m2 − indq such that every disc Δj is in
the domain of definition of a chart of M2. The transversality condition (J )
is equivalent to the transversality of each restriction Φ|Di to every disc Δj.
Therefore the proposition follows from the next lemma.

Lemma 4.9. Let D1 ⊂ M1,D2 ⊂ M2 be embedded closed discs such that
each of the two discs is in the domain of definition of a chart of the cor-
responding manifold. The set of all C∞ maps f : M1 → M2 such that the
map f |D1 is transverse to D2 is open and dense in C∞(M1,M2).
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Proof. The lemma follows without much difficulty from general trans-
versality theorems. Let us start with the openness property. Assume that
f |D1 � D2. For every C∞ map g : M1 →M2 sufficiently C∞ close to f , the
restriction g|D1 : D1 → D2 is C∞-close to f |D1, and therefore transverse
to D2, since both D1,D2 are compact (see [61], Th. 2.1).

The density follows from the next lemma, which deals with embedded
discs in Euclidean spaces.

Lemma 4.10. Let D ⊂ U be an embedded closed disc in an open subset of
Rn, let U0 ⊂ U be a compact neighbourhood of D in U . Let φ : U → V ⊂
Rk ×Rl be a C∞ map. Let r be a positive integer.

For every ε > 0 there is a C∞ map ψ : U → V , such that the restriction
ψ|D is transverse to Rk and such that ψ equals φ in U \U0 and the Cr-norm
of ψ − φ is < ε.

Proof. Let φ̄ denote the composition of φ and the projection Rk ×Rl →
Rl. Let λ ∈ Rl be a regular value of φ̄|D, so small that φ(U0) − λ ⊂ V .
Let h : U → R+ be a C∞ function such that h(x) = 1 for x ∈ U0 and
supp h ⊂ U . Then the map

x �→ h(x)(φ(x) − λ) + (1− h(x))φ(x)

satisfies the requirements of the lemma, if λ is small enough. �

4.2. The Hutchings-Lee formula for the inverse of the Morse
chain equivalence. The Morse chain equivalence E : M∗(f, v) → S∗(M)
is defined only up to chain homotopy. It turns out that there is in a sense
an explicit formula for the inverse equivalence. In this subsection we briefly
discuss this formula, due to M. Hutchings and Y.-J. Lee [64].

Let M be a closed C∞ manifold, f : M → R a Morse function, and v
an oriented f -gradient. Let us say that a C∞ singular simplex σ : Δk →M
is transverse to v if the map σ is transverse to the ascending disc of every
critical point p of f , and the same is true also for the restriction of f to
every face of Δk. The free abelian group generated by singular simplices
transverse to v will be denoted by S∗(M,� v). One can prove that the
inclusion

S∗(M,� v) ⊂ � S∗(M)

is a chain equivalence (see [64]). We are going to define a chain map

ξ : S∗(M,� v)→M∗(f, v).

Lemma 4.11. For every singular simplex σ ∈ Sk(M,� v) and every critical
point p ∈ Sk(F ) the intersection σ(Δk) ∩D(p,−v) is a finite set.
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Proof. Let φ be an ordered Morse function adjusted to (f, v), let M (k) be
the corresponding Morse-Smale filtration. Applying the gradient descent if
necessary, we can assume that

σ(Δk) ⊂M (k)

and then

σ(Δk) ∩D(p,−v) = σ(Δk) ∩
(
D(p,−v) ∩M (k)

)
.

The map σ is transverse to the compact (dimM −k)-dimensional manifold
D(p,−v) ∩M (k) and therefore their intersection is a finite set. �

The simplex Δk inherits the orientation of Rk, and the manifold
D(p,−v) is cooriented, so each point of σ(Δk) ∩D(p,−v) acquires a sign.
Put

[σ : p] = σ(Δk) D(p,−v),
and

ξ(σ) =
∑

p∈Sk(f)

[σ : p]p.

Extend ξ to a homomorphism S∗(M,�v)→M∗(f, v) of abelian groups.

Theorem 4.12 (M. Hutchings, Y.J. Lee). ξ is a chain map and the fol-
lowing diagram is homotopy commutative

S∗(M,� v)

I ��										

ξ ��M∗(f, v)

E��











S∗(M)

where the left diagonal arrow I is the inclusion, and the right diagonal
arrow is the canonical chain equivalence.

Outline of the proof. The Morse-Smale filtration {M (k)} of M induces a
filtration in S∗(M,� v) and in S∗(M). Both chain maps E ◦ξ and I preserve
the filtrations and it suffices to show that they induce the same map in the
adjoint complexes. Any cycle in S∗

(
M (k),M (k−1)

)
can be represented by a

linear combination
λ =

∑
i

niσi

of singular simplices such that the boundary of each simplex σi is in M (k−1).
Now it suffices to apply Proposition 3.13 of Chapter 5 (page 182) and the
proof is complete. �
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If we replace the singular chain complex by the simplicial chain complex
we can define a chain equivalence

Δ∗(M)
ξΔ� M∗(f, v)

from the simplicial chain complex of M associated to a C∞ triangulation of
M to the Morse complex of (f, v). One must assume that the simplices of
the triangulation are transverse to the ascending discs of the critical points.
In this assumption let σ be a k-dimensional simplex of the triangulation.
For p ∈ Sk(f) denote by 〈σ, p〉 the algebraic intersection number

σ D(p,−v)
and put

ξΔ(σ) =
∑

p∈Sk(f)

[σ : p]p.

The next theorem is due to D. Schütz [140].

Theorem 4.13. ξΔ is a chain map and the following diagram is homotopy
commutative:

Δ∗(M)

�����������

ξΔ ��M∗(f, v)

E��











S∗(M)

where the left diagonal arrow is the natural chain equivalence between the
simplicial and singular chain complexes.

4.3. The universal Morse complex. Let f : M → R be a Morse func-
tion on a closed connected C∞ manifold, and v an oriented transverse
f -gradient. The construction of the Morse complex M∗(f, v), associated
to these data, uses the procedure of counting of flow lines joining critical
points of f ; each flow line is counted with the sign corresponding to the
choice of orientations of the descending discs. One can refine this method,
taking into account the homotopy classes of the flow lines. The resulting
chain complex encodes much more information about the manifold and the
Morse function. Let G = π1(M) denote the fundamental group of M . Con-
sider the universal covering Π : M̃ →M . We have a left action of G on M̃
and the quotient equals M . We will now define a chain complex M̃∗(f, v)
such that

(1) M̃k(f, v) is a free left module over ZG freely generated by the
critical points of f of index k;

(2) H∗(M̃∗(f, v)) ≈ H∗(M̃ ).
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Let F = f ◦ Π, so that F is a G-invariant Morse function on M̃ . Let
M̃k denote the free abelan group generated by the critical points of index
k of F , then M̃k has a natural structure of a free left ZG-module, any lift
to M̃ of the set Sk(f) being a free ZG-basis for M̃k. Let us define the
incidence coefficient ñ(p, q; v) ∈ ZG for every pair p, q ∈ S(F ) of critical
points, such that indp = indq+1. Lift v to a vector field ṽ on M̃ , so that ṽ
is a G-invariant F -gradient. Consider the set Γ(p, q; ṽ) of flow lines of (−ṽ)
joining p and q. Let p′ = Π(p), q′ = Π(q). In view of the unique lifting
property of the covering, the map

Γ(p, q; ṽ)→ Γ(p′, q′; v)

induced by the projection Π is injective. In particular the set Γ(p, q; ṽ) is
finite. Since v is oriented, every flow line of (−v) joining p′ with q′ acquires
a sign ε(γ). For γ ∈ Γ(p, q, ṽ) let ε(γ) = ε(Π(γ)), and put

ñ(p, q; v) =
∑

γ∈Γ̃(p,q;v)

ε(γ) ∈ Z.

Define a homomorphism ∂̃k : M̃k → M̃k−1 by the following formula (here
p ∈ Sk(F )):

∂̃kp =
∑

q∈Sk−1(F )

ñ(p, q; v) · q.

Theorem 4.14. The composition ∂̃k−1 ◦ ∂̃k is equal to zero for every k and
the homology of the resulting chain complex is isomorphic to H∗(M̃ ) as a
ZG-module.

The proof repeats the proof of Theorem 1.3 (page 198) with correspond-
ing modifications, see for example [110], Appendix. The chain complex
M̃∗(f, v) will be called the universal Morse complex. Similarly to the case
of the ordinary Morse complex (see Subsection 3.3, page 217) we have the
universal Morse equivalence:

Theorem 4.15. There is a chain equivalence

M̃∗(f, v)
Ẽ� S∗(M̃ )

of free chain complexes over ZG.

The assertion of Theorem 4.15 is in general stronger than the assertion of
Theorem 4.14, since two chain complexes over ZG with isomorphic homol-
ogy are not necessarily homotopy equivalent. One can strengthen Theorem
4.15 still further, see Subsection 3.3 of Chapter 13 (page 405).



History and Sources

The seminal article [98] of Marston Morse starts with the Morse Lemma
(see Theorem 1.6 of Chapter 2, page 36), and continues with the investiga-
tion of the subsets

Ma = {x ∈M | f(x) � a}
where f : M → R is a Morse function on a manifold M . It is proved that
the topology of the set Ma does not change while a varies without crossing
a critical value of f , and for a critical value c the set Mc+ε is obtained from
Mc−ε by attaching the handles of indices equal to the indices of the critical
points on the critical level c. Then Morse deduces the inequalities which
now bear his name (see Theorem 1.9).

A stronger version of the Morse inequalities (see Proposition 1.12) was
found much later by E. Pitcher. These inequalities are in a sense optimal,
since it was proved by S. Smale [148] that on a simply-connected closed
manifold of dimension greater than 5 there is a Morse function for which
the Morse-Pitcher inequalities become equalities. This result is one of the
by-products of Smale’s proof of the generalized Poincaré Conjecture in di-
mensions � 5 ([149]). This proof uses the Morse theory in an essential way.
The main idea can be outlined as follows. Let M be a closed manifold of
the homotopy type of Sn. Starting with an arbitrary Morse function on M
one shows that it is possible to cancel the critical points so that one ends
up with two critical points, the maximum and the minimum (and therefore
M is homeomorphic to Sn, as the Poincaré Conjecture claims). Among the
technical innovations of his work one finds the Rearrangement Lemma (see
Subsection 3.3 of Chapter 4, page 137), the systematic use of the notion
of handles (see Chapter 5) and many others. A detailed exposition of this
work can be found in J. Milnor’s book [92].

The notion of the Morse complex (see Section 1 of this chapter) did
not appear explicitly in Smale’s works, although he used the procedure
of counting the flow lines joining the critical points. It was introduced by
E. Witten in his paper [163], along with yet another approach to the Morse
theory, based on the de Rham cohomology (see Section 1 of Chapter 14,
page 413 for discussion of this subject).





Part 3

Cellular gradients.



We show that the gradient descent for a C0-generic gradient of a Morse
function on a cobordism gives rise to a structure similar to a cellular map
between CW complexes. This structure enables us to perform a detailed
study of the properties of the gradient descent in the C0-generic case.



CHAPTER 7

Condition (C)

Let f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. The gradient descent from ∂1W to ∂0W yields a diffeomorphism

(−v)� : ∂1W \D(−v)→ ∂0W \D(v);

by definition (−v)�(x) is the point where the trajectory γ
(
x, τ(x,−v);−v

)
intersects ∂0W . The map (−v)� does not admit a continuous extension
to ∂1W and its properties in general are rather difficult to study. In this
part we show that for a C0-generic gradient v one can derive from (−v)� a
geometric structure (which can be called a graded-continuous map) closely
resembling a cellular map between CW complexes. The components of
this structure are: a Morse-Smale filtration ∂1W

k of ∂1W ,† a Morse-Smale
filtration ∂0W

k of ∂0W , and a sequence of continuous maps

φk : ∂1W
k/∂1W

k−1 → ∂0W
k/∂0W

k−1

such that for every k:
(A) (−v)�(∂1W

k) ⊂ ∂0W
k and

(B) the following diagram is commutative (where the horizontal arrows
are the projection maps).

∂1W
k � ∂1W

k/∂1W
k−1

∂0W
k

(−v)�

�
� ∂0W

k/∂0W
k−1

φk

�

Each φk is a continuous map between spaces homotopy equivalent to
wedges of k-dimensional spheres, and the invariants of these maps are quite
useful for the study of the gradient descent.

† To abbreviate the notation we write ∂1W
k instead of ∂1W

(k) in this part.
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1. The gradient descent revisited

Before constructing the graded-continuous map, mentioned in the intro-
duction, let us discuss the question in a somewhat greater generality. Let
f : W → [a, b] be a Morse function on a cobordism W and v an f -
gradient. The subset D(−v) ∩ ∂1W can be considered as the set of sin-
gularities of the partially defined map (−v)�. Let us quotient out this
singularity set. Namely, put

S1 = D(−v) ∩ ∂1W, S0 = D(v) ∩ ∂0W.

We will construct a continuous map

φ : ∂1W/S1 → ∂0W/S0

between the quotient spaces. Let ω1 denote the point of ∂1W/S1 corre-
sponding to the collapsed subset S1, and ω0 denote the point of ∂0W/S0

corresponding to the collapsed subset S0. Put

φ(ω1) = ω0.

For every point

x ∈ (∂1W/S1) \ {ω1} = ∂1W \ S1

define φ(x) to be the image of (−v)�(x) ∈ ∂0W via the quotient map
∂0W → ∂0W/S0.

Proposition 1.1. The map

(1) φ : ∂1W/S1 → ∂0W/S0

is continuous.

Proof. Continuity on the complement to the point ω1 follows from the
continuity of (−v)�. As for the point ω1, it suffices to show that for
every open neighbourhood U of ∂0W ∩ D(v) there is a neighbourhood V
of ∂1W ∩D(−v) such that (−v)�(V ) ⊂ U . Pick δ > 0 such that Bδ(v) ∩
∂0W ⊂ U (this is possible since Dδ(v)δ>0 form a fundamental system of
neighbourhoods for D(v)). Then put V = Bδ(−v) ∩ ∂1W and the result
follows. �

Exercise 1.2. (1) Show that for the “pants” manifold (see page 41)
the map (1) is a homeomorphism between two copies of a wedge
of two circles.

(2) Prove that in general the map (1) is a homeomorphism.
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1.1. The map (−v)�. The central part of this chapter is Section 2 where
we give the definition of cellular gradients. The aim of the present subsec-
tion is to develop necessary techniques for working with these gradients,
so the reader may wish to proceed directly to Section 2 and return to this
subsection when necessary.

Let f : W → [a, b] be a Morse function on a cobordism W and v an
f -gradient. Let

B1 ⊂ A1 ⊂ ∂1W, B0 ⊂ A0 ⊂ ∂0W

be compact sets. Under some restrictions on v,Ai, Bi we shall construct a
continuous map A1/B1 → A0/B0 derived from the gradient descent.

Recall that we write q � p if p, q ∈ S(f) and there is a broken flow
line of v joining q with p (see Subsection 3.4 of Chapter 4, page 142). The
relation q � p is a partial order on the set S(f), and a subset Σ ⊂ S(f) is
called an initial segment of S(f) if(

p ∈ Σ & q � p
)
⇒

(
q ∈ Σ

)
.

Definition 1.3. Let

B1 ⊂ A1 ⊂ ∂1W, B0 ⊂ A0 ⊂ ∂0W

be compact sets. We say that the condition (D) is fulfilled for f, v and the
pairs (A1, B1), (A0, B0), if

(D1) (−v)�(A1) ⊂ Int A0, (−v)�(B1) ⊂ Int B0,
†

and there is an initial segment Σ of S(f) such that:

If D(p,−v) ∩A1 �= ∅, then p ∈ Σ.(D2)

For every p ∈ Σ we have: D(p, v) ∩ ∂0W ⊂ Int B0.(D3)

The geometric sense of the conditions (D2), (D3) is that the set of
points in A1 where (−v)� is not defined corresponds to the ascending discs
of the critical points whose soles belong to B0, so when we quotient out the
subset B0 we obtain a continuous map A1/B1 → A0/B0.

Let us proceed to the construction of this continuous map. Let ω1

denote the point in A1/B1 corresponding to the collapsed set B1, and let
ω0 denote the point in A0/B0 corresponding to the collapsed set B0. The
image of an element x ∈ A1 (respectively of a subset X ⊂ A1) via the
projection A1 → A1/B1 will be denoted by x (respectively X); similarly
for the images of subsets with respect to the projection A0 → A0/B0.

† Recall that (−v)�(X) is an abbreviation for (−v)�(X \ D(−v)).
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Definition 1.4. Assuming that (D) is satisfied, define a map

(−v)� : A1/B1 → A0/B0

as follows:

(−v)�(ω1) = ω0;

(−v)�(x) = ω0 if x ∈ D(−v);
(−v)�(x) = (−v)�(x) if x ∈ A1 \ (B1 ∪D(−v)).

Proposition 1.5. The map (−v)� is continuous.

Proof. For any point x in the domain of definition of (−v)� the continuity
of (−v)� at x follows immediately from continuity of (−v)�. It remains
therefore to prove continuity of (−v)� at any point

x ∈ {ω1} ∪
(
D(−v) ∩A1

)
= {ω1} ∪

(
D(Σ,−v) ∩A1

)
,

and this follows from the next lemma.

Lemma 1.6. Let xn be a sequence of points in A1, such that

xn → x, and x ∈ D(Σ,−v), xn /∈ D(Σ,−v).
Then

(−v)�(xn)→ ω0 ∈ A0/B0.

Proof. For any δ > 0 the point xn is in the set Bδ(Σ,−v) if n is sufficiently
large. Therefore the points zn = (−v)�(xn) are in Bδ(Σ, v). These sets
form a fundamental system of neighbourhoods of D(Σ, v) (see Proposition
3.24 of Chapter 4, page 144), and since

D(Σ, v) ∩ ∂0W ⊂ Int B0,

the point zn is in B0 for every n sufficiently large, and we have
(−v)�(xn) = zn = ω0. �

Here are some examples when the condition (D) is fulfilled (the main
example provided by cellular gradients will be constructed in Section 2).

Examples 1.7. 1). If the set D(−v) does not intersect A1, the condition
(D) is fulfilled with any B1, Σ = ∅, and B0, A0 satisfying (D1). The
map (−v)� is the quotient map of (−v)�, so that the next diagram of
continuous maps is commutative:

(A1, B1) ��

(−v)�
��

(A1/B1, ∗)

(−v)�
��

(A0, B0) �� (A0/B0, ∗).
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2) Put Σ = S(f); then the condition (D) is fulfilled for B1 = ∅, and any
set B0 containing D(v) ∩ ∂0W in its interior. Here (−v)� is a continuous
map from A1 to A0/B0.

The next proposition will be referred to as the Composition Lemma. It
gives a precise sense to the intuitively obvious idea that for three regular
values λ0 < λ1 < λ2 of a function f the gradient descent from the level
surface f−1(λ2) to f−1(λ0) is the composition of the gradient descent from
f−1(λ2) to f−1(λ1) with the gradient descent from f−1(λ1) to f−1(λ0). Let
us first develop the necessary terminology.

Denote f−1([λ0, λ1]) by W ′. Let

A1 ⊂ B1 ⊂ f−1(λ1), A0 ⊂ B0 ⊂ f−1(λ0)

be compact subsets. Let Σ′ ⊂ S(f |W ′) be an initial segment of S(f |W ′)
such that the condition (D) holds for the restriction of f and v to W ′
and the pairs (A1, B1), (A0, B0). The corresponding map, constructed in
Definition 1.4, will be denoted by

(−v)�[λ1,λ0]
: A1/B1 → A0/B0.

Denote f−1([λ1, λ2]) by W ′′. Let

A2 ⊂ B2 ⊂ f−1(λ2), A′1 ⊂ B′1 ⊂ f−1(λ1)

be compact subsets. Let Σ′′ ⊂ S(f |W ′′) be an initial segment of S(f |W ′′)
such that the condition (D) holds for the pairs (A2, B2), (A′1, B′1) and the
restriction of f and v to W ′′. The corresponding continuous map con-
structed in Definition 1.4 will be denoted by

(−v)�[λ2,λ1]
: A2/B2 → A′1/B

′
1.

Proposition 1.8. In the notation above, assume that

A′1 ⊂ A1, B
′
1 ⊂ B1.

Then the condition (D) holds for the cobordism W̃ = f−1
(
[λ0, λ2]

)
, the

restrictions of f and v to W̃ , the set Σ = Σ′ ∪ Σ′′ ⊂ S(f |W̃ ) and the
subsets

A2 ⊂ B2 ⊂ ∂1W̃ , A0 ⊂ B0 ⊂ ∂0W̃ .

The map
(−v)�[λ2,λ0] : A2/B2 → A0/B0

equals the composition of the following maps:

A2/B2

(−v)�[λ2,λ1]� A′1/B
′
1

I� A1/B1

(−v)�[λ1,λ0]� A0/B0

where I denotes the map induced by the inclusion of pairs (A′1, B
′
1) ⊂

(A1, B1).
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Proof. To prove that the condition (D) is satisfied for the pairs (A2, B2)
and (A0, B0), it suffices to show that Σ is an initial segment of S(f |W̃ );
the other requirements of Definition 1.3 are easy to check. Let p ∈ Σ, q ∈
S(f |W̃ ) and q � p. We must prove that q ∈ Σ. Assume that p ∈ Σ′′, q ∈ Σ′
(the other cases are obvious). There is a sequence of critical points q0 =
q, q1, . . . , qk = p and for every j there is a v-link from qj−1 to qj. There
is a unique j, such that qj−1 ∈ W ′ and qj ∈ W ′′. Then qj ∈ Σ′′ and by
condition (D3) the point of intersection of the (−v)-trajectory from qj to
qj−1 is in B′1 ⊂ B1. Condition (D2) applied to the cobordism W ′ implies
the point qj−1 must be in Σ′ and therefore qi ∈ Σ for every i � j − 1. The
verification of the equality

(−v)�[λ2, λ0]
= (−v)�[λ1, λ0] ◦ I ◦ (−v)�[λ2, λ1]

is not difficult and will be omitted. �
The advantage of considering domains of definition other than ∂0W/S1

is that now we can compare the maps corresponding to different gradients.
Our next aim is to prove that the map (−v)� is homotopically stable with
respect to C0-small perturbations of v.

Theorem 1.9. Let f : W → [a, b] be a Morse function on a cobordism W
and v an f -gradient. Let

B1 ⊂ A1 ⊂ ∂1W, B0 ⊂ A0 ⊂ ∂0W

be compact subsets. Let Σ ⊂ S(f) be an initial segment of S(f) and assume
that the condition (D) holds with respect to the pairs (Ai, Bi) and Σ ⊂ S(f)
(where i = 1, 2).

Then there is δ > 0 such that for every f -gradient w with ||v −w|| < δ
we have:

(1) The condition (D) is also satisfied with respect to the same subset
Σ ⊂ S(f) and the pairs (Ai, Bi).

(2) The maps

(−v)�, (−w)� : A1/B1 → A0/B0

are homotopic.

Proof. α) The easiest case is when the set D(−v) does not intersect A1

and Σ = ∅. In this case the map (−v)� can be lifted to a continuous map

(−v)� : A1 → Int A0.

Our assertion follows immediately from Proposition 3.5 of Chapter 3 (page
102).
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β) The next particular case is when Σ = S(f). The condition (D2) is
clearly satisfied for every f -gradient w. The conjunction of the conditions
(D1), (D3) is equivalent to the conjunction of the following two conditions:(

T (B1,−v) ∪D(v)
)
∩ ∂0W ⊂ Int B0,(

T (A1,−v) ∪D(v)
)
∩ ∂0W ⊂ Int A0,

which will still hold if we replace the f -gradient v by any f -gradient w,
sufficiently C0-close to v (see Proposition 3.7 of Chapter 3, page 103). As
for homotopy of the two gradient descent maps corresponding to v and w,
set wt = (1 − t)v + tw; this is a path of f -gradients satisfying condition
(D), therefore for every t ∈ [0, 1] we have the maps

(−wt)� : A1/B1 → A0/B0.

It remains to show that the map

(x, t) �→ (−wt)�(x) : A1/B1 × [0, 1]→ A0/B0

is continuous. This argument which is completely similar to the proof of
Proposition 1.5 will be omitted.

γ) The general case will be reduced to the two particular cases above
with the help of the Composition Lemma. Pick a Morse function g : W →
[a, b] adjusted to (f, v) and having a regular value λ such that

Σ = S(f) ∩ g−1([a, λ])

(this is possible since Σ is an initial segment of S(f), see Proposition 3.23
of Chapter 4, page 143). Put

W ′ = g−1([a, λ]), W ′′ = g−1([λ, b]).

According to condition (D) the ascending discs of the critical points of
f |W ′′ do not intersect A1. Therefore the sets

A′ = (−v)�[b,λ](A1), B′ = (−v)�[b,λ](B1)

are compact subsets of V = g−1(λ). For every pair (K,M) of compact
subsets of V such that

(2) A′ ⊂ Int K, B′ ⊂ Int M,

the condition (D) is satisfied with respect to the pairs (A1, B1) and (K,M)
and Σ′′ = ∅.

Now let us turn to cobordism W ′. This cobordism satisfies condition
(D) with respect to the pairs (A′, B′) and (A0, B0) and the initial segment
Σ = S(f) ∩W ′. It is easy to check that it is possible to choose the pair
(K,M) satisfying (2) and such that the condition (D) is still verified with
respect to the pairs (K,M) and (A0, B0).
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Now we are ready to check the point (1). For every w sufficiently
C0-close to v the condition (D) is still verified with respect to the pairs
(A1, B1) and (K,M). Also it is verified with respect to the pairs (K,M)
and (A0, B0). It remains to apply Composition Lemma, Proposition 1.8
and the first point is proved.

As for the second point, observe that (again by Proposition 1.8) the
map

(−v)�[b,a] : A1/B1 → A0/B0

is equal to the composition

A1/B1

(−v)�[b,λ]� K/M
(−v)�[λ,a]� A0/B0.

Now just apply α) and β) above and the proof of the theorem is com-
plete. �

2. Definition and first properties of cellular gradients

Let V be a closed m-dimensional manifold and {V k}0�k�m be a Morse-
Smale filtration of V associated to an ordered Morse function φ with the
ordering sequence {ak}. The Morse-Smale filtration of V corresponding to
the function −φ and the ordering sequence bk = −am+1−k will be called the
dual filtration of V and denoted {V̂ k}, so that we have V̂ m−k−1 = V \ V k.

Definition 2.1. Let f : W → [a, b] be a Morse function on a cobordism
W and v an almost transverse f -gradient. We say that v satisfies condition
(C) if there is a Morse-Smale filtration {∂1W

k} of ∂1W and a Morse-Smale
filtration {∂0W

k} of ∂0W such that

(−v)�(∂1W
k) ⊂ Int ∂0W

k ⊃ D(ind�k+1 , v) ∩ ∂0W,(C1)
�
v
(
∂̂0W

k )
⊂ Int ∂̂1W

k
⊃ D(ind�k+1 ,−v) ∩ ∂1W.(C2)

The gradients satisfying condition (C) will be also called cellular gradi-
ents, or C-gradients. The set of all cellular gradients of f will be denoted
by GC(f).

The successive terms of a Morse-Smale filtration can be considered as
thickenings of the skeleta of the corresponding Morse stratification. Ob-
serve an analogy between the gradient descent map associated to a cellular
gradient and a cellular map between CW complexes: (C1) implies that the
thickened k-th skeleton of ∂1W is carried by the gradient descent map to
the thickened k-th skeleton of ∂0W , similarly for (C2).
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The existence of C-gradients for every given Morse function f will be
established in the next chapter, where we prove that the property (C) is
C0-generic, that is, the set GC(f) is open and dense in G(f) with respect
to C0-topology. And now let us discuss the basic properties of the gradient
descent map associated with a cellular gradient.

2.1. Cellular gradient descent maps. We shall now associate to each
cellular gradient a graded-continuous map, derived from the gradient de-
scent. Let f : W → [a, b] be a Morse function on a cobordism W , and v be
an f -gradient satisfying the condition (C). Define a map

(−v)� : ∂1W
k/∂1W

k−1 → ∂0W
k/∂0W

k−1

between the successive quotients of the corresponding Morse-Smale filtra-
tions as follows. Let

ω1 ∈ ∂1W
k/∂1W

k−1, ω0 ∈ ∂0W
k/∂0W

k−1

be the points corresponding to the collapsed subsets ∂1W
k−1, respectively

∂0W
k−1. For a point x ∈ ∂1W

k we denote by x its image in the quotient
space ∂1W

k/∂1W
k−1; similar notation will be used for the points of ∂0W

k.
For x ∈ ∂1W

k put

(−v)�(x̄) = ω0 if x̄ = ω1 or x ∈ D(−v),
(−v)�(x̄) = (−v)�(x) if x /∈ ∂1W

k−1 ∪D(−v).

Intuitively, to obtain the image of a point x ∈ ∂0W
k we apply the map

(−v)�; when it is not possible we just send x to the point ω0.
This definition is a particular case of Definition 1.4 from Section 1 (page

234). Indeed, let Σ denote the set of all critical points of f of indices � k.
Condition (C2) implies that only the ascending discs D(p,−v) with p ∈ Σ
can intersect ∂1W

k. Put

A1 = ∂1W
k, B1 = ∂1W

k−1,(3)

A0 = ∂0W
k, B0 = ∂0W

k−1,(4)

and observe that the condition (D) from Definition 1.3 holds for the pairs
(A1, B1) and (A0, B0). Proposition 1.5 implies the following:

Proposition 2.2. The map

(−v)� : ∂1W
k/∂1W

k−1 → ∂0W
k/∂0W

k−1

is continuous. �
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Let us recall the main geometric reason for the continuity of this map.
The map (−v)� being continuous, only the points in D(−v) could make
a problem. If x ∈ D(p,−v) for some critical point p ∈ S(f), then the
condition (C2) implies that indp � k. Therefore the sole of the descending
disc D(p, v) is in ∂0W

k−1 (by condition (C1)). Observe that in the space
∂0W

k/∂0W
k−1 all the subspace ∂0W

k−1 is collapsed to one point, and this
leads to the continuity of the map (−v)�.

2.2. An example. In this subsection we give an example of a cellular
gradient. The cobordism W in question is the “pants” manifold (see page
42), which is diffeomorphic to a 2-dimensional closed disc, with two smaller
open discs removed. Embed this cobordism in the Euclidean plane as it is
shown in Figure 30 whereW is shaded. The set ∂1W (the interior boundary
of the shaded domain) is the disjoint union of two circles. The set ∂0W
(the exterior boundary) is an ellipse. The function f is the usual height
function, see page 42. It has one critical point p of index 1 (the center of the
ellipse). The two descending discs of v are shown by the vertical segments,
and the two ascending discs are shown by the horizontal segments.† The
Morse-Smale filtration of ∂1W , required by the condition (C), arises from
the Morse function whose restriction to each of the circles is the standard
height function on the circle with two critical points. The critical points
of index 1 are depicted by small white circles, and the points of index 0
by small black circles. The set ∂1W

0 is the union of two black half-circles,

and the set ∂̂1W
0

= ∂1W \ ∂1W 0 is the union of two white half-circles. As
for the lower component ∂0W , the corresponding Morse function has four
critical points: two maxima and two minima. Four curves with arrows on
the picture show four flow lines of (−v); it is clear from the picture that

(−v)�(∂1W
0) ⊂ Int ∂0W

0 ⊃ D(p,−v) ∩ ∂0W.

† The arrows show the direction of the vector field (−v).
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p

A

B

FIGURE 30.

The set ∂1W
1/∂1W

0 is homeomorphic to the wedge of two circles Sl∨Sr
corresponding to the components of ∂1W . The set ∂0W

1/∂0W
0 is also

homeomorphic to the wedge of two circles S′l ∨S′r corresponding to the left
and the right white half-circles on the picture. The map (−v)� sends Sl
to S′l , and this map is of degree 1. Similarly, (−v)�(Sr) = S′r and this
map is of degree 1.

This picture illustrates the general principle of definition of the map
(−v)�. Let us see what happens with the left component of ∂1W (the
left circle on the figure), while it descends to ∂0W along the gradient flow
lines. This circle is cut by the ascending disc of p, and its image in ∂0W
with respect to (−v)� is diffeomorphic to an open interval. The ends of
this interval (the fat black point A on the top and the fat black point B in
the bottom) belong to the set ∂0W

0, and after collapsing ∂0W
0 to a point,

A and B are identified, and the map (−v)� is continuous.





CHAPTER 8

Cellular gradients are C0-generic

1. Introduction

Let f : W → [a, b] be a Morse function on a cobordism W ; we denote
by G(f) the set of all f -gradients. As usual the C0 norm in the space
of all vector fields is denoted by || · ||. The next result will be called the
C-approximation theorem; it is one of the central topics of the book.

Theorem 1.1. The subset GC(f) of all cellular f -gradients is open and
dense in G(f) with respect to C0 topology.

Moreover, let u be any almost transverse f -gradient, ε > 0, and U be a
neighbourhood of ∂W . Then there is v ∈ GC(f), such that

||v − u|| � ε and supp (v − u) ⊂ U \ ∂W.
Before embarking on the proof which will occupy the rest of the present
chapter, let us deduce some corollaries. We shall often work with sets
which are open and dense with respect to C0 topology, and it is convenient
to reserve a special term for this property.

Definition 1.2. Let ξ : E → W be a C∞ Riemannian vector bundle over
a cobordism W . Let E denote the vector space of all the C∞ sections of
ξ, and let X ⊂ E . A subset A ⊂ E is called C0-generic in X if A ∩ X is
open and dense in X with respect to C0 topology. A property A is called
C0-generic in X if the set of all elements of X with the property A is
C0-generic in X.

Theorem 1.1 above says that the condition (C) is C0-generic in G(f).
Observe that by definition every cellular gradient is almost transverse,
therefore the property (C) is C0-generic in the set GA(f) of all almost
transverse f -gradients. The case of transverse gradients is only slightly
more difficult:

Corollary 1.3. The property (C) is C0-generic in the set GT (f) of all
transverse f -gradients.

Proof. The openness is guaranteed by Theorem 1.1. Let us prove that

GC(f) ∩GT (f)
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is C0-dense in GT (f). Let δ > 0, and let u ∈ GT (f). Pick a cellular f -
gradient w with ||w − u|| < δ/2. The set GC(f) being C0-open, there is
ε > 0 such that every f -gradient v with ||w− v|| < ε is in GC(f). Now pick
a transverse f -gradient v with ||w− v|| < min(ε, δ/2) (see Corollary 3.32 of
Chapter 4 (page 147)), then ||v − u|| < δ, and the proof is finished. �

2. The stratified gradient descent

In this subsection we begin our preparations for the proof of Theorem
1.1. Let f : W → [a, b] be a Morse function on a cobordism W and v an
f -gradient. Recall the transport map

(−v)� : ∂1W \D(−v) ≈� ∂0W \D(v)

(see Section 3 of Chapter 3, page 99). For a compact submanifold L ⊂ ∂1W
the image (−v)�(L\D(−v)) is a submanifold of ∂0W which is not compact
in general. To compactify it we can add to it the soles of the descending
discs of v. The resulting object is not a submanifold any longer, but can
be considered as a stratified submanifold. Thus one of the possible ways of
regularizing the gradient descent is to regard it as a map between stratified
manifolds. This approach to the gradient descent is the aim of the present
chapter. Our notion of a stratified submanifold differs from the classical
notion of Whitney-stratified submanifolds. The objects which we introduce
and study in the next subsection (we call them s-submanifolds) are simpler
to define and carry less structure than the Whitney-stratified spaces.

2.1. s-submanifolds. Let A = {A0, . . . , Ak} be a finite sequence of sub-
sets of a topological space X. We denote As also by A(s), and we denote
A0 ∪ · · · ∪As by A�s and also by A(�s). We say that A is a compact family
if A(�s) is compact for every s.

Definition 2.1. Let M be a manifold without boundary. A finite sequence
A = {A0, . . . , Ak} of subsets of M is called an s-submanifold of M (s for
stratified) if:

(1) The sets A0, . . . , Ak are pairwise disjoint and each Ai is a subman-
ifold of M of dimension i.

(2) A is a compact family.

A compact C∞ submanifoldA ⊂M can be regarded as an s-submanifold
(A0, . . . , Ak) where k = dimA and Ai = ∅ for i �= k, and Ak = A. A com-
pact ∂-submanifold also gives rise to an s-submanifold.

For an s-submanifold A = {A0, . . . , Ak} the largest s such that As �= ∅
is called the dimension of A, and denoted by dim A. For a diffeomorphism
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Φ : M → N and an s-submanifold A of M we denote by Φ(A) the s-
submanifold of N defined by Φ(A)(i) = Φ(A(i)).

Here is a basic example of an s-submanifold. Let f : W → [a, b] be a
Morse function on a cobordism W , v be an f -gradient. Recall the notation

D(ind=i ; v) =
⋃

ind p=i

D(p, v).

Define a family of subsets of W :

D(v) = {D(ind=i ; v)}0�i�dimW .

For λ ∈ [a, b] define a family of subsets of f−1(λ):

Dλ(v) = {D(ind=i+1 ; v) ∩ f−1(λ)}0�i�dimW−1.

Lemma 2.2. Assume that v satisfies the almost transversality condition.
Then:

(1) D(v) is a compact family.
(2) For every regular value λ of f the family Dλ(v) is an s-submanifold

of f−1(λ).
(3) If ∂W = ∅, then D(v) is an s-submanifold of W , transverse to

f−1(λ) for every regular value λ of f .

Proof. Follows immediately from Proposition 3.43 of Chapter 4 (page
151). �

Now we proceed to the transversality theory for s-submanifolds.

Definition 2.3. Let A,B be s-submanifolds of M .
(1) We say, that A is transverse to B (notation: A � B) if A(i) � B(j)

for every i, j.
(2) We say that A is almost transverse to B (notation: A � B) if

A(i) � B(j) for i+ j < dimM .

If V is a compact submanifold of M , transverse to an s-submanifold A,
then the family {A(i) ∩ V } is an s-submanifold of V which will be denoted
by A ∩ V .

Remark 2.4. Note, that A � B if and only if A(�i) ∩ B(�j) = ∅ whenever
i+ j < dimM .

R. Thom’s Transversality Theory implies that two compact submani-
folds of a given manifold can be made transverse by a small perturbation
of one of them.

We are going to prove that two s-submanifolds of a given manifold can
be made almost transverse by a small perturbation of one of them. The
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perturbations with which we shall be working, are the isotopies defined by
time-dependent vector fields (see Subsection 1.3 of Chapter 4, page 119).

Let I, I ′ be a pair of intervals of R such that I ′ ⊂ Int I. Recall that for
a compact subset K ⊂M we denote by Vect∞(M × I;K, I ′) the subset of
Vect∞(M × I) formed by all vector fields v such that:

(1) supp (v − v0) is a compact subset of K × I ′, where v0 = (0, 1),
(2) the second coordinate of v is equal to 1 everywhere.

To each vector field v ∈ Vect∞(M × I;K, I ′) we associated the shift diffeo-
morphism Tv : M →M (see page 120).

Proposition 2.5. Let A,B be s-submanifolds of a closed manifold M . Let
I, I ′ be intervals satisfying I ′ ⊂ Int I. Put V = Vect∞(M × I;M, I ′). Then
the subset of vector fields v ∈ V, such that

Tv(A) � B

is open in V with respect to C0-topology and dense in V with respect to C∞
topology.

Proof. C0-openness follows from the next lemma.

Lemma 2.6. Let X,Y ⊂M be two compact sets. Then the set of all v ∈ V
such that

Tv(X) ∩ Y = ∅
is an open subset in V with respect to C0-topology.

Proof. The diffeomorphism Tv : M → M can be considered as the exit
function for the vector field v on the cobordism W = M × I. Now the
result is an immediate consequence of Proposition 3.5 of Chapter 3 (page
102). �

Let us proceed to the density property. Let Ak be one of the submani-
folds in the family A. Let us call a patch for Ak a chart

Φ : U → Bk(0, 3R) ⊂ Rk

for Ak such that the normal bundle to Ak restricted to U is trivial. For a
given patch Φ let us denote by ΔΦ the set Φ−1(Dk(0, R)). The next lemma
asserts that by a small perturbation of v we can put ΔΦ in a general position
with respect to B.

Lemma 2.7. Let Φ : U → Bk(0, 3R) ⊂ Rk be a patch for Ak. Let LΦ be
the set of all v ∈ V such that

Tv(ΔΦ) ∩Bj = ∅
for every Bj ∈ B with j + k < dimM . Then LΦ is C0-open and C∞-dense
in V.



Section 2. The stratified gradient descent 247

Before proving the lemma we shall deduce from it our theorem. Choose a
countable family of patches Φi : Ui → Rk (each for its own Ak) such that
the sets Φ−1

i (B(0, R)) form a covering of ∪iAi. This is possible since each
Ai is a topological space with countable base. For each patch Φi the set
LΦi is open and dense in V with respect to C∞ topology, therefore by the
Baire theorem the intersection of these sets is dense in V.

Proof of Lemma 2.7. Lemma 2.6 implies that LΦ is C0-open. As
for the C∞ density, it suffices to prove that the vector field v0 = (0, 1) is
in the closure of LΦ. This last assertion is easily reduced to the proof of
the following lemma about submanifolds and vector fields in the Euclidean
space.

Lemma 2.8. Let

N = Bk(0, 3R) ×Rm−k and Q = Dk(0, 2R) × 0 ⊂ N.

Let S ⊂ N be any submanifold of dimension < m− k and

U ⊂ Vect∞(N × I;Q, I ′)
be a neighbourhood of v0 = (0, 1). Then there is w ∈ U such that

Tw(Dk(0, R)) ∩ S = ∅.

Proof. Let S′ ⊂ Rm−k be the projection of S to the second component.
We shall construct a vector field w ∈ U and a vector h ∈ Rm−k \ S′ such
that

Tw(Dk(0, R)) = Dk(0, R) + h,

then the sets Tw(Dk(0, R)) and S are obviously disjoint.
Pick any numbers 0 < ρ < r and recall that by Lemma 1.8 of Chapter 4

(page 120) there is a continuous map

σ : Bm−k(0, ρ/2) → Vect∞
(
Bm−k(0, r) × I;Dm−k(0, ρ), I ′

)
such that Tσ(h)(0) = h. Pick a smooth function λ on Bk(0, 3R) such that
λ(y) = 1 for |y| � R and λ(y) = 0 for |y| � 2R. Then the time-dependent
vector field

wh(y, x, t) =
(
0, λ(y)σ(h)(x, t)

)
, where

y ∈ Bk(0, 3R), x ∈ Rm−k, t ∈ I
satisfies

Tw(Dk(0, R)) = Dk(0, R) + h.

For a sufficiently small vector h the vector field wh is in the neighbour-
hood U . It remains to observe that by the Sard Lemma there are arbitrarily
small vectors h ∈ Rm−k \ S′, and the proof of our lemma is complete. �
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2.2. Tracks of s-submanifolds. Let f : W → [a, b] be a Morse function
on a cobordism W and v an f -gradient. Recall the definition of the track
of a subset X ⊂ ∂0W :

T (X,−v) = {γ(x, t;−v) | x ∈ X, t � 0}.
In this subsection we extend the notion of track to the category of s-
submanifolds. Let A = {A0, A1, . . . , Ak} be an s-submanifold of ∂1W ,
and v an almost transverse f -gradient.

Definition 2.9. For 0 � i � k + 1 set

TAi(−v) = T (Ai−1,−v) ∪D(ind=i ; v). †

The family
T(A,−v) = {TAi(−v)}0�i�k+1

is called the track of A with respect to (−v).
Lemma 2.10. If

(1) A � Db(−v),
then T(A,−v) is a compact family.

Proof. Our task is to prove that the set

Qs =
⋃

0�i�s
TAi(−v)

is compact for every s. Let φ : W → [a, b] be an ordered Morse function,
such that v is a φ-gradient, and let (a0, . . . , am+1) be the ordering sequence
for φ (here m = dimW ). Let

W ′ = φ−1
(
[a, as]

)
, W ′′ = φ−1

(
[as, b]

)
.

Then all the critical points of φ of indices < s are in W ′ and those of indices
� s are in W ′′. The condition (1) implies that

A�s−1 ∩D(ind�m−s ;−v) = ∅.

Thus every (−v)-trajectory, starting at a point of A�s−1 reaches ∂0W
′′ =

φ−1(as). Then
Qs ∩W ′′ = T (A�s−1,−v) ∩W ′′

is compact by Lemma 3.2 of Chapter 3 (page 100). Let

Ks = T (A�s−1,−v) ∩ ∂1W
′.

Then
Qs ∩W ′ = T (Ks,−v) ∪D(v|W ′),

and this set is compact by one more application of the same lemma. �
† For notational convenience we set A−1 = ∅.
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In general the subsets of W , which form the family T(A,−v) are man-
ifolds with non-empty boundary. For example, if v has no zeros, then
T(A,−v) is homeomorphic to A× [0, 1].

Definition 2.11. The family

(−v)�(A) =
{
TAi+1(−v) ∩ ∂0W )

}
0�i�k

is called the (−v)�-image of A.

The next lemma is obvious.

Lemma 2.12. The family (−v)�(A) is an s-submanifold of ∂0W .

Similarly, for every regular value λ we have an s-submanifold

(−v)�[b,λ](A) =
{
TAi+1(−v) ∩ f−1(λ)

}
0�i�k

of f−1(λ).
Now let us return to the condition (1) which is required for the definition

of T(A,−v). It turns out that this condition can always be achieved by a
small perturbation of v. This will be proved in Subsection 2.4 after we
develop the necessary techniques in Subsection 2.3.

2.3. Horizontal drift constructions. Let f : W → [a, b] be a Morse
function on a cobordism W , and v be an f -gradient. Let

�
v : ∂0W \D(v)→ ∂1W \D(−v)

denote the transport map. Let ξ be a C∞ vector field on ∂1W , and let
Φ(ξ, 1) be the corresponding diffeomorphism of ∂1W to itself. We will
modify v in a neighbourhood of ∂1W in such a way that the transport map
for the resulting gradient w satisfies:

�
w = Φ(ξ, 1) ◦�v .

The construction is geometrically quite obvious. In a small neighbour-
hood of ∂1W we add to the vector field v a component “parallel to ξ ” so
that the trajectories of the new vector field w will drift in the horizontal
direction along the vector field ξ while approaching ∂1W .

The aim of the present subsection is to describe this construction in
detail; the results will be used many times in the sequel.

A. Horizontal drift construction nearby ∂1W .

We shall impose an additional restriction on the pair (f, v), which makes
the constructions easier.
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Definition 2.13. Let f : W → [a, b] be a Morse function on a cobordism
W and v an f -gradient. We say that the pair (f, v) has collars of height α
if a+ α < b− α and

f ′(x)(v(x)) = 1 for every x ∈ f−1
(
[a, a+ α] ∪ [b− α, b]

)
.

Not every pair (f, v) has collars, but it is always possible to find a vector
field w, equivalent to v in such a way that the pair (f,w) has collars of some
height α > 0. If (f, v) has collars of height α, then we have C∞ maps

Φ1 : ∂1W × [−α, 0]→ W ; Φ1(x, t) = γ(x, t; v),

Φ0 : ∂0W × [0, α]→W ; Φ0(x, t) = γ(x, t; v)

(so that ∂0W and ∂1W have collars of height α with respect to v, see
Definition 2.5 of Chapter 1, page 25).

Proposition 2.14. Assume that the pair (f, v) has collars of height α. Let
I = [−α, 0], and choose any closed interval I ′ ⊂ Int I. Then for every
time-dependent vector field

η ∈ Vect∞
(
∂1W × I; ∂1W, I

′
)

on ∂1W there exists an f -gradient Zη such that:

(1) supp (Zη − v) ⊂ Φ1(∂1W × I ′).
(2) Zη� = Tη ◦

�
v , where Tη is the shift diffeomorphism associated

with η.
(3) The map

η �→ Zη; Vect∞
(
∂1W × I; ∂1W, I

′
)
→ G(f)

is continuous (with respect to the C∞ topologies), and Z0 = v.

Proof. Define a vector field Zη on W by

Zη(y) = v(y) if y /∈ Im Φ1,

Zη(y) =
(
(Φ1)∗η

)
(y) if y ∈ Im Φ1.

Observe that Zη is again an f -gradient, since the vector field Zη − v is
tangent to the level surfaces of f . It is clear that

�
Zη = Tη ◦

�
v ;

the property (3) is also obvious. �

We shall use in the sequel a particular case of this construction.
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Definition 2.15. Assume that W is endowed with a Riemannian metric.
We shall say that the pair (f, v) has framed collars of height α if (f, v) has
collars of height α and the maps Φ0,Φ1 from Definition 2.13 are isometries
when the manifolds ∂1W × [−α, 0], ∂0W × [0, α] are endowed with the
product metric.

Proposition 2.16. Assume that (f, v) has framed collars of height α. For
every ξ ∈ Vect∞(∂1W ) there is an f -gradient vξ such that:

(1) (vξ)
� = Φ(ξ, 1) ◦�v .

(2) supp (vξ − v) ⊂ Int Im Φ1 \ ∂1W .
(3) ||vξ − v|| � 3

α ||ξ||.
(4) The map

ξ �→ vξ; Vect∞(∂1W )→ G(f)

is continuous in C∞ topology and also in C0 topology.

Proof. Pick a C∞ function h : [0, 1]→ R+ satisfying the following condi-
tions:

A) the support of h is in ]14 ,
3
4 [;

B) h is constant on the interval ]13 ,
2
3 [, where it takes its maximal

value H;
C) the integral of h is equal to 1.

The maximal value H of the function h is then between 2 and 3. Define
a vector field

η ∈ Vect
(
∂1W × I, ∂1W, I

′
)
, with I = [−α, 0], I ′ =

[
−3

4
α,−1

4
α

]

as follows:

η(x, t) = v0(x, t) + hα(t) · ξ(x), where

v0(x, t) = (0, 1) and hα(t) =
1
α
h(−t/α)

(the graph of the function hα(t) is depicted in the next picture).



252 Chapter 8. Cellular gradients are C0-generic

H
α

hα(t)

t−α

Observe that the shift diffeomorphism Tη associated to η equals Φ(ξ, 1).
Now define the vector field vξ as the result of the horizontal drift construc-
tion applied to v and η, that is, put

vξ = Zη,

where Zη was defined during the proof of Proposition 2.14. The properties
(1), (2) and (4) of the statement of our proposition follow from Proposition
2.14. As for (3), recall that Φ1 is an isometry, and write

||v − vξ|| = 1
α ·H · ||ξ|| � 3

α · ||ξ||. �

B. Horizontal drift construction with respect to both components of the
boundary.

A similar construction can be applied to the lower component of the bound-
ary ∂0W . We can also apply simultaneously the two constructions nearby
both components of the boundary. The properties of the resulting gradient
are described in the proposition below (we work with the gradient descent
(−v)� as it is necessary for subsequent applications.)

Proposition 2.17. Assume that (f, v) has framed collars of height α. Let

ξ0 ∈ Vect∞(∂0W ), ξ1 ∈ Vect∞(∂1W ).
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There is an f -gradient w = wξ0,ξ1 such that:
(1) (−w)� = Φ(−ξ0, 1) ◦ (−v)� ◦Φ(−ξ1, 1).
(2) supp (w − v) ⊂ Int

(
Im Φ0 ∪ Im Φ1

)
\ ∂0W .

(3) ||w − v|| � 3
α ·max

(
||ξ0||, ||ξ1||

)
.

(4) The map

(ξ0, ξ1) �→ wξ0,ξ1; Vect∞(∂0W )×Vect∞(∂1W )→ G(f)

is continuous in C∞ topology and also in C0 topology. �

2.4. A lemma on small perturbations. Now we can prove the property
mentioned in the end of Subsection 2.2.

Proposition 2.18. Let f : W → [a, b] be a Morse function on a cobordism
W and v an almost transverse f -gradient. Let A be an s-submanifold of
∂1W , B be an s-submanifold of ∂0W . Let U be a neighbourhood of ∂W , and
W be a neighbourhood of v in the space G(f) (endowed with C∞ topology).
Then there is an almost transverse f -gradient w ∈ W, such that:

(1) Db(−w) � A, Da(w) � B;
(2) (−w)�(A) � B;

�
w(B) � A;

(3) supp (v − w) ⊂ U \ ∂W .

Proof. Let us first consider the case when the pair (f, v) has collars of
height α. Let C0 = Im Φ0, C1 = Im Φ1 where Φ1,Φ0 are defined as
follows:

Φ1 : ∂1W × [−α, 0]→W ; Φ1(x, t) = γ(x, t; v),

Φ0 : ∂0W × [0, α]→W, Φ0(x, t) = γ(x, t; v).

Let I = [−α, 0], pick any closed interval I ′ ⊂ Int I. Choose a time-
dependent vector field

η ∈ Vect∞(∂1W × I; ∂1W, I
′)

such that
Tη

(
Db(−v)

)
� A

(this is possible by Proposition 2.5, page 246). Applying Proposition 2.14
we obtain an f -gradient w0 = Zη which satisfies

Db(−w0) = Tη

(
Db(−v)

)
� A, supp (v − w0) ⊂ Int C1 \ ∂1W.

Therefore the (−w0)�-image of the s-submanifold A is defined (see Defi-
nition 2.11). Choosing the vector field η sufficiently small we can achieve
that w0 ∈ W (see point (3) of Proposition 2.14).
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Now apply a similar construction to the s-submanifold (−w0)
�(A), and

the s-submanifold B. We obtain a vector field w ∈ W such that

(−w)�(A) � B,

supp (w − w0) ⊂ Int C0 \ ∂0W.

It is easy to deduce that w�(B) � A. Moreover, Db(−w) = Db(−w0) � A.
Therefore the vector field w satisfies all the requirements of our propo-
sition. �

Now let us consider the general case when we do not assume that the
pair (f, v) has collars. Let f be a Morse function and v an f -gradient. Let
φ be a strictly positive C∞ function on W such that supp (1 − φ) is in
a small neighbourhood of ∂W , and such that in a neighbourhood of ∂W
we have φ(x) = f ′(x)(v(x)). The vector field v1(x) = φ(x)−1 · v(x) is an
f -gradient, and the pair (f, v1) has collars. Choose a vector field w1 which
satisfies the conclusions of the proposition with respect to (f, v1), and set
w(x) = φ(x) · w1(x). Then w satisfies (1)–(3) and is close to v in C∞
topology, if w1 is sufficiently close to v1 in C∞ topology. �

3. Quick flows

Let f : M → R be a Morse function on a closed manifold M , and v a
transverse f -gradient. The family

D(v) = {D(ind=i ; v)}
is a cellular decomposition of M . The family D(−v) is a cellular decompo-
sition, which is in a sense dual to D(v). Recall in particular that the Morse
complex M∗(−f,−v) is dual to M∗(f, v) (see Theorem 1.16 of Chapter 6,
page 206). We begin this section with a discussion of another manifesta-
tion of the duality phenomenon. Namely, we prove that for a given k the
δ-thickening

Bδ(ind�k ; v)
of the k-skeleton of the Morse stratification is homotopy equivalent to the
complement

M \Bδ(ind�m−k−1 ;−v)
of the δ-thickened (m − k − 1)-skeleton of the dual Morse stratification
(where m = dimM). Observe first of all that for every δ > 0 sufficiently
small we have an inclusion

(2) Bδ(ind�k ; v) ⊂M \Bδ(ind�m−k−1 ;−v) for every k.

Indeed, pick any ordered Morse function φ : M → R adjusted to (f, v),
and let Mk and M̂k be the Morse-Smale filtrations corresponding to φ and,
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respectively, −φ (see Subsection 3.8 of Chapter 4, page 157). Every δ > 0
for which we have

Bδ(p) ⊂Mk for indp � k;
Bδ(q) ⊂ M̂m−k−1 for indq � k + 1

satisfies (2).

Proposition 3.1. Let f : M → R be a Morse function on a closed m-
dimensional manifold M , and v an almost transverse f -gradient. Let δ > 0
be a real number such that (2) holds. Then for every k we have:

(A) The inclusion

I : Bδ(ind�k ; v) ⊂ � M \Bδ(ind�m−k−1 ;−v)
is a homotopy equivalence.

(B) For every T > 0 sufficiently large we have:

Φ(−v, T )
(
M \Bδ(ind�m−k−1 ;−v)

)
⊂ Bδ(ind�k ; v)

and the restriction of Φ(−v, T ) to M \ Bδ(ind�m−k−1 ;−v) is the
homotopy inverse for the inclusion I.

Proof. Let us begin with (B). Put

Bδ =
⋃

p∈S(f)

Bδ(p), and K = M \Bδ.

There are no critical points of f in K, therefore there is C > 0 such that
f ′(x)(v(x)) > C for x ∈ K. For any v-trajectory γ(t) we have

d

dt
f(γ(t)) = f ′

(
γ(t)

)
(γ′(t)) = f ′

(
γ(t)

)(
v(γ(t))

)
,

therefore
d

dt
f(γ(t)) > C if γ(t) ∈ K.

Thus the time during which a v-trajectory can stay in K is not more then
T0 = (max f −min f)/C. Now let y ∈M \Bδ(ind�m−k−1 ;−v). The (−v)-
trajectory γ(y, ·;−v) intersects the set Bδ at some moment t0 � T = T0+1.
The point p ∈ S(f) such that γ(y, t0;−v) ∈ Bδ(p) is necessarily of index
less than k, since the set M \ Bδ(ind�m−k−1 ;−v) is (−v)-invariant. The
set Bδ(ind�k ; v) is also (−v)-invariant, therefore γ(y, t;−v) ∈ Bδ(ind�k ; v)
for every t � T , and the first point of (B) is proved.

The rest follows by an application of Lemma 1.8 of Chapter 5 (page
171) to the homotopy

Φ(−v, t), t ∈ [0, T ]
(observe that the subspaces Bδ(ind�k ; v) and M \Bδ(ind�m−k−1 ;−v) of M
are both invariant with respect to this homotopy). �
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The point (B) of the above proposition implies that for a given Morse
function f : M → R and an almost transverse f -gradient v the down-
ward gradient descent along the flow lines of v will push the complement
M \Bδ(ind�m−k−1 ;−v) to Bδ(ind�k ; v) if the time T of the descent is suf-
ficiently large. Given δ > 0 one can ask, what is the infimum T (v, δ) of the
values of T such that

Φ(−v, T )
(
M \Bδ(ind�m−k−1 ;−v)

)
⊂ Bδ(ind�k ; v).

The number T (v, δ) is an interesting geometric characteristic of the dy-
namical system associated to the vector field v. It is clear that for a given
vector field v we have

T (v, δ)→∞ when δ → 0,

so that T (v, δ) tends to be very large when δ is small. The main result of
the present section in a sense contradicts this intuition. Namely, we will
show that for a given closed Riemannian manifold and given ε > 0, δ > 0
there is a Morse function f : M → R and an almost transverse f -gradient
v, such that

||v|| � 1, T (v, δ) � ε.
The critical points of such Morse functions are spread very densely in the
manifold, so that a v-trajectory starting at a given point of M hits almost
immediately the δ-ball around one of critical points.†

Since T (Cv, δ) = C−1T (v, δ), we can reformulate this result as follows:
for a given closed Riemannian manifold and a given C > 0, δ > 0 there is
always a Morse function f : M → R and an almost transverse f -gradient
v, such that

||v|| � C, T (v, δ) � 1.
This is the contents of Theorem 3.6 of the present section. These results
will be used in Chapter 12.

Here is the outline of the section. Our first step is to show that the
properties of the gradient flow discussed above are directly related to the
properties of the maximal length of its integral curves (Proposition 3.4).
Theorem 3.6 says that on every cobordism for every C > 0 there is a Morse
function f and its gradient v such that the maximal length of the integral
curves of v is less than C. The proof is done in Subsection 3.6 by induction
on the dimension of the cobordism. We show that the essential case is that
of the product cobordism V × [a, b] and we study this case in Subsections
3.3–3.5. The main part of the argument is the construction of some special

† The Morse stratification corresponding to such a vector field is a Morse-theoretic coun-
terpart of a triangulation whose simplices have small diameter; such triangulations can
be obtained by subdividing any given triangulation of a manifold.
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Morse function on the cobordism V × [a, b]. Let us give here a brief outline
of this construction in the particular case V = S1, which can be easily
visualized (see Figure 31).

FIGURE 31.

We start with the projection φ0 : V × [a, b] → [a, b], which is the height
function corresponding to the embedding of the cylinder V × [a, b] to R3

shown on the left of the figure. Now let us “fold” the function φ0
†) and

obtain a function φ1 : V × [a, b] → [a, b] having two critical submanifolds
each diffeomorphic to a circle (see the second picture in the figure). Per-
turbing φ1 in a neighbourhood of these circles we obtain a Morse function

† The letter “S” in the term “S-construction” refers to the Russian word “skladka” which
means “fold” in English.
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φ2 : V × [a, b] → [a, b] (see the right hand side of the figure), which is
by definition the result of the S-construction, applied to the cobordism
V × [a, b].

The S-construction will be used as follows. Let us start with the φ0-
gradient v0 = (0, 1). The integral curves of v0 are vertical straight lines. It is
not difficult to construct from it a φ2-gradient v2, whose integral curves are
shorter than those of v0. Consider for example a (−v2)-trajectory starting
at ∂1W ≈ V . It descends to the valley which it can not leave; in particular,
it never reaches ∂0W .

The basic geometric idea of the proof of Theorem 3.6 for the product
cobordisms is as follows. Start with a product cobordism V × [a, b] and
cut it into very thin slices of the form V × [ai, bi]. Applying to each of
these slices the S-construction, we obtain at the end a Morse function on
V × [a, b] and its gradient, whose integral curves have very small length.
And this leads to the proof of our theorem.

3.1. Theorem on the existence of quick flows. Let W be a Riemann-
ian cobordism, f : W → [a, b] a Morse function, v a gradient-like vector
field for f .

Exercise 3.2. Show that every integral curve of v has finite length.

Definition 3.3. We say that v is C-quick if the length of every integral
curve of v is not greater than C. The minimum of the numbers C such
that v is C-quick is called the quickness constant of v and denoted Q(v).

The following proposition relates the quickness constant to the prop-
erties of the gradient descent discussed in the beginning of this section.
Recall that two vector fields v,w are called equivalent if w = φ · v where φ
is a strictly positive C∞ function f : W → R such that φ(x) = 1 for every
x in a neighbourhood of S(v).

Proposition 3.4. Let ∂W = ∅ and let v be a C-quick gradient-like vector
field for f . Then for every δ > 0 there is a gradient-like vector field w for
f such that w is equivalent to v, ||w|| � C and for every k we have:

Φ(−w, 1)(W \Bδ(ind�m−k−1 ;−w)) ⊂ Bδ(ind�k ;w).(A)

Φ(w, 1)(W \Bδ(ind�m−k−1 ;w)) ⊂ Bδ(ind�k ;−w).(B)

Proof. Let Bδ = ∪p∈S(f)Bδ(p). Pick a C∞ function h : W → R such that

h(x) = 1 in a neighbourhood of S(f),

||h(x)v(x)|| = C for every x /∈ Bδ,
||h(x)v(x)|| � C for every x.
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Put
w(x) = h(x)v(x),

then the vector field w is equivalent to v, and ||w|| � C. Let us prove that
the properties (A) and (B) hold for w.

Lemma 3.5. Let y ∈W . Then
(1) There is t0 � 1 such that γ(y, t0;w) ∈ Bδ.
(2) There is t0 � 1 such that γ(y, t0;−w) ∈ Bδ.

Proof. Observe that each maximal integral curve of w is defined on R,
and its length is not more than C. If the property 1) does not hold, then
γ(y, [0, 1];w) ⊂ W \ Bδ. By the construction of the function h we have
||w(x)|| = C for every x /∈ Bδ therefore the length of the curve γ(y, [0, 1];w)
is equal to C. We deduce that the length of the maximal integral curve of w
which passes through y is strictly greater than C and obtain a contradiction
with the condition of C-quickness of v. Thus we have proved the property
(1), the proof of (2) is similar. �

Now let us return to the proof of the proposition. To prove the property
(B) let y ∈W \Bδ(ind�m−k−1 ;w). By the lemma above we have:

γ(y, t0;w) ∈ Bδ(p) for some p ∈ S(f) and t0 � 1.

The set W \Bδ(ind�m−k−1 ;w) is (−w)-invariant, therefore indp � m− k.
Thus

γ(y, t0;w) ∈ Bδ(ind�k ;−w)
and since the last set is w-invariant, we have

γ(y, 1;w) ∈ Bδ(ind�k ;−w).

The property (A) is proved similarly. �
The main aim of the present section is the following theorem.

Theorem 3.6. Let W be a Riemannian cobordism and C > 0. There is
a Morse function f on W and an almost transverse C-quick gradient-like
vector field for f .

The proof occupies the rest of the section.

Definition 3.7. Let us call a Riemannian cobordism W regular if for every
C > 0 there is a Morse function f : W → [a, b] having an almost transverse
C-quick gradient-like vector field for f .

Theorem 3.6 says every cobordism is regular. Observe that if W,W ′ are
two diffeomorphic Riemannian cobordisms, then W is regular if and only
if W ′ is regular, so that regularity of a cobordism does not depend on the
particular choice of the Riemannian metric on it. Let us start our study of
regular cobordisms with a simple example.
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Proposition 3.8. S1 is regular.

Proof. Identifying R2 with C write

S1 = {z ∈ C | |z| = 1}.
Let n ∈ N and define a Morse function φn : S1 → R by the formula
φn(z) = Re (zn), so that

φn(eit) = cos(nt) for t ∈ R.

The Euclidean length of every non-constant integral curve of any φn-gradient
equals π/n. Thus for any C > 0 any φn-gradient is C-quick, if n is suffi-
ciently large. �

Exercise 3.9. Prove that a gradient-like vector field equivalent to a C-
quick one, is C-quick itself.

Exercise 3.10. Prove that the manifold T2 = S1 × S1 is regular.

3.2. Properties of C-quick flows. Our aim in this subsection is to de-
velop the techniques necessary for the sequel. We begin by investigating
the influence of C0-small perturbations of the gradient on its quickness
constant.

Lemma 3.11. Let f : W → [a, b] be a Morse function without critical
points. Let w be an f -gradient. For any x ∈ W let L(x,w) denote the
length of the maximal integral curve starting at x.

Then for every ε > 0 there is δ > 0 such that for every f -gradient v
with ||w − v|| < δ we have

L(x, v) � L(x,w) + ε for every x ∈W.
Proof. In view of the compactness of W our proposition follows from the
next lemma.

Lemma 3.12. The function

L : W ×G(f)→ R

is continuous with respect to the C0-topology on G(f).

Proof. Let wn → w, xn → x; we have to show that L(xn, wn)→ L(x,w).
Replacing the vector fields by equivalent ones, we can assume that for every
x ∈ W we have f ′(x)(wn(x)) = f ′(x)(w(x)) = 1. Then every maximal
integral curve of the vector fields in question starting at x is defined on
the interval [0, b− a] and applying Theorem 1.1 of Chapter 1 (page 19) we
deduce that the curves γn = γ(xn, ·;wn) converge to the curve γ = γ(x, ·;w)
pointwise. Since the C0-norms of the vector fields wn, w are bounded from
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the above, the Arzela theorem implies that the convergence is uniform. The
length L(γn) of the curve γn is given by the following formula:

L(γn) =
∫ b−a

0
||γ′n(t)||dt =

∫ b−a

0
||wn(γn(t))||dt,

and therefore L(xn, wn)→ L(x,w). �

Proposition 3.13. Let f : W → [a, b] be a Morse function on a cobordism
W and v a C-quick gradient-like vector field for f . Let [c, b] ⊂ [a, b] be a
regular interval for f and ε > 0. Then there is δ > 0 such that every
gradient-like vector field w for f with ||w − v|| < δ and supp (v − w) ⊂
f−1([c, b]) is (C + ε)-quick.

Proof. Let w be an f -gradient such that supp (v − w) ⊂ f−1
(
[c, b]

)
. Let

γ = γ(x, ·;w) be any maximal integral curve of w, where x ∈ f−1
(
[a, c[

)
.

If γ is entirely in f−1
(
[a, c[

)
, then it is also an integral curve of v and

L(γ) � C. If γ intersects f−1(c), let us denote by γ0 the part of γ lying
in f−1

(
[a, c]

)
and by γ1 the part of γ lying in f−1

(
[c, b]

)
. Let y be the

intersection of γ with f−1(c) and denote by γ̃1 the v-trajectory starting at
y. Then we have L(γ1) � L(γ̃1) + ε if ||w − v|| is small enough (by the
previous lemma) and

L(γ) = L(γ0) + L(γ1) � L(γ0) + L(γ̃1) + ε � C + ε. �

Proposition 3.14. Let f : W → [a, b] be a Morse function on a cobordism
W and v a C-quick f -gradient. Let w be an upward normal vector field
defined in a neighbourhood of ∂1W . Let ε > 0, and U be a neighbourhood of
∂1W . Then there is a gradient-like vector field u for f with the following
properties:

(1) u is (C + ε)-quick,
(2) supp (v − u) ⊂ U ,
(3) u equals w in a neighbourhood of ∂1W .

If v is almost transverse, and A is an s-submanifold of ∂1W , then we
can choose the vector field u so that it is almost transverse and satisfies
A � D(−u) ∩ ∂1W .

Proof. Diminishing U is necessary; we can assume that w is defined ev-
erywhere in U and that it is a gradient-like vector field for f |U . Let
h : U → [0, 1] be a C∞ function such that supp h ⊂ U and h(x) = 1
for every x in some neighbourhood of ∂1W . Define the vector field u as
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follows:

u(x) =
(
1− h(x)

)
v(x) + h(x)w(x) for x ∈ U,

u(x) = v(x) for x ∈W \ U.

The vector field u is a gradient-like vector field for f . In the next lemma
we prove that u is (C + ε)-quick if the support of h is chosen sufficiently
small.

Lemma 3.15. There is δ > 0 such that for every h with supp h ⊂ f−1
(
[b−

δ, b]
)

the gradient-like vector field u defined above is (C + ε)-quick.

Proof. Let γ be any u-trajectory in W . The part of γ contained in
f−1([a, b − δ]) is not longer than C. As for the part contained in W ′ =
f−1([b− δ, b]), an easy computation shows that its length is not more than

(3) δ · maxx∈W ′ ||u(x)||
minx∈W ′ f ′(x)(u(x))

.

We have
max
x∈W ′ ||u(x)|| � ||v|| + ||w||.

Further,

f ′(x)(u(x)) � min
(
f ′(x)(v(x)), f ′(x)(w(x))

)
for every x.

Thus the fraction in (3) is bounded from above by a constant which does
not depend on δ. The lemma follows. �

Thus we have constructed a vector field u satisfying the properties (1)–
(3). Now let us proceed to the second part of the proposition. If

supp (u− v) ⊂ f−1
(
[b− δ, b]

)
where δ is sufficiently small so that f−1([b− δ, b]) does not contain critical
points of f , the field u is necessarily almost transverse. To make the s-
submanifold D(−u)∩∂1W almost transverse to A, it suffices by Proposition
2.18 to make a small perturbation of u nearby ∂1W . Applying Proposition
3.13 we complete the proof. �

Proposition 3.16. Let W be a Riemannian cobordism, and g : W → [a, b]
a C∞ function. Let c ∈]a, b[ be a regular value of g. Put

W0 = g−1([a, c]), W1 = g−1([c, b]),

Let
f0 : W0 → [a, c], f1 : W1 → [c, b]
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be Morse functions and v0, v1 be gradient-like vector fields for f0, resp. f1.
Assume that vi are Ci-quick (for i = 0, 1). Let ε > 0.

Then there is a Morse function f : W → [a, b] and a (C0 +C1 +ε)-quick
gradient-like vector field v for f . If both v0, v1 are almost transverse, then
v can be chosen almost transverse.

Proof. The idea of the proof is quite obvious: we will glue together the
vector fields v0, v1 and the functions f0, f1 in a neighbourhood of the man-
ifold

V = g−1(c).
Let w be any C∞ vector field defined in a neighbourhood U of the

manifold V , pointing inward W1. We can assume that w is a gradient-like
vector field for functions

f0|W0 ∩ U, f1|W1 ∩ U, g|U.
Proposition 3.14 yields a (C1 + ε/2)-quick f1-gradient u1 which is equal to
w in a neighbourhood of V = ∂0W1. Let

W ′1 = f−1
1

(
[c, c′]

)
,

where c′ > c is so close to c that the interval [c, c′] is regular. Applying
Proposition 3.7 of Chapter 2 (page 64) we obtain a Morse function

φ : W ′1 → [c, c′] such that

φ = g nearby ∂0W
′
1 and

φ = f1 nearby ∂1W
′
1,

and u1 is a φ-gradient. Glue the functions φ and f1|
(
W1 \W ′1

)
and obtain

a Morse function

f̃1 : W1 → [c, b] with f̃1 = g nearby V = ∂0W1

and a (C1 + ε/2)-quick f̃1-gradient u1 such that u1 = w nearby V . Observe
that if u1 is almost transverse, then the same is true for u1 if U is chosen
sufficiently small. Similarly we construct a Morse function

f̃0 : W0 → [a, c] with f̃0 = g nearby V = ∂1W0

and a (C0 + ε/2)-quick f̃0-gradient u0 such that u0 = w nearby V . If
u1, u0 are almost transverse, then we can choose u0 to be almost transverse.
Applying Proposition 2.18 we can also assume that

(AT) D(−u0) ∩ V � D(u1) ∩ V.
Now let us glue together the functions f̃1, f̃0 and the gradients u1, u0 to
obtain a Morse function f : W → [a, b] and an f -gradient v, which is
obviously (C1 +C2 + ε)-quick.
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If v0, v1 are almost transverse, then v also is almost transverse as it
follows from (AT). �

Here is an immediate corollary of Proposition 3.16.

Corollary 3.17. Let W be a Riemannian cobordism, and g : W → [a, b]
be a C∞ function. Let c ∈ ]a, b[ be a regular value of g. Put

W0 = g−1([a, c]), W1 = g−1([c, b]).

If W0,W1 are both regular, then W is regular. �

For a cobordism W let M(W ) denote the minimal possible number
of critical points of a Morse function on W . The preceding corollary im-
plies that it suffices to prove Theorem 3.6 for the case of cobordisms with
M(W ) � 1. The next proposition shows, moreover, that it suffices to do
the case M(W ) = 0.

Proposition 3.18. Let m be a positive integer. If any cobordism W of
dimension m with M(W ) = 0 is regular, then any cobordism of dimension
m with M(W ) = 1 is regular.

Proof. Let W be a cobordism with

dimW = m, M(W ) = 1,

and let g : W → [a, b] be a Morse function having exactly one critical point
p. Let

c = g(p), Wδ = g−1
(
[c− δ, c + δ]

)
.

Pick a gradient-like vector field v for g. Denote by λ(δ) the supremum of
the lengths of integral curves of v|Wδ .

Lemma 3.19. λ(δ)→ 0 as δ → 0.

Proof. Let Ψ : U → V be a Morse chart for (g, v) at p. Let G be the
Riemannian metric on W , and G′ be the Riemannian metric on U , in-
duced by Ψ from the Euclidean metric on V . Diminishing the domain U
if necessary, we can assume that there is K > 0 such that the length of
any curve in U with respect to G is not more than K times the length of
this curve with respect to G′. Choose any r > 0 sufficiently small so that
Bk(0, r)×Bm−k(0, r) ⊂ V , and put

Ur = Ψ−1
(
Bk(0, r)×Bm−k(0, r)

)
.

We are going to prove that

(4) lim
δ→0

λ(δ) � 3Kr
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which implies obviously the assertion of our lemma (observe that this limit
exists, since λ(δ) is an increasing function of δ). Let

Cr = min
W\Ur

g′(x)(v(x)).

Let γ be any v-trajectory. The maximal time which γ can spend in Wδ \Ur
is not more than 2δ/Cr . The length of the part of γ which is in Wδ \Ur is
therefore not more than 2||v||δ/Cr .

Now let us estimate the length of the part of γ contained in Ur. The
Ψ-image η of γ is an integral curve of the vector field

v0(x, y) = (−x, y),
where (x, y) is a generic point in Rm = Rk × Rm−k. It is easy to show
that the Euclidean length of η is not greater than 2r. Therefore the length
of the Ψ−1-image of η is not more than 2r ·K. Thus for every given r we
have:

λ(δ) < 2Kr + 2||v||δ/Cr ,
and we obtain (4). �

Now we can complete the proof of the proposition. Let C > 0. Pick
δ > 0 sufficiently small, so that λ(δ) < C/4. The cobordisms g−1

(
[a, c− δ]

)
and g−1

(
[c+ δ, b]

)
are both regular by our assumption, therefore there are

Morse functions φ0, φ1 on W0, resp. W1 and their gradients u0, u1 which
are both C/4-quick. Applying Proposition 3.16 we obtain a Morse function
f : W → [a, b] and a C-quick gradient-like vector field v for f . �

Thus we have reduced the proof of Theorem 3.6 to the case of product
cobordisms. In the next three subsections we develop some geometric con-
structions which will allow us to deal with the product cobordisms and to
complete the proof in Subsection 3.6.

3.3. Digging in the bottom of a channel. Let V be a closed Riemann-
ian manifold, and α > 0; put

Z = V × [−α,α].

Consider Z as a cobordism with

∂1Z = V × {−α,α}, ∂0Z = ∅.

Consider the function F0(x, t) = c+ t2 on the cobordism Z. The number c
is a critical value of F0; it is degenerate if dimV > 0, and V ×0 is the corre-
sponding critical level. In this subsection we construct a perturbation of F0

having only non-degenerate critical points. The construction is illustrated
in Figure 32, which suggested the title of the subsection.
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F0

c

F

c

FIGURE 32.

Let φ : V → R be a Morse function and u a gradient-like vector field for
φ. Pick a C∞ function B : R→ [0, 1] with the following properties:

B(t) = 1

in a neighborhood of [−α/2, α/2],

B(t) = 0

in a neighborhood of [−∞,−α] ∪ [α,∞]
t

B(t)

−α α−α/2 α/2

FIGURE 33.

Set

F (x, t) = λB(t)φ(x) + c+ t2.

It is clear that if λ > 0 is sufficiently small, then F : Z → R is a Morse
function which equals F0 in a neighbourhood of V × {−α,α}. The critical
points of F are all of the form (p, 0) where p ∈ S(φ); and ind(p, 0) = indp.
Now we shall introduce a gradient-like vector field for F . Set

ξ(x, t) =
(
B(t)u(x), θ(t)

)
, where θ(t) = tB(t) + (1−B(t)) sgn t

(so that in a neighbourhood of V × 0 the vector field ξ equals (u(x), t) and
in a neighbourhood of V × {−α,α} it equals (0, sgn t)).

Lemma 3.20. For every λ > 0 sufficiently small the vector field ξ is a
gradient-like vector field for F .
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Proof. Let us show that

(5) F ′(x, t)
(
ξ(x, t)

)
> 0 for every (x, t) /∈ S(F ).

We have

F ′(x, t)
(
ξ(x, t)

)
=
∂F

∂x
(x, t)

(
B(t)u(x)

)
+
∂F

∂t
(x, t) · θ(t).

The first term in the right-hand side is always non-negative and is strictly
positive if t = 0 and x /∈ S(f). For the second term we have:

∂F

∂t
(x, t) · θ(t) =

(
λB′(t)φ(x) + 2t

)
· θ(t);

this vanishes for t = 0 and is strictly positive for every t �= 0 if λ > 0 is
sufficiently small. The inequality (5) follows.

Now let us investigate the local structure of the pair (F, ξ) around
critical points of F . Let p ∈ Sk(φ), and let

Ψ : U → B(r) = Bk(0, r)×Bm−k(0, r)

be a Morse chart for (φ, u) at p. Let I =]−α/2, α/2[. The diffeomorphism

Ψ̃ : U × I → B(
√
λ · r)× I; Ψ̃(x, t) =

(√
λ ·Ψ(x), t

)
is a Morse chart for (F, ξ) (cf. Exercise 2.7 of Chapter 2, page 52). �

Lemma 3.21. Assume that the Riemannian metric on Z = V × [−α,α] is
the product metric. If u is C-quick, then ξ is (C + α)-quick.

Proof. We will give an explicit formula for the integral curve of ξ with the
initial condition (x0, t0) where 0 < t0 � α. Let μ denote the solution of the
differential equation

μ′(τ) = θ
(
μ(τ)

)
, μ(0) = t0.

Then μ is a positive increasing C∞ function defined on the whole of R and
μ(τ) → 0 as τ → −∞. There is a unique τ0 such that μ(τ0) = α, and
μ
(
]−∞, τ0]

)
=]0, α]. Put

κ(τ) =
∫ τ

0
B(μ(τ))dτ,

and let γ denote the maximal integral curve of u with the initial value
γ(0) = x0. Put

Γ(τ) =
(
γ(κ(τ)), μ(τ)

)
.

An easy computation shows that

Γ′(τ) = ξ
(
Γ(τ)

)
for all τ.

The function Γ is defined on the whole of R, and takes its values in V ×R;
we shall be interested only in the values of the argument τ ∈]−∞, τ0], since
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at τ = τ0 the curve Γ quits V × [−α,α]. For the length of this part of Γ we
have the following inequality:

L(Γ) =
∫ τ0

−∞
||Γ′(τ)||dτ � L(γ) + L(μ) = L(γ) + α.

A similar estimate holds for the integral curves of ξ with the initial condi-
tion (x0, t0) where t0 < 0. Finally, any integral curve of ξ with an initial
condition in V × 0 equals an integral curve of u, and its length therefore is
not more than C. �

Our next task is to describe the structure of the descending and as-
cending discs of the vector field ξ. We identify V with the submanifold
V × 0 ⊂ Z.

Lemma 3.22. For every p ∈ S(φ) we have

D(p, ξ) = D(p, u) ⊂ V.

Proof. Let p be a critical point of φ, and Γ an integral curve of ξ. We have
seen during the proof of the preceding lemma that if Γ passes through a
point (x, t) with t �= 0, then Γ quits the cobordism Z, and therefore it can
not belong to the descending disc D(p, ξ). Thus we have D(p, ξ) ⊂ D(p, u),
and the inverse inclusion follows from the fact that V is a (±ξ)-invariant
submanifold of Z. �

Exercise 3.23. Prove that for every p ∈ S(φ) we have

D(p,−ξ) = D(p,−u)× [−α,α].

Lemma 3.24. If u is almost transverse, then ξ is also almost transverse.

Proof. If γ is a ξ-link from q to p, then it is in D(p, u) by Lemma 3.22.
Therefore γ is also a u-link, which implies indφq < indφp. Since indφq =
indF q, indφp = indF p, our lemma follows. �

Let us summarize the properties of the constructed objects.

(1) maxF = c+ α2, and F−1(c+ α2) = ∂1Z = V × {−α,α}.
(2) S(F ) = S(φ), and for every p ∈ S(F ) we have indF p = indφp.
(3) D(p, ξ) = D(p, u) for every p ∈ S(F ).
(4) If u is almost transverse, then ξ is almost transverse.
(5) ξ is (C + α)-quick.
(6) The subsets V × 0, V×]0, α], V × [−α, 0[ are (±ξ)-invariant.
(7) In a neighbourhood of ∂1Z = V × {−α,α} we have:

ξ(x, t) = (0, sgn t), F (x, t) = c+ t2.
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For a normal vector field v on a cobordism let us call a boundary trajectory
any v-trajectory intersecting the boundary of the cobordism. The property
(6) above implies that any boundary trajectory of ξ can intersect at most
one of the two sets V × {α}, V × {−α}.
3.4. Digging on the top of a hill. We can perform a similar construction
starting with the function d − t2 instead of c + t2. This time we consider
the manifold V × [−α,α] as a cobordism with the empty upper component
of the boundary and the lower component V × {−α,α}. This cobordism
will be denoted by Z ′. As in the previous subsection we assume that the
Riemannian metric on Z ′ is the product metric. For a Morse function
φ : V → R and its gradient-like vector field u, we construct a Morse
functionG : Z ′ → R and its gradient-like vector field η, having the following
properties:

(1) minG = d− α2, and G−1(d− α2) = ∂0Z
′ = V × {−α,α}.

(2) S(G) = S(φ), and for every p ∈ S(G) we have indGp = indφp+1.
(3) D(p,−η) = D(p,−u) for every p ∈ S(G).
(4) If u is almost transverse, then η is almost transverse.
(5) η is (C + α)-quick.
(6) The subsets V × 0, V×]0, α], V × [−α, 0[ are (±η)-invariant.
(7) Any boundary trajectory of η can intersect only one of sets

V × {α}, V × {−α}.
(8) In a neighbourhood of ∂0Z

′ = V × {−α,α} we have:

η(x, t) = (0,−sgn t), G(x, t) = d− t2.
3.5. S-construction. The S-construction is in a sense a superposition of
the constructions of the two previous subsections; it is essential for the
proof of Theorem 3.6.

Let W be a Riemannian cobordism having a Morse function φ : W →
[a, b] without critical points. Let u be a φ-gradient. Let

V1 = φ−1(c), V2 = φ−1(d)

be regular level surfaces of φ (where a < c < d < b). Let

φ1 : V1 → R, φ2 : V2 → R

be Morse functions. Let u1 be a gradient-like vector field for φ1, and u2 a
gradient-like vector field for φ2. Let α > 0 be a real number such that the
maps

Ψ1 : V1 × [−α,α]→W, Ψ1(x, t) = γ(x, t;u),

Ψ2 : V2 × [−α,α]→ W, Ψ2(x, t) = γ(x, t;u)
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are diffeomorphisms onto their images and these images are disjoint. Let
A be a real number such that

A � max
x,t
||Ψ′1(x, t)||, A � max

x,t
||Ψ′2(x, t)||.

The main aim of this subsection is the following theorem.

Theorem 3.25. Assume that u is C-quick, u1 is C1-quick, u2 is C2-quick.
Let ν > 0. There is a Morse function f : W → [a, b] and a gradient-like
vector field v for f , such that:

(1) V1 and V2 are ±v-invariant.
(2) f equals φ and v equals u in a neighbourhood of ∂W .
(3) No boundary trajectory of v intersects both ∂1W and ∂0W .
(4) v is C ′-quick, where

C ′ = C +A(C1 + C2) + ν.

If u1 and u2 are almost transverse we can choose v to be almost transverse.
Moreover, for a given s-submanifold A of ∂0W and a given submanifold B
of ∂1W we can choose v so that it satisfies the following conditions:

A � D(v) ∩ ∂0W, B � D(−v) ∩ ∂1W.

Proof. Using Proposition 3.7 of Chapter 2 (page 64) we can modify the
function φ in a neighbourhood of V1 ∪ V2 so that φ′(x)(u(x)) = 1 holds for
every x in some neighbourhood R of V1 ∪ V2. Diminishing α if necessary,
we can also assume that R contains the image of Ψ1 and of Ψ2, so that
2α < d− c and

(φ ◦Ψ1)(x, t) = c+ t, (φ ◦Ψ2)(x, t) = d+ t.

For the construction of the function χ below we shall impose additional
restrictions on α, namely we require that

2α2 < d− c.

Let χ : [a, b]→ [a, b] be a C∞ function, such that

χ(t) = t for every t in a neighbourhood of {a, b}
χ(t) = d− (t− c)2 for t ∈ [c− α, c + α]

χ(t) = c+ (t− d)2 for t ∈ [d− α, d + α]

χ′(t) > 0 for t ∈ [a, c[ ∪ ]d, b]

χ′(t) < 0 for t ∈ ]c, d[.
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FIGURE 34.

Let h = χ ◦ φ. We have:

(h ◦Ψ1)(x, t) = d− t2, (h ◦Ψ2)(x, t) = c+ t2.

Both V1 and V2 are critical manifolds for h, therefore all the critical points
of h are degenerate if dimW > 1. We shall now modify the function h in the
subsets Im Ψ1 and Im Ψ2 in order to obtain a Morse function. Apply the
results of Subsection 3.3 to construct a Morse function F on the cobordism
V2× [−α,α] and its gradient-like vector field ξ satisfying (1)–(6) from page
268. We have also a Morse function G on the cobordism V1×[−α,α] and an
G-gradient η (see Subsection 3.4). To define the Morse function f , we just
glue together the functions h, F ◦Ψ−1

2 and G ◦Ψ−1
1 . Here are the formulae:

f(x) = h(x) if x /∈ Im Ψ1 ∪ Im Ψ2,

f(x) = (F ◦Ψ−1
2 )(x) if x ∈ Im Ψ2,

f(x) = (G ◦Ψ−1
1 )(x) if x ∈ Im Ψ1.

It follows from the properties of the functions F,G, h that these formulas
define indeed a C∞ function on the whole of W . Let us define a vector field
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v by the following formulae:

v(x) = u(x) if φ(x) ∈ [a, c − α] or φ(x) ∈ [d+ α, b],

v(x) = −u(x) if φ(x) ∈ [c+ α, d− α],

v(x) = (Ψ1)∗(η) if φ(x) ∈ [c− α, c+ α],

v(x) = (Ψ2)∗(ξ) if φ(x) ∈ [d− α, d+ α].

It is clear that f is a Morse function and v is a gradient-like vector field for
f . The points (1) – (3) of Theorem 3.25 clearly follow from the properties
of the functions F,G. We will show now that if

α <
ν

2A
,

then the property (4) also holds. Indeed, let γ be a v-trajectory, starting
at some point of φ−1

(
]c, d[

)
. Then γ stays in this domain forever, and the

part of γ, contained in φ−1
(
[c+α, d−α]

)
is not longer than C. The part of

γ contained in φ−1
(
[d− α, d]

)
is not longer than A(C2 + α) by the results

of Subsection 3.4. The part of γ contained in φ−1([c, c + α]) is not longer
than A(C1 + α). The total length L(γ) of γ satisfies therefore

(6) L(γ) � C +A(C1 + C2) + 2Aα.

Since 2Aα < ν we deduce that

L(γ) < C +A(C1 + C2) + ν.

Similarly one proves the estimate (6) for the case of v-trajectories, contained
in φ−1

(
]d, b[

)
or in φ−1

(
]a, c[

)
. The case of trajectories in V1 or V2 is

obvious.
Let us now investigate the almost transversality property of v assuming

that u1, u2 are almost transverse. Consider a cobordism

W0 = φ−1
(
[c− α, c+ α]

)
,

with ∂0W0 = φ−1(c− α) ∪ φ−1(c+ α), ∂1W0 = ∅.

We have a Morse function f |W0 and its almost transverse gradient v|W0.
Put N1 = φ−1(c + α), and denote by K the s-submanifold D(v|W0) ∩ N1.
Similarly we have a cobordism

W1 = φ−1
(
[d− α, d+ α]

)
,

with ∂0W1 = ∅, ∂1W1 = φ−1(d− α) ∪ φ−1(d+ α).

We have a Morse function f |W1 and an almost transverse (f |W1)-gradient
v|W1. PutN0 = φ−1(d−α), and denote by H the s-submanifold D(−v|W1)∩
N0. Let

W ′ = φ−1
(
[c− α, c+ α]

)
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and endow this cobordism with a Morse function f |W ′ and its gradient
v|W ′. It is clear that v is almost transverse if and only if

(7) (v|W ′)�(H) � K.

Let ε > 0. Applying Propositions 2.18 and 3.13 it is easy to show
that perturbing the vector field v|W ′ we can achieve the property (7) and
moreover the quickness constant of v|W ′ will not increase more than by ε.
Then the total length of any integral curve of v belonging to φ−1

(
]c, d[

)
will

be not more than C+ ε+A(C1 +C2)+ 2Aα which is less than C+A(C1 +
C2) + ν if ε is chosen to be small enough.

Similarly, we can achieve the condition

A � D(v) ∩ ∂0W, B � D(−v) ∩ ∂1W

and this completes the proof of the theorem. �

3.6. Proof of Theorem 3.6. We will proceed by induction on the di-
mension of the cobordism in question. The 1-dimensional case is trivial (cf.
Proposition 3.8, page 260). Assuming that the theorem is proved for dimen-
sions � m− 1, we shall now prove it for the dimension m. We know that it
suffices to establish the theorem for the product cobordisms (see Corollary
3.17 and Proposition 3.18). Let W be such a cobordism, pick a Morse func-
tion f : W → [a, b] without critical points. Let v be a gradient-like vector
field for f . Let C > 0. Choose a sequence a = a0 < a1 < · · · < aN = b of
regular values of f such that for every cobordism Wi = f−1

(
[ai, ai+1]

)
the

(f |Wi)-gradient v|Wi is C/4-quick.

Lemma 3.26. For every i there is a Morse function gi : Wi → [ai, ai+1]
and an almost transverse gradient-like vector field wi for gi such that:

(1) f equals gi and v equals wi in a neighbourhood of ∂Wi.
(2) No boundary trajectory of wi intersects both ∂0Wi and ∂1Wi.
(3) wi is C/2-quick.
(4) D(wi) ∩ f−1(ai) � D(−wi−1) ∩ f−1(ai) for every i.

Proof. Construct the functions gi and their gradients wi by induction on
i applying Theorem 3.25 successively to the cobordisms Wi (recall that
by the induction assumption for every ε > 0 there are almost transverse
ε-quick gradient flows on every regular level surface of gi). �

Now let us glue together all the Morse functions gi and their gradients
wi to obtain a Morse function g : W → [a, b] and its gradient-like vector field
w. The property (2) from the lemma above implies that any w-trajectory
can intersect at most two of the cobordisms Wi. Therefore the maximal
length of a w-trajectory is not more than twice the maximal length of a
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wi-trajectory, hence � C. The points (2) and (4) of the lemma above imply
that w is almost transverse. The proof of Theorem 3.6 is complete. �

4. Proof of the C-approximation theorem

Theorem 1.1 asserts that for a given Morse function f : W → [a, b] the
subset of cellular f -gradients is open and dense in the set of all gradients
with respect to C0 topology.

4.1. Density. Let us first explain the basic idea of the proof. Let u be an
almost transverse f -gradient. Pick any ordered Morse functions

φ0 : ∂0W → R, φ1 : ∂1W → R.

Let us see if we can modify the f -gradient u in such a way that the condition
(C) will be fulfilled with respect to the Morse-Smale filtrations defined by
the functions φi. Pick an almost transverse φ1-gradient ξ1 and an almost
transverse φ0-gradient ξ0.

Let us say that a subset X of a manifold M is smoothly k-dimensional,
if it is a finite union of submanifolds of M of dimensions � k. For example
the set

Σk = D(ind�k+1 , u) ∩ ∂0W

is smoothly k-dimensional. Also the set D(ind�k ; ξ1) is smoothly k-dimen-
sional, and the same is true for its (−u)�-image in ∂0W . Therefore per-
turbing the f -gradient u, we can assume that the set

Zk = Σk ∪ (−u)�
(
D(ind�k ; ξ1)

)
does not intersect the (m−k−2)-skeleton of the Morse stratification D(−ξ0)
(where m = dimW ). Then for δ > 0 sufficiently small Zk does not intersect
the δ-thickening Dδ(ind�m−k−2 ;−ξ0) of this (m − k − 2)-skeleton. Let us
call this construction the first modification of the gradient; the detailed
description of this construction is the content of the subsection B below.

Now, assuming that

Zk ∩Dδ(ind�m−k−2 ;−ξ0) = ∅,

observe that the flow corresponding to the vector field (−ξ0) will push the
set Zk into an arbitrarily small neighbourhood of D(ind�k ; ξ0) if we wait
sufficiently long. That is, we have

(8) Φ(−ξ0, T )(Zk) ⊂ Dδ(ind�k ; ξ0)



Section 4. Proof of the C-approximation theorem 275

if T is sufficiently large. Applying the horizontal drift construction from
Subsection 2.3 (page 249) we construct an f -gradient w such that the trans-
port map (−w)� sends the set D(ind�k ; ξ1) inside Dδ(ind�k ; ξ0), and sim-
ilarly

D(ind�k+1 , w) ∩ ∂0W ⊂ Dδ(ind�k ; ξ0).

Some extra work is required to show that a similar argument applies also
to the terms of the Morse-Smale filtration ∂1W

k (which can be considered
as thickenings of the skeleta D(ind�k ; ξ1)). Now we have an f -gradient w
such that

(−w)�(∂1W
k) ⊂ Int ∂0W

k ⊃ D(ind�k+1 , w) ∩ ∂0W

so that the property (C1) from the definition of the cellular gradients holds.
We call this construction the final modification of the gradient; it is the
content of Subsection C below.

The procedure which we just described works for any Morse-Smale fil-
trations of ∂1W and ∂0W , but it may happen that in order to satisfy the
condition (8) we must choose a very large value of T , so that w− u will be
also very large. To assure that we can make the C0 norm ||w−u|| arbitrar-
ily small, we must choose appropriate Morse-Smale filtrations of ∂1W,∂0W .
Here we apply the main theorem of Section 3. The corresponding choice of
φi and ξi is the content of the section A below.

A. Handle-like filtrations of ∂0W and ∂1W .

Proceeding to precise arguments, let us first make some reductions. The
case of arbitrary f -gradients is immediately reduced to the case of almost
transverse ones, so we shall concentrate on the second part of Theorem 1.1.
Let ε > 0 be arbitrary number, u an almost transverse gradient of a Morse
function f : W → [a, b], and U a neighbourhood of ∂W . Our task is to
construct a cellular f -gradient v with

||v − u|| < ε and supp (u− v) ⊂ U \ ∂W.

The same argument as already employed for the proof of Proposition
2.18 shows that it suffices to consider the case when the pair (f, u) has
framed collars. This means (see Definition 2.15) that f ′(x)(u(x)) = 1 for
every x ∈ C0 ∪ C1 where C0 = Im Ψ0 and C1 = Im Ψ1, and the maps

Ψ0 : ∂0W × [0, α] � W, Ψ0(x, t) = γ(x, t;u),

Ψ1 : ∂1W × [−α, 0] � W, Ψ1(x, t) = γ(x, t;u)

are isometries onto their images which are disjoint. Choose an ordered
Morse function φ, adjusted to (f, u). We can assume that C0∪C1 ⊂ U and
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that f and φ coincide in C0 ∪C1. Let

A =
εα

6
.

Applying Theorem 3.6 let us choose:
1. An ordered Morse function φ1 : ∂1W → R and an A-quick φ1-gradient
η1.

2. An ordered Morse function φ0 : ∂0W → R and an A-quick φ0-gradient
η0.

We will show that the Morse-Smale filtrations associated with these func-
tions satisfy the conditions (C1), (C2) with respect to some f -gradient v
which will be chosen afterwards. During the proof we shall work constantly
with certain handle-like filtrations of ∂1W , so we introduce special abbre-
viations:

Ak = D(ind�k ; η1), Aδ,k = Dδ(ind�k ; η1).
For the lower component ∂0W we shall work mostly with the handle-like
filtrations associated with −η0. Set

Bk = D(ind�k ;−η0), Bδ,k = Dδ(ind�k ;−η0).

The number δ > 0 will be always chosen so small that

Dδ(ind�k ; η1) ⊂ ∂1W
k, Dδ(ind�k ;−η0) ⊂ ∂̂0W

k
.

B. The first modification of the gradient.
Now we begin the construction of v. Our first task is to perturb the given
almost transverse gradient u in such a way that the corresponding gradient
descent map sends Ak to the subset of ∂0W disjoint from Bm−k−2. This is
done by a direct application of Proposition 2.18, which implies that there
is an almost transverse φ-gradient w with

(−w)�
(
D(η1)

)
� D(−η0) and ||w − u|| < ε/2.

Moreover we can assume that w equals u in C0 ∪C1 (to see this just apply
Proposition 2.18 to the cobordism f−1([a+α, b−α])). The cited proposition
implies also that we can choose w so that Db(−w) � A, that is,

(9) D(ind�m−k−1 ;−w) ∩Ak = ∅ for every k.

The condition of almost transversality of the s-submanifolds (−w)�
(
D(η1)

)
and D(−η0) is equivalent to the following:

(10)
(
(−w)�(Ak) ∪D(ind�k+1 ;w)

)
∩Bm−k−2 = ∅ for every k.

In the next proposition we show that a condition stronger than (10) holds,
namely, we can replace the sets Ak and Bm−k−2 by their δ-thickenings.
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Proposition 4.1. For every δ > 0 sufficiently small and every k the sets

(−w)�(Aδ,k) ∪D(ind�k+1 ;w) and Bδ, m−k−2

are disjoint.

Proof. Recall that the family {Bδ, m−k−2}δ>0 is a fundamental system of
neighbourhoods of Bm−k−2 in ∂0W . Therefore it follows from (10) that for
δ > 0 small enough we have

(11) D(ind�k+1 ;w) ∩Bδ,m−k−2 = ∅.
It remains therefore to show that for δ > 0 small enough we have

(12) (−w)�(Aδ,k) ∩Bδ, m−k−2 = ∅.
For this purpose choose a regular value c of φ separating the critical points
of indices � k from the critical points with indices � k + 1, so that

φ(p) < c⇔ indp � k
for every critical point p. Let V = φ−1(c). Let us denote

F = w�[a,c], G = (−w)�[b,c]
so that F (respectively G) is a diffeomorphism of an open subset of ∂0W
(respectively ∂1W ) onto an open subset of V . It follows from (11) that for
every δ > 0 small enough the set Bδ,m−k−2 is in the domain of definition
of the map F . Therefore the family

{F (Bδ,m−k−2)}δ>0

of subsets of V is a fundamental system of neighbourhoods of the set
F (Bm−k−2). The condition (9) implies that for δ > 0 small enough the
set Aδ,k is in the domain of definition of the map G and therefore the sets
G(Aδ,k) form a fundamental system of neighbourhoods of the set G(Ak).
We have:

G(Ak) ∩ F (Bm−k−2) = ∅
as it follows from (10), therefore

G(Aδ,k) ∩ F (Bδ, m−k−2) = ∅

whenever δ > 0 is sufficiently small, and this last condition is equivalent to
(12). The proof of the proposition is over. �

The following proposition is a dual version of Proposition 4.1, and its
proof is completely similar.

Proposition 4.2. For every δ > 0 sufficiently small and every k the sets
�
w(Bδ,m−k−2) ∪D(ind�m−k−1 ;−w) and Aδ,k

are disjoint. �
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The properties of the vector field w established in Propositions 4.1 and
4.2 are close to the condition (C) but still somehow weaker.

C. The final modification of the gradient.
Now we can construct the f -gradient v satisfying the condition (C). Pick a
number δ > 0 so as to satisfy the conclusions of Propositions 4.1 and 4.2.
By our choice of η1 there is a φ1-gradient ξ1, equivalent to η1 and such that

Φ(−ξ1, 1)
(
∂1W \Bδ(ind�m−2−k ;−ξ1)

)
⊂ Bδ(ind�k ; ξ1) for every k

and ||ξ1|| < A =
εα

6
.

(see Proposition 3.4, page 258). Similarly, choose a φ0-gradient ξ0, equiva-
lent to η0 and such that

Φ(−ξ0, 1)
(
∂1W \Bδ(ind�m−2−k ;−ξ0)

)
⊂ Bδ(ind�k ; ξ0) for every k

and ||ξ0|| < A.

Applying Proposition 2.17 (page 252) to the fields ξ0, ξ1 we obtain an f -
gradient v = vξ0,ξ1, such that

(−v)� = Φ(−ξ0, 1) ◦ (−w)� ◦ Φ(−ξ1, 1),
�
v = Φ(ξ1, 1) ◦

�
w ◦ Φ(ξ0, 1).

By construction the diffeomorphism Φ(−ξ1, 1) sends the set

∂1W
k ⊂ ∂1W \Bδ(ind�m−2−k ;−ξ1)

to the set Bδ(ind�k ; ξ1) for every k. The map (−w)� descendsBδ(ind�k ; ξ1)
into ∂0W \Bδ(ind�m−2−k ;−ξ0). This last set is sent by the diffeomorphism
Φ(−ξ0, 1) to

Bδ(ind�k ; ξ0) ⊂ Int ∂0W
k.

Therefore we have
(−v)�

(
∂1W

k
)
⊂ Int ∂0W

k

for every k. Similarly

D(ind�k+1 ; v) ∩ ∂0W ⊂ Int ∂0W
k

for every k, and the condition (C1) holds. A similar argument proves that
the condition (C2) holds also.

Observe that (by the point (3) of Proposition 2.17) we have

||v − w|| � 3
α
·max

(
||ξ0||, ||ξ1||

)
� ε/2.

Recall that by our choice of w we have ||w − u|| < ε/2 and therefore

||v − u|| � ||v − w||+ ||w − u|| < ε.

The proof of C0-density of the condition (C) is over.
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4.2. Openness. Let v be an almost transverse f -gradient satisfying (C).
Pick an ordered Morse function φ : W → [a, b], adjusted to (f, v), and let
a0 = a, a1, . . . , am+1 = b be the ordering sequence for φ. Set

Vk = φ−1(ak+1), Gk = (−v)�[b,ak+1]
, Hk = v�[a,ak+1]

so that Gk is a partially defined map ∂1W → Vk and Hk is a partially
defined map ∂0W → Vk. Let ∂1W

k, ∂0W
k be Morse-Smale filtrations of

the components of ∂W . It is easy to see that the condition (C) with respect
to these filtrations holds for v if and only if for every k the three following
conditions hold:

(R1) For every x ∈ ∂1W
k the (−v)-trajectory starting at x reaches Vk.

(R2) For every y ∈ ∂̂0W
m−k−1 the v-trajectory starting at y reaches

Vk.
(R3) Gk(∂1W

k) ∩Hk

(
∂̂0W

m−k−2
)

= ∅.

Any f -gradient w with ||w − v|| sufficiently small, is also a φ-gradient
(Proposition 3.40 of Chapter 4, page 150). We shall now prove that the
properties (R1) – (R3) still hold for w if ||w − v|| is sufficiently small. As
for the properties (R1) and (R2) this follows immediately from Proposition
3.5 of Chapter 3 (page 102). Now let us proceed to the property (R3). Let
A and B be disjoint open subsets in Vk such that

(−v)�[b,ak+1]
(∂1W

k) ⊂ A, v�[a,ak+1]

(
∂̂0W

m−k−2
)
⊂ B.

Proposition 3.5 cited above implies that these conditions still hold if we
replace the vector field v by the vector field w if ||w − v|| is sufficiently
small. The proof of the openness of (C) is now complete. �





CHAPTER 9

Properties of cellular gradients

In this chapter we continue our study of gradient descent for cellular gra-
dients. Let f : W → [a, b] be a Morse function, v a cellular f -gradient, and
∂1W

k, ∂0W
k the corresponding Morse-Smale filtrations of ∂1W and ∂0W .

Recall the continuous map

(−v)� : ∂1W
k/∂1W

k−1 → ∂0W
k/∂0W

k−1

derived from the gradient descent (see Subsection 2.1 of Chapter 7, page
239). The homomorphism induced by this map in homology contains a lot
of information about the gradient flow, and we reserve for it a special term:
the homological gradient descent. We discuss its properties in Section 1 of
this chapter.

The theory of cellular gradients will be applied in Part 4 to circle-
valued Morse maps. We will work there with cobordisms W endowed with
an isometry

I : ∂0W → ∂1W.

Such cobordisms will be called cyclic. For a cyclic cobordism the map

Θ = I ◦ (−v)�

is a partially defined dynamical system on ∂1W , whose properties are im-
portant for the circle-valued Morse theory. In Section 2 of the present
chapter we introduce the notion of a cyclic cellular gradient for cyclic cobor-
disms. For a cyclic cellular gradient the Morse-Smale filtrations ∂1W

k and
∂0W

k can be chosen in such a way that

∂1W
k = I(∂0W

k) for every k

and therefore we obtain a self-map of the space ∂1W
k/∂1W

k−1:

I ◦ (−v)� : ∂1W
k/∂1W

k−1 → ∂1W
k/∂1W

k−1.

The iterations of this map yield a dynamical system whose properties are
closely related to the properties of Θ. In particular we show in Section 2
that the Lefschetz zeta function counting the periodic orbits of the map Θ
can be computed from the homological gradient descent.



282 Chapter 9. Properties of cellular gradients

1. Homological gradient descent

1.1. Homotopical stability of the homological gradient descent.
Recall from Subsection 4.2 of Chapter 8 (page 279) that every f -gradient
w sufficiently C0-close to a cellular gradient v satisfies also the condition
(C) with respect to the same Morse-Smale filtrations on ∂1W and ∂0W .
The next result follows immediately from Theorem 1.9 of Chapter 7 (page
236).

Theorem 1.1. Let v be a cellular gradient of a Morse function f : W →
[a, b]. There is δ > 0 such that for every f -gradient w with ||w − v|| < δ
the maps

(−v)�, (−w)� : ∂1W
k/∂1W

k−1 → ∂0W
k/∂0W

k−1

are homotopic. �

The space ∂1W
k−1 is a deformation retract of its neighbourhood in

∂1W
k (Proposition 3.15 of Chapter 3, page 107). Therefore we have a

natural isomorphism

H̃∗(∂1W
k/∂1W

k−1) ≈ H∗(∂1W
k, ∂1W

k−1)

(see [58], p. 124).

Definition 1.2. The map induced by (−v)� in homology will be denoted

Hk(−v) : Hk(∂1W
k, ∂1W

k−1)→ Hk(∂0W
k, ∂0W

k−1)

and called the homological gradient descent.

Corollary 1.3. Let v be a cellular gradient of a Morse function f : W →
[a, b]. There is δ > 0 such that for every f -gradient w with ||w − v|| < δ
the homomorphisms

Hk(−v), Hk(−w) : Hk(∂1W
k, ∂1W

k−1)→ Hk(∂0W
k, ∂0W

k−1)

are equal. �

1.2. Images of fundamental classes. Now we will show that the (−v)�-
images of fundamental classes of submanifolds of ∂1W can be computed
with the help of the homological gradient descent. Let N be an oriented
k-dimensional submanifold of ∂1W , such that

N ⊂ ∂1W
k and N \ Int ∂1W

k−1 is compact.

The fundamental class

[N ] ∈ Hk(∂1W
k, ∂1W

k−1)
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is defined (see page 190). The (−v)�-image N ′ of N is an oriented k-
dimensional submanifold of ∂0W .

Proposition 1.4. (1) The manifold N ′ = (−v)�(N) is in ∂0W
k and

N \ Int ∂0W
k−1 is compact.

(2) The fundamental class [N ′] ∈ Hk(∂0W
k, ∂0W

k−1) is equal to
Hk(−v)([N ]).

Proof. We can assume that f is ordered. Let {ak} be the ordering se-
quence for f . We can present the gradient descent from ∂1W to ∂0W as
the composition of two steps: the first one corresponding to the descent
from ∂1W to

V = f−1(ak+1),
and the second one corresponding to the descent from V to ∂0W . Let us
begin with the first step. Put

W1 = f−1([ak+1, b]), v1 = v|W1.

Let
M = (−v1)�(N) ⊂ V.

Consider the following subsets of V :

A = (−v1)�(∂1W
k), B = (−v1)�(∂1W

k−1).

The condition (C) implies that every (−v1)-trajectory starting at a point
of ∂1W

k reaches V , therefore we have the homeomorphism of pairs

(−v1)� : (∂1W
k, ∂1W

k−1)
≈� (A,B)

and also a homeomorphism

(−v1)� : ∂1W
k/∂1W

k−1 ≈� A/B.

Both A and B are compact, and B ⊂ Int A.

Lemma 1.5. The manifold M is in A and M \ Int B is compact, and

[M ] = (−v1)�∗
(
[N ]

)
,

where [M ] is the fundamental class of M in H∗(A,B).

Proof. The lemma follows immediately from the functoriality
properties of fundamental classes (see Subsection 4.1 of Chapter 5, page
189). �

Now let us proceed to the gradient descent map from V = f−1(ak+1)
to ∂0W . Put

W0 = f−1([a, ak+1]), v0 = v|W0.
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Choose δ sufficiently small so that for every critical point p of index
� k we have

Dδ(p, v) ∩ ∂0W ⊂ Int ∂0W
k−1.

Put
Dδ = V ∩

⋃
ind p�k

Dδ(p,−v)

and
A′ = A ∪Dδ, B′ = B ∪Dδ.

The gradient descent from V to ∂0W yields a continuous map

(−v0)� : A′/B′ → ∂0W
k/∂0W

k−1.

(Indeed, it is easy to check that the condition (D) from Subsection 1.1 of
Chapter 7 (page 233) is satisfied with respect to the pairs

(A′, B′) and (∂0W
k, ∂0W

k−1)

and the initial segment Σ containing all the critical points of f |W0.) Recall
that we denote (−v)�(N) by N ′.

Lemma 1.6. The set N ′ \ Int ∂0W
k−1 is compact, and

[N ′] = (−v0)�∗
(
[M ]

)
.

Proof. We have
M ⊂ Int B′ ∪ (M \ Int B′).

The (−v0)�-image of Int B′ is in Int ∂0W
k−1 and the set M \ Int B′

is a compact subset of the domain of definition of (−v0)�. Therefore
(−v0)�(M \ Int B′) is compact and the first assertion follows. Proceeding
to the formula for the fundamental class [N ′] put

C ′ = Int B ∪
(
V ∩

⋃
ind p�k

Bδ/2(p,−v)
)
.

Let M0 = M \C ′; then M0 is a submanifold of A′ \C ′ and the fundamental
class

[M0] ∈ H∗(A′ \ C ′, B′ \ C ′)
is defined. The image of [M0] in H∗(A′, B′) equals [M ] so it suffices to check
that

(−v0)�∗ ([M0]) = [N ′]

where
(−v0)� : (A′ \ C ′)

/
(B′ \ C ′)→ ∂0W

k/∂0W
k−1
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is the map derived from the gradient descent. Since A′ \ C ′ is a compact
subset of the domain of definition of (−v0)�, we have[

(−v0)�(M0)
]

= (−v0)�∗ ([M0]) = (−v0)�∗ ([M0])

by functoriality (cf. 1.7 of Chapter 7, page 234).
Our proposition follows now from the Composition Lemma (page 235):

Hk(−v)
(
[N ]

)
=(−v)�∗

(
[N ]

)
=(

(−v0)� ◦ (−v1)�
)
∗
(
[N ]

)
= (−v0)�∗

(
[M ]

)
= [N ′]. �

1.3. Descending discs. Let v be a cellular oriented gradient of a Morse
function f : W → [a, b] and p a critical point of f ; put k = indp − 1. It
follows from the condition (C) that the sole

N(v) = D(p, v) ∩ ∂0W

of the descending disc is a k-dimensional oriented submanifold of Int ∂0W
k,

and the subset N(v) \ Int ∂0W
k is compact. Therefore we have the funda-

mental class
[N(v)] ∈ Hk(∂0W

k, ∂0W
k−1).

Proposition 1.7. There is δ > 0 such that for every f -gradient w with
||w − v|| < δ we have

[N(v)] = [N(w)].

Proof. Assuming that f is ordered, let {ak} be the ordering sequence for f
and put V = f−1(ak+1). Let M(v) = D(p, v)∩V and let A be a small tubu-
lar neighbourhood of M(v) in V . The pairs (A,∅) and (∂0W

k, ∂0W
k−1)

satisfy the condition (D) from Definition 1.3 of Chapter 7, page 233, so we
have a continuous map

(−v)� : A→ ∂0W
k/∂0W

k−1.

An argument similar to the proof of Lemma 1.6, page 284 shows that

[N(v)] = (−v)�∗ ([M(v)]).

It follows from Proposition 3.17 of Chapter 5, page 185 that

[M(v)] = [M(w)] ∈ H∗(A)

if ||w − v|| is small enough and w is oriented similarly to v. The ho-
momorphism (−v)�∗ is also C0-stable and our proposition is therefore
established. �
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1.4. Multiplicities of cycles of ∂1W at critical points. Let f : W →
[a, b] be a Morse function on a cobordism W and v be a cellular f -gradient.
Let ∂1W

k, ∂0W
k be the corresponding Morse-Smale filtrations of ∂1W and

∂0W . Let
x ∈ Hk(∂1W

k, ∂1W
k−1).

The element
Hk(−v)(x) ∈ Hk(∂0W

k, ∂0W
k−1)

can be considered as “the part of x which reaches ∂0W”. In this subsection
we show that it is possible also to describe “the part of x which hangs on
the critical points”. As in the preceding subsection we assume that the
Morse function f : W → [a, b] is ordered, with the ordering sequence {ak}.
Put

W1 = f−1
(
[ak+1, b]

)
, v1 = v|W1.

The gradient descent yields an embedding

(−v1)� : (∂1W
k, ∂1W

k−1)→ (V,B)

where V = f−1(ak+1), B = (−v1)�(∂1W
k−1).

Let
W0 = f−1

(
[ak, ak+1]

)
, v0 = v|W0.

Then W0 is an elementary cobordism. Condition (C) implies that every
(−v)-trajectory starting at a point of B reaches ∂0W0 = f−1(ak). Let

x̄ = (−v1)�∗ (x) ∈ H∗(V,B).

In Subsection 3.6 of Chapter 5, page 186 we have associated to x̄ and any
point p ∈ Sk(F |W0) an integer m(x̄, p; v) (the multiplicity of x̄ with respect
to p). Intuitively these multiplicities are the coefficients in the decomposi-
tion of the cycle x̄ with respect to the basis of the homology Hk(W0, ∂0W0)
formed by the descending discs of critical points.

Definition 1.8. The multiplicity of x̄ at p ∈ Sk(f) will be also called the
multiplicity of x at p, and denoted by m(x, p; v).

We obtain a homomorphism

x �→ m(x, p; v); H∗(∂1W
k, ∂1W

k−1)→ Z.

The next proposition follows directly from Proposition 3.20 of Chapter 5
(page 187).

Proposition 1.9. Let N ⊂ ∂1W
k be a smooth k-dimensional oriented

submanifold of ∂1W , such that N \ ∂1W
k−1 is compact. Let p be a critical

point of f of index k. Then

N (D(p,−v) ∩ ∂1W ) = m
(
[N ], p; v

)
. �
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The multiplicities are stable with respect to C0-small perturbations of the
gradient:

Proposition 1.10. Let x ∈ Hk(∂1W
k, ∂1W

k−1). There is δ > 0 such that
for every f -gradient w with ||w − v|| < δ and for every p ∈ Sk(f) we have:

m(x, p; v) = m(x, p;w).

Proof. Choose any compact Q ⊂ V such that

B ⊂ Int Q and Q ∩D(−v|W ′) = ∅.

Choose δ > 0 sufficiently small so that for every f -gradient w with ||w −
v|| < δ any (−w)-trajectory starting at a point of ∂1W

k reaches V and

(−w)�[b,ak+1]
(∂1W

k−1) ⊂ Int Q.

Let w be any f -gradient with ||w − v|| < δ. Put

x̃(w) =
(
(−w)�[b,ak+1]

)
∗
(x) ∈ H∗(V,Q).

It is easy to see that for every x ∈ Hk(∂1W
k, ∂1W

k−1) we have

m(x, p;w) = m(x̃(w), p;w).

Proposition 3.6 of Chapter 3 (page 103) implies that x̃(w) = x̃(v) if w is
sufficiently C0-close to v. Applying Proposition 3.21 of Chapter 5 (page
188) we deduce that

m(x̃(v), p;w) = m(x̃(v), p; v)

if w is sufficiently C0-close to v. The proof of our proposition is now
complete. �

2. Cyclic cobordisms and iterations of the gradient descent map

The cobordisms which will appear in our applications are obtained by cut-
ting a closed manifold along a regular level surface of a C∞ map of the
manifold to S1. Such cobordisms have an additional structure: there is a
diffeomorphism of the lower component of the boundary onto the upper
component.

Definition 2.1. A cyclic cobordism W is a Riemannian cobordism together
with a diffeomorphism I : ∂0W → ∂1W preserving the Riemannian metric.

Let W be a cyclic cobordism, f : W → [a, b] a Morse function on
W , and v an f -gradient. The composition Θ = I ◦ (−v)� is a self-map
of the manifold ∂1W . The iterations of this map can be considered as a
dynamical system. Unfortunately the map Θ and its iterations are not
everywhere defined, and the classical theory of dynamical systems can not
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be applied immediately. However in the case when the gradient v satisfies
an appropriate analog of the condition (C) (see Definition 2.22) the gradient
descent gives rise to a dynamical system of graded-continuous self-maps of
the space ∂1W .† In this section we study this dynamical system, its fixed
and periodic points. We obtain a formula expressing its Lefschetz zeta
function in terms of the homological gradient descent (Theorem 2.29).

2.1. Fixed points and Lefschetz zeta functions of continuous maps.
In this section we recall the definition and basic properties of Lefschetz zeta
functions. Our basic reference for the fixed point theory is A. Dold’s text-
book [29], Chapter 7, §4 – 6; we shall use the terminology and results from
this source.

Definition 2.2. Let X be a topological space, U ⊂ X be an open subset,
and f : U → X a continuous map. A point p ∈ U is a fixed point of f if
f(p) = p. The set of all fixed points of f will be denoted Fix(f).

A point p ∈ U is a periodic point of f if for some natural number k we
have:

f(p), f2(p), . . . , fk−1(p) ∈ U and fk(p) = p.

The minimal number k satisfying this condition is called the least period of
p, and denoted by l(p). The subset {fk(p) | k ∈ N} where p is a periodic
point is called a finite orbit of f . The set of all periodic points of f is
denoted Per(f).

For any finite orbit ω of f the cardinality of ω equals the least period
of any of the points p ∈ ω. If U = X and f is bijective, the finite orbits of
f are exactly the finite orbits of the Z-action induced by f .

Now we shall discuss the notion of the index of a fixed point set. Let
us start with the case when X = Rm and U ⊂ Rm is an open subset. Let
f : U → Rm be a continuous map, and p ∈ U an isolated fixed point of f .
Put g(x) = x− f(x), we obtain a continuous map of pairs

g : (U ′, U ′ \ p) � (Rm,Rm \ 0)

where U ′ is a neighbourhood of p, sufficiently small, so that p is a unique
fixed point of f in U ′. The homology groups

Hm(U ′, U ′ \ p), Hm(Rm,Rm \ 0)

are both isomorphic to Z, and a choice of orientation in Rm yields a gener-
ator in each of these groups. The homomorphism in homology induced by
g is identified therefore with a homomorphism Z→ Z, which is the multi-
plication by an integer called the index of f at p, and denoted I(f, p). If f

† See the introduction to this part for the definition of graded-continuous maps
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is of class C∞, then I(f, p) can be calculated in terms of f ′(p), as stated in
the next proposition (we omit the proof).

Proposition 2.3. Let p be an isolated fixed point of a diffeomorphism
f : U → V where U, V are open sets in Rm. Assume that 1 is not an
eigenvalue of the linear map f ′(p) : Rm → Rm. Then

I(f, p) = sgn
(
det(Id− f ′(p))

)
. �

Definition 2.4. Let U ⊂ Rm be an open subset and f : U → Rm a
continuous map such that Fix(f) is a finite set. The sum of the indices of
all fixed points of f is called the index of f , or the algebraic number of fixed
points of f or the Lefschetz number of f and denoted L(f).

Now we proceed to a generalization of this construction. Recall that a
subset X of a topological space Y is called a neighbourhood retract if there
is an open neighbourhood X ′ ⊂ Y of X such that X is a retract of X ′. A
topological space U is called a Euclidean neighbourhood retract (or ENR for
brevity) if there is a homeomorphism of U onto a neighbourhood retract in
Rm. Let U ⊂ Y be an open subset of a topological space Y , and assume
that U is an ENR. If h : U → Y is a continuous map, such that the set
of the fixed points of h is compact, the index of h is defined. This is an
integer, which we shall denote L(h). Referring to A. Dold’s textbook for
the definition (see [29], Ch. 7, Def. 5.10), we will only list some natural
properties of the index, to be used later on.

(A) The index is local: If W is an open subset of U such that Fix(h) ⊂
W , then L(h) = L(h|W ).

(B) The index of a constant map h equals 1 if h(U) ∈ U and 0 if
h(U) /∈ U .

(C) The index is additive: If U is the union of a finite family of open
sets Ui such that for every i �= j we have Ui ∩ Uj ∩ Fix(h) = ∅,
then

L(h) =
∑
i

L(h|Ui).

(D) The index is homotopy invariant: let H : U × [a, b] → Y be a
homotopy, and assume that the set ∪tFix(Ht) is compact (where
Ht(x) = H(x, t)); then L(Ha) = L(Hb).

(E) When U ⊂ Rm is an open subset and h : U → Rm a continuous
map, and the set Fix(h) is finite, we have:

L(h) =
∑

p∈Fix(h)

I(h, p),
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that is, L(h) equals the algebraic number of fixed points of h,
defined above.

The index of a continuous map is computable in homological terms.
This is the contents of the celebrated Lefschetz fixed point theorem; to state
it we need a definition.

Definition 2.5. Let {Fi}i∈N be a sequence of vector spaces over some field
K. Let A : F∗ → F∗ be a graded linear map, that is, a collection of linear
maps Ai : Fi → Fi. Assume that each of Ai is a linear map of finite rank
(that is, the image of each Ai is finite-dimensional). The element

T r(A) =
∑
i

(−1)iTr(Ai) ∈ K

is called the graded trace of A.

For example, a continuous map f : X → X of any topological space
such that H∗(X,Q) is finite-dimensional, induces a graded endomorphism
f∗ of H∗(X,Q), and the graded trace T rf∗ is defined.

Here is the Lefschetz fixed point theorem (the reader will find a more
general statement in [29], Ch. 7, Prop. 6.6).

Theorem 2.6. Let Y be a compact ENR and f : Y → Y a continuous
map; let f∗ : H∗(Y,Q) → H∗(Y,Q) be the graded homomorphism induced
by f in homology. Then the set Fix(f) is compact, the homomorphism f∗
has a finite rank, and

(1) L(f) = T r(f∗).
This theorem can be applied to iterations of a continuous map f : Y → Y
of a Euclidean neighbourhood retract Y . Put

ηL(f) =
∞∑
n=1

L(fn)
n

tn,

so that ηL(f) is a formal power series with rational coefficients. This series
will be called the eta-function of f . The sequence {L(fn)}n∈N and the
series ηL(f) determine each other. The exponent of ηL(f) is a power series
with the constant term equal to 1. This exponent

ζL(f) = exp(ηL(f))

is called the Lefschetz zeta function of f . It is a much more known and
used invariant than ηL(f).

Theorem 2.7.
ζL(f) =

∏
i

det(Id− t · fi,∗)(−1)i+1

where fi,∗ is the endomorphism of Hi(Y,Q) induced by f .
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Proof. The proof consists in linear-algebraic manipulations with the Lef-
schetz fixed point formula.

Lemma 2.8. For any square matrix A with coefficients in C we have the
following equality of two power series in t:

log det(Id− tA) = −
∞∑
k=1

1
k

Tr(tA)k.

Proof. Applying the Jordan normal form theorem the equality above is
easily reduced to the case when A is a 1 × 1-matrix. For this case our
equality is just the Taylor decomposition of the function log(1 − λt) in a
neighbourhood of 0. �

Now to deduce our theorem it suffices to apply the previous lemma to
the linear map fi,∗ for each i, add up the results with corresponding signs,
and apply the exponential function. �

Exercise 2.9. Check Theorem 2.7 by a direct computation for the following
particular cases:

(1) f : Y → Y is a constant map.
(2) f : S1 → S1 is given by the formula f(z) = z̄.

Corollary 2.10. For a continuous map f : Y → Y of a compact ENR Y ,
the power series ζL(f) has integral coefficients.

Proof. Choose any finite basis in the free abelian group
Hi(Y,Z)/TorsHi(Y,Z). It yields a basis in the vector space Hi(Y,Q). The
matrix of the linear map fi,∗ with respect to this basis has integral coef-
ficients. Thus the power series ζL(f) is a quotient of integer polynomials
whose constant terms are 1, therefore it has integral coefficients. �

Let us now consider a particular case which will appear in our study of
gradient descent maps.

Definition 2.11. Let X be a manifold, U an open subset of X, and
f : U → X a C∞ map. A fixed point p of f is called hyperbolic if the
differential f ′(p) : TpX → TpX is a hyperbolic linear map, that is, f ′(p)
has no eigenvalues on the unit circle.

A hyperbolic fixed point is isolated in Fix(f), and it is also a hyperbolic
fixed point of any power fk of f . We have the direct sum decomposition

TpX = T e ⊕ T c

(T e is the f ′(p)-invariant subspace where f ′(p) is expanding, and T c is the
f ′(p)-invariant subspace where f ′(p) is contracting). Put

μ(f, p) = dimT e.
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Let

ε(f, p) = 1 if f ′(p) conserves the orientation of T e,

ε(f, p) = −1 if f ′(p) reverses the orientation of T e.

Proposition 2.3 implies that

I(fk, p) = ε(f, p)k · (−1)μ(f,p) for every k.

Let ω be a finite orbit of f ; denote the cardinality of ω by l(ω). Choose
any point p ∈ ω and put

ν(ω) = (−1)μ(f l(ω) ,p), ε(ω) = ε(f l(ω), p);

it is clear that the numbers μ(f l(ω), p) and ε(f l(ω), p) do not depend on the
particular choice of p ∈ ω.

The next proposition says that in favorable cases the zeta function can
be factorized as an infinite product of terms corresponding to finite orbits.

Proposition 2.12 ([37], Prop.5.19). Let X be a C∞ manifold without
boundary and f : U → X a C∞ map where U ⊂ X is an open subset.
Assume that all periodic points of f are hyperbolic, and there is only a
finite number of periodic points of any given period. The set of all finite
orbits of f will be denoted O; by our hypotheses on f this is a finite or
countable set. We have then

ηL(f) =
∑

ω∈O,k�1

ν(ω)ε(ω)k

k
tk·l(ω),

ζL(f) =
∏
ω∈O

(
1− ε(ω)tl(ω)

)−ν(ω)
.

Proof. Write

ηL(f) =
∞∑
n=1

L(fn)
n

tn =
∞∑
n=1

( ∑
p∈Fix(fn)

I(fn, p)
n

tn
)
.

The set Fix(fn) is the disjoint union of a finite family of orbits of f . For
each orbit ω ⊂ Fix(fn) its length l(ω) divides n and we have∑

p∈ω

I(fn, p)
n

tn = l(ω)
I(fn, p)

n
tn =

1
k
εk(ω)ν(ω)tk·l(ω),

where we denoted k = n
l(ω) . Therefore

ηL(f) =
∑
ω∈O

ν(ω)
∞∑
k=1

1
k

(
ε(ω)tl(ω)

)k
= −

∑
ω∈O

ν(ω) log
(
1− ε(ω)tl(ω)

)
.
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Thus
ζL(f) = exp(ηL(f)) =

∏
ω∈O

(
1− ε(ω)tl(ω)

)−ν(ω)
,

and the proof of our formulas is complete. �

Corollary 2.13. In the assumption of the previous proposition the power
series ζL(f) has integral coefficients. �

The assumptions of the proposition are satisfied for example if X is
compact, U = X, and all fixed points of f are hyperbolic. The assumptions
hold also in the case of the maps derived from the gradient descent flows,
(see Chapter 13).

2.2. Gradient descent on cyclic cobordisms. Now we proceed to iter-
ations of the gradient descent map on cyclic cobordisms. Let f : W → [a, b]
be a Morse function on a cyclic cobordism W . Let v be an f -gradient. The
composition Θ = I ◦ (−v)� will be denoted in this subsection by Θv, since
we shall consider more than one f -gradient at a time. Thus

Θv : ∂1W \D(−v)→ ∂1W

is a C∞ map, which is a diffeomorphism onto its image.

Definition 2.14. An f -gradient v satisfies the cyclic almost transversality
condition, if

(1) v is almost transverse;

(2) I
(
D(v) ∩ ∂0W

)
� D(−v) ∩ ∂1W.

We shall abbreviate f -gradient, satisfying the cyclic almost transversal-
ity condition as CAT -gradient.

In this subsection we establish some basic properties of CAT -gradients.
In particular we shall see that as far as the fixed point theory is concerned,
the map Θv associated to a CAT -gradient behaves like a continuous map
of a compact space to itself.

Proposition 2.15. The subset of all CAT -gradients is open in the set
G(f) of all f -gradients with respect to C0 topology.

Proof. Let v be any CAT -gradient for f . Let m denote the dimension of
W . For every k we have:

D(ind�m−k ;−v) ∩ I
(
D(ind�k ; v) ∩ ∂0W

)
= ∅.

Recall from Proposition 3.46 of Chapter 4 (page 151) that for every k the
family

{Bδ(ind�k ; v)}δ>0
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is a fundamental system of neighbourhoods of D(ind�k ; v). Similarly, the
family

{Bδ(ind�m−k ;−v)}δ>0

is a fundamental system of neighbourhoods of D(ind�m−k ;−v). Therefore
there is δ > 0, such that the compact subsets

Dδ(ind�m−k ;−v) ∩ ∂1W ⊂ ∂1W ⊃ I
(
Dδ(ind�k ; v) ∩ ∂0W

)
are disjoint. Let Uk, Vk ⊂ ∂1W be disjoint open subsets such that

Dδ(ind�m−k ;−v) ∩ ∂1W ⊂ Uk, I
(
Dδ(ind�k ; v) ∩ ∂0W

)
⊂ Vk.

For every f -gradient w such that ||w − v|| is sufficiently small, we have

Dδ(ind�m−k ;−w) ∩ ∂1W ⊂ Uk, I
(
Dδ(ind�k ;w) ∩ ∂0W

)
⊂ Vk

(see Proposition 3.8 of Chapter 3, page 104), and this establishes the CAT
property for w if ||w − v|| is sufficiently small. �

Exercise 2.16. Prove that the subset of CAT-gradients is dense in the set
of all f -gradients with respect to C∞ topology.

Now we shall study the properties of the fixed point set Fix(Θv).

Proposition 2.17. Let v be a CAT -gradient for f . There is δ > 0 such
that

Fix(Θv) ∩Dδ(−v) = ∅.

Proof. It suffices to prove that for every integer k with 0 � k � m we
have

Fix(Θv) ∩Dδ(ind=m−k ;−v) = ∅.

Pick any δ > 0 such that

(2)
(
Dδ(ind�m−k ;−v) ∩ ∂1W

)
∩ I

(
Dδ(ind�k ; v) ∩ ∂0W

)
= ∅.

For x ∈ Dδ(ind=m−k ;−v) the (−v)-trajectory starting at x can quit W
only through a point in Dδ(ind=k ; v) ∩ ∂0W . Therefore if

x ∈ Fix(Θv) ∩Dδ(ind=m−k ;−v),
then (−v)�(x) is in Dδ(ind=k ; v), and this contradicts (2). �

Proposition 2.18. If v is a CAT -gradient, then the set Fix(Θv) is com-
pact.



Section 2. The cyclic gradient descent 295

Proof. We must prove that any sequence of points an ∈ Fix(Θv) contains a
subsequence converging to a point in Fix(Θv). The space ∂1W is compact,
and extracting a subsequence if necessary, we can assume that an → a ∈
∂1W . Proposition 2.17 implies that a /∈ D(−v), so that a is in the domain
of definition of (−v)�, and we have

(−v)�(an)→ (−v)�(a),

and therefore
an = I

(
(−v)�(an)

)
→ I

(
(−v)�(a)

)
.

Since an → a, we deduce I ◦(−v)�(a) = a and the proof of our proposition
is complete. �

The set ∂1W \ D(−v) is an ENR (as it follows from Proposition 8.10
of [29], Chapter 4). The set of fixed points of the continuous map Θv :
∂1W \D(−v)→ ∂1W is compact by the previous proposition, therefore we
can consider the index of the map Θv : ∂1W \D(−v) : ∂1W (as discussed
on page 289). This index will be denoted by

L(v) = L(Θv);

it is invariant under C0-small perturbations of v, as the next proposition
shows.

Proposition 2.19. Let v be a CAT -gradient for f . Then there is δ > 0
such that for every f -gradient w with ||v − w|| < δ we have:

L(v) = L(w).

Proof. The main step of the proof is the next lemma.

Lemma 2.20. There is an open neighbourhood U of Fix(Θv) and real num-
bers δ, ε > 0 such that for every w with ||w − v|| < ε we have:

U ∩Dδ(−w) = ∅.(A)

Fix(Θw) ⊂ U.(B)

Proof. Pick a δ > 0 such that

Fix(Θv) ∩Dδ(−v) = ∅

(see Proposition 2.17). Pick an open neighbourhood U ⊂ ∂1W of the set
Fix(Θv) such that

U ∩Dδ(−v) = ∅.
Proposition 3.8 of Chapter 3 (page 104) implies that for some ε > 0 every
f -gradient w with ||w − v|| < ε has the property (A):

U ∩Dδ(−w) = ∅.
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In particular the open set U is in the domain of definition of Θw if ||w−v|| <
ε. Diminishing further the numbers δ, ε if necessary, we can find, for every
k, disjoint open subsets Uk, Vk ⊂ ∂1W such that

Dδ(ind�m−k ;−w) ∩ ∂1W ⊂ Uk, I
(
Dδ(ind�k ;w) ∩ ∂0W

)
⊂ Vk

for every f -gradient w with ||w−v|| < ε (see the proof of Proposition 2.15).
In particular

Fix(Θv) ∩Dδ(−v) = ∅.
We are going to prove that, diminishing ε if necessary, we can achieve the
property (B). The contrary would mean that there is a sequence wn of
f -gradients and a sequence xn ∈ ∂1W \ U such that

||wn − v|| → 0 and Θwn(xn) = xn.

Since ∂1W is compact we can assume that xn → x ∈ ∂1W \ U . Observe
that x /∈ D(−v). Indeed, suppose that for some k we have

x ∈ D(p,−v) with indp = k.

Choose any η with 0 < η < δ. For all n sufficiently large we have

xn ∈ Dη(ind�m−k ;−v) ∩ ∂1W ;

diminishing ε we can assume that

Dη(ind�m−k ;−v) ⊂ Dδ(ind�m−k ;−w)

for every w with ||w − v|| < ε (see Corollary 3.10 of Chapter 3, page 105).
Thus we have

xn ∈ Dδ(ind�m−k ;−wn) ∩ ∂1W ⊂ Uk

and
(−wn)�(xn) ∈ Dδ(ind�k ;wn) ∩ ∂0W.

Therefore
Θwn(xn) = I

(
(−wn)�(xn)

)
⊂ Vk,

and the equality xn = Θwn(xn) can not be true since Uk and Vk are disjoint;
we obtain a contradiction.

Thus we have proved that x /∈ D(−v). Then the equality Θwn(xn) = xn
implies Θv(x) = x by continuity (see Theorem 2.13 of Chapter 1, page 30),
hence x ∈ U , which leads to a contradiction. The proof of our lemma is
now complete. �

Now we are ready to prove our proposition. Choose an ε > 0 as in the
previous lemma and for ||w− v|| < ε put wt = v+ t(w− v). Recall that the
space of all f -gradients is convex (by Proposition 2.13 of Chapter 2, page
55) so wt is an f -gradient for every t. We are going to prove that

L(wt) = I(Θwt)
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does not depend on t. For this purpose observe that

I(Θwt) = I(Θwt |U)

(as it follows from the previous proposition). Therefore it suffices to prove
that the number I(Θwt |U) does not depend on t. The family

{Θwt |U}t∈[0,1]
is a one-parameter family of continuous maps U → ∂1W and we are going
now to apply the homotopy invariance of the index (property (D), page
289). For this it remains to prove the next lemma.

Lemma 2.21. The set ⋃
t

Fix(Θwt)

is compact.

Proof. Let xn ∈ Fix(wtn) be a sequence of points, where tn ∈ [0, 1]. Ex-
tracting from xn and tn converging sequences if necessary, we can assume
that tn → α and xn → y; it remains to prove that y is a fixed point of Θwα .
Observe that xn ∈ U , therefore y ∈ U and y /∈ D(−wα). Thus y is in the
domain of definition of (−wα)� and we have

(−wtn)�(xn)→ (−wα)�(y).

Therefore y is a fixed point of Θwα . The lemma and the proposition are
proved. �

2.3. Cyclic cellular gradients. Now we have the notion of index for the
gradient descent map associated to CAT gradients. We would like to obtain
an expression for it in homological terms, thus generalizing the Lefschetz
fixed point formula and extending the analogy with continuous maps of
closed manifolds. It is possible if we impose an additional restriction on
the gradient v, namely a corresponding version of the condition (C):

Definition 2.22. Let f : W → [a, b] be a Morse function on a cyclic
cobordism W , and v be an f -gradient. We say that v satisfies condition
(C′) if v satisfies condition (C) (page 238), and, moreover, the corresponding
Morse-Smale filtrations ∂1W

k, ∂0W
k can be chosen in such a way that

I(∂0W
k) = ∂1W

k for every k. The gradients satisfying condition (C′) will
be also called cyclic cellular gradients.

The next theorem implies that the set of all f -gradients satisfying (C′)
is open and dense in G(f) with respect to C0 topology.
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Theorem 2.23. Let f : W → [a, b] be a Morse function on a cyclic cobor-
dism W . The subset of all cyclic cellular f -gradients is open and dense
in the space of all f -gradients with respect to C0 topology. Moreover, for
any almost transverse f -gradient v, a number ε > 0 and a neighbourhood U
of ∂W , there is a cyclic cellular f -gradient w, with ||w − v|| < ε, and
supp (w − v) ⊂ U \ ∂W .

Proof. The proof of C0-openness of condition (C′) is completely similar to
the corresponding argument from Subsection 4.2 of Chapter 8 (page 279).
For the proof of C0-density just note that in the proof of C0-density of
the condition (C) (Subsection 4.1 of Chapter 8, page 274) we can choose
φ0 = φ1 ◦ I, u1 = I∗(u0). �

Any cyclic cellular f -gradient v satisfies the cyclic almost transversality
condition, and, therefore a fixed point set of the map Θ = I ◦ (−v)� † is
a compact subset of ∂1W . The set ∂1W has now a filtration ∂1W

k, which
satisfies the following property:

Θ(∂1W
k) ⊂ Int ∂1W

k for every k.

Put Uk = Int ∂1W
k \ ∂1W

k−1. The fixed point set Fix(Θ) falls naturally
into a disjoint union of the sets

Fk = Fix(Θ) ∩ Uk.
Proposition 2.24. For every k the set Fk is compact.

Proof. By definition we have Fk ⊂ Int ∂1W
k\∂1W

k−1. The sets Int ∂1W
k\

∂1W
k−1 are open and disjoint and the union of the sets Fk is compact. The

proposition follows. �
Now we shall obtain a formula for L(Θ) in terms of the homological

gradient descent associated to v. Consider the continuous map

Θk = I ◦ (−v)� : ∂1W
k/∂1W

k−1 → ∂1W
k/∂1W

k−1.

To apply the usual Lefschetz fixed point theory to this map we shall first of
all make sure that the space ∂1W

k/∂1W
k−1 has good geometric properties.

Lemma 2.25. The space ∂1W
k/∂1W

k−1 is an ENR.

Proof. The space ∂1W
k is a compact manifold, therefore an ENR. The

quotient of an ENR space by a compact ENR subset is again an ENR, see
[29, exercise 5 of Chapter 4]. Thus ∂1W

k/∂1W
k−1 is also an ENR, as we

have claimed. �
† The notation Θv used in the previous subsection will be replaced now by Θ, since we
work here with only one f -gradient, and no confusion is possible.
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Therefore we can apply the Lefschetz fixed point formula and the Lef-
schetz number L(Θk) equals the graded trace of the homomorphism in-
duced by Θk = I ◦ (−v)� in homology. The space ∂1W

k/∂1W
k−1 has the

homotopy type of the wedge of k-spheres and we have:

L(Θk) =

1 + (−1)kTr
(
(Θk)∗ : Hk(∂1W

k/∂1W
k−1)→ Hk(∂1W

k/∂1W
k−1)

)
= 1 + (−1)kTr

(
Hk(−v)

)
,

where Hk(−v) = I∗ ◦ Hk(−v);
recall that Hk(−v) is the homological gradient descent. The fixed point set
of the map Θk is easy to identify:

Fix(Θk) = {ωk} � F̄k,
where F̄k stands for the image of Fk under the projection ∂1W

k →
∂1W

k/∂1W
k−1, and ωk is the point corresponding to the collapsed set

∂1W
k−1.

The point ωk is an isolated fixed point of Θk and it follows from condi-
tion (C′) that a whole neighbourhood of ωk is sent to ωk by Θk. Therefore
the index of ωk is equal to 1, and applying the formula above for the number
L(Θk) we deduce

(3) I(Θ|Uk) = (−1)kTr Hk(−v).
Now we are ready to establish the Lefschetz fixed point formula for the
map Θ. Put

Zk = Hk(∂1W
k, ∂1W

k−1;Q).
The maps Hk(−v) form a graded linear map of the graded vector space Z∗
to itself. Adding up the equalities (3) we obtain the next proposition.

Proposition 2.26.
L(Θ) = T r

(
H∗(−v)

)
. �

2.4. Lefschetz zeta functions for cyclic cellular gradients. For cyclic
cellular gradients the iterations of the gradient descent map also have good
fixed point properties:

Proposition 2.27. Let f : W → [a, b] be a Morse function on a cyclic
cobordism W , and v a cyclic cellular f -gradient. Let n be a positive integer.
Then:

(1) There is δ > 0 such that

Fix(Θn) ∩Bδ(−v) = ∅, where Θ = I ◦ (−v)�.



300 Chapter 9. Properties of cellular gradients

(2) The set Fix(Θn) is compact.

Proof. 1) It suffices to prove that for some δ > 0 and any k the sets
Fix(Θn) and Bδ(ind=k ;−v) are disjoint. The condition (C′) implies that

∂1W ∩D(ind�k ;−v) ⊂ Int ∂̂1W
k−1

.

The family
{Bδ(ind�k ;−v)}δ>0

is a fundamental system of neighbourhoods of D(ind�k ;−v) therefore for
some δ > 0 we have

∂1W ∩Bδ(ind�k ;−v) ⊂ Int ∂̂1W
k−1

.

If a point x ∈ Fix(Θn) is in Bδ(ind=k ;−v), then

(−v)�(x) ∈ Bδ(ind=m−k ; v) ∩ ∂0W,

where m = dimW . Diminishing δ if necessary we can assume that

Bδ(ind=m−k ; v) ∩ ∂0W ⊂ Int ∂0W
m−k−1,

and
I
(
Bδ(ind=m−k ; v) ∩ ∂0W

)
⊂ Int ∂1W

m−k−1.

Condition (C′) implies that the set Int ∂1W
m−k−1 is Θ-invariant, therefore

Θn(x) ∈ Int ∂1W
m−k−1, and

x = Θn(x) ∈ Int ∂1W
m−k−1

which is impossible since x ∈ Int ∂̂1W
k−1

and by the definition of the dual
filtration the sets

Int ∂̂1W
k−1

, Int ∂1W
m−k−1

are disjoint.
2) To prove that Fix(Θn) is a closed subset of ∂1W , let xl ∈ Fix(Θn)

be a sequence of points converging to y ∈ ∂1W . We are going to prove
that y ∈ Fix(Θn). Choose δ > 0 as in part 1) of the proof. Since xl ∈
∂1W \ Bδ(−v), the point y ∈ ∂1W \Bδ(−v) is in the domain of definition
of (−v)� and

Θ(xl)→ Θ(y).
Applying the same argument to the sequence Θ(xl) ∈ Fix(Θn) we deduce
that Θ(y) ∈ ∂1W \Bδ(−v) and

Θ2(xl)→ Θ2(y).

Arguing by induction we show that for every s ∈ N we have:

Θs−1(y) ∈ ∂1W \Bδ(−v) and Θs(xl)→ Θs(y).

Put s = n to deduce xl → Θn(y), and the proof is complete. �
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The same arguments as in Subsection 2.3 prove the Lefschetz fixed point
formula for iterations of the map Θ:

Proposition 2.28. For every n � 0 we have

L(Θn) = T r
(
Hn
∗ (−v)

)
. �

Now let us turn to Lefschetz zeta functions. Similarly to the case of
continuous maps we define two power series in one variable t:

ηL(Θ) =
∞∑
n=1

1
n
L(Θn)tn, ζL(Θ) = exp

(
ηL(Θ)

)
.

The next theorem is the main aim of the present subsection. It is deduced
from Proposition 2.28 in the same way as Theorem 2.7 was deduced from
Theorem 2.6.

Theorem 2.29. Let f : W → [a, b] be a Morse function on a cyclic cobor-
dism W of dimension m. Let v be a cyclic cellular gradient for f and put
Θ = I ◦ (−v)�. Then we have the following formula for the Lefschetz zeta
function of Θ:

ζL(Θ) =
m−1∏
i=0

det
(
Id− t · Hi(−v)

)(−1)i+1

(where Hi(−v) = I∗ ◦ Hi(−v) and Hi(−v) is the homological gradient de-
scent associated to v). �

3. Handle-like filtrations associated with the cellular gradients

The Morse stratification associated with a Morse function and its almost
transverse gradient is a perfect substitute for CW decompositions while
we stay in the realm of closed manifolds. The union of all Morse cells
is the manifold itself, and the Morse complex computes the homology of
the manifold. The same construction, applied to a Morse function f :
W → [a, b] on a cobordism W and its almost transverse gradient v, gives
an analog of the cellular decomposition of the pair (W,∂0W ). The Morse
complex in this case computes the relative homology H∗(W,∂0W ). As for
the homotopy type of the space W itself, it can not be deduced from this
Morse-theoretic data. (A good example is the product cobordism V × [0, 1],
where V is a closed manifold, and the Morse function is the projection
onto the second factor.) One natural way to improve the Morse-theoretic
approach to cobordisms would be to include into the picture the Morse
stratifications of ∂1W and ∂0W . Intuitively, we would aim at a cellular
decomposition of W , with cells of the following four types:
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(1) the Morse cells of ∂1W ,
(2) the Morse cells of ∂0W ,
(3) the Morse cells of W ,
(4) the (−v)-tracks of the Morse cells of ∂1W .

The boundary of each cell must be in the union of the cells of smaller
dimensions. In particular for every critical point p of f the sole D(p, v) ∩
∂0W of its descending disc must belong to the (indp− 1)-skeleton of ∂0W .
Let us write down this condition:

(4) D(ind�k , v) ∩ ∂0W ⊂ ∂0W
[k−1] for every k.

Here ∂0W
[k−1] is the union of all Morse cells of ∂0W of dimensions � k−1.

A similar requirement must hold for the tracks of the Morse cells of ∂1W .
The task of construction of Morse stratifications of W , ∂1W and ∂0W
satisfying the conditions above seems quite a delicate one. I do not know
if it is feasible in general.

If in the formula (4) we replace the Morse skeleton ∂0W
[k−1] by the

(k − 1)-th term ∂0W
k−1 of some Morse-Smale filtration, we obtain the

following condition:

Dδ(ind�k , v) ∩ ∂0W ⊂ ∂0W
k−1.

This is a part of condition (C) (page 238). Actually condition (C) can
be considered as the “thickened analog” of the four conditions above plus
similar conditions for the function −f and its gradient −v.

In this chapter we shall construct for any cellular f -gradient v a handle-
like filtration of the cobordism W , which allows us in particular to recover
the homology of the cobordism from the Morse-theoretic data associated
with the Morse stratifications of ∂0W, ∂1W and W (see Corollary 3.4 and
Theorem 3.8). These techniques will be used later in the proof of the main
theorem of Chapter 13.

3.1. Definition of the filtration. Let f : W → [a, b] be a Morse function
on a cobordism W , and v a cellular f -gradient. Denote by ∂1W

k, ∂0W
k the

corresponding Morse-Smale filtrations of the components of the boundary.
Let φ be any ordered Morse function on W , adjusted to (f, v), and {ak} be
the ordering sequence for φ. Put

Zk =
(
T (∂0W

k, v) ∪D(−v)
)
∩ φ−1

(
[a, ak+1]

)
.

In other words Zk consists of all z ∈ φ−1
(
[a, ak+1]

)
such that the (−v)-

trajectory γ(z, t;−v) either
(1) converges to a critical point of φ as t→∞ or
(2) reaches ∂0W and intersects it at a point in ∂0W

k.
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The set Zk contains ∂0W
k and the descending discs D(p, v) for indp � k.

Set

Tk = T
(
∂1W

k−1;−v
)
∩ φ−1

(
[ak, b]

)
In other words Tk is the set of all points y ∈ φ−1

(
[ak, b]

)
such that the

v-trajectory starting at y reaches ∂1W and intersects it at ∂1W
k−1. In

Figures 35 and 36 the exterior rectangles depict the cobordism W , and the
sets Tk, Zk are shaded.

a

ak

ak+1

b

∂0W
k−1

∂0W
k

∂1W
k−2

∂1W
k−1

Zk

Tk

FIGURE 35.

Now we can define the filtration of W : set

W 〈k〉 = ∂1W
k ∪ Zk ∪ Tk for k � 0,

W 〈−1〉 = ∅.

Thus W 〈k〉 contains the Morse cells of dimension � k of the manifolds
∂0W, ∂1W, W , and also the tracks of the Morse cells of dimension � k− 1
of ∂1W .
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a

ak

ak+1

b

∂1W
k−1

∂1W
k

∂0W
k−1

∂0W
k

The set W 〈k−1〉 is shaded black,

and the set W 〈k〉 \W 〈k−1〉 is shaded grey.

FIGURE 36.

The main aim of this subsection is to prove that the sets W 〈k〉 form
a cellular filtration of W . During the proof we shall show that the space
W 〈k〉 is homotopy equivalent to a space obtained from W 〈k−1〉 by attaching
four families of k-dimensional cells, corresponding to the families (1)–(4)
on page 302. Let

Ek = Hk(W 〈k〉,W 〈k−1〉).
Theorem 3.1 below gives a description of the group Ek. To state this
theorem we need some preliminaries. The manifolds ∂0W,∂1W are endowed
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with Morse-Smale filtrations satisfying conditions (C1), (C2) (page 238).
Let us denote

φ0 : ∂0W → R, φ1 : ∂1W → R

the corresponding ordered Morse functions, and let u0, u1 be their gradients.
Put

M(0)
∗ =M∗(φ0, u0), M(1)

∗ =M∗(φ1, u1).

The inclusions

∂0W ⊂ � W � ⊃ ∂1W

preserve filtrations:

∂0W
k ⊂ � W 〈k〉 � ⊃ ∂1W

k,

and yield homomorphisms in the corresponding adjoint chain complexes:

M(0)
∗

λ0� E∗ �
λ1 M(1)

∗ .

Here we use the identification of the Morse complex with the adjoint chain
complex of the Morse-Smale filtration, see Proposition 1.8 of Chapter 6
(page 200).

Choose any orientation of v and let M∗ =M∗(f, v) denote the Morse
complex of (f, v). It follows from the condition (C) that for every p ∈
Sk(f) the descending disc D(p, v) has a well defined fundamental class [p]
in Hk(W 〈k〉,W 〈k−1〉) and the corresponding map p �→ [p] yields a group
homomorphism

Mk
μ� Ek.

The images of λ1, λ0 and μ correspond to the components (1)–(3) of our hy-
pothetical cellular decomposition (see page 302). Now let us proceed to the
fourth component. Condition (C) implies that every (−v)-trajectory start-
ing at a point of ∂1W

k−1 reaches φ−1(ak). Let I = [0, 1]. By Proposition
3.3 of Chapter 3 (page 101) we have a canonical homeomorphism

(5) F : I × ∂1W
k−1 ≈� Tk = T

(
∂1W

k−1;−v
)
∩ φ−1([ak, b]),

F (1× x) = x; F (0× x) ∈ φ−1(ak) for every x ∈ ∂1W
k−1.

We obtain therefore a homeomorphism of pairs:

(I, ∂I) × (∂1W
k−1, ∂1W

k−2)
≈� (Tk, Tk ∩W 〈k−1〉)
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a

ak

b

∂1W
k−2

∂1W
k−1

The set Tk ∩W 〈k−1〉 is shaded black,

and the set Tk \ Tk ∩W 〈k−1〉 is shaded grey.

FIGURE 37.

The pair on the left is the suspension of the pair (∂1W
k−1, ∂1W

k−2), thus
we have the isomorphism

Hk−1(∂1W
k−1, ∂1W

k−2) =M(1)
k−1

≈� Hk

(
Tk, Tk ∩W 〈k−1〉).

Composing with the inclusion

(Tk, Tk ∩W 〈k−1〉) ⊂ � (W 〈k〉,W 〈k−1〉)

we obtain a homomorphism which will be denoted

τ :M(1)
k−1 → Hk(W 〈k〉,W 〈k−1〉).

Theorem 3.1. The filtration

∅ = W 〈−1〉 ⊂W 〈0〉 ⊂ · · · ⊂ W 〈m〉 = W, where m = dimW

is a cellular filtration of W . We have:

H∗
(
W 〈k〉,W 〈k−1〉) = 0 for ∗ �= k,

and the homomorphism

Lk = (λ1, λ0, μ, τ) :M(1)
k ⊕M(0)

k ⊕Mk ⊕M(1)
k−1

� Hk

(
W 〈k〉,W 〈k−1〉)
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is an isomorphism of abelian groups.

Proof. Consider the cobordism

W ′ = φ−1
(
[ak, ak+1]

)
.

The pair (φ|W ′, v|W ′) is elementary, and each critical point p of the function
φ|W ′ has a handle Hp. The disc D(p, v) ∩W ′ does not intersect the set
Tk, and its sole is in the interior of the set W 〈k−1〉 ∩ φ−1(ak). Thus we can
choose the handle Hp so close to the disc D(p, v) ∩W ′ that:

(1) Hp ∩ Tk = ∅,

(2) Hp ∩ φ−1(ak) ⊂W 〈k−1〉.
Let H be the union of handles Hp for all critical points p ∈ Sk(f). Define
the subset Qk as follows:

(6) Qk = ∂1W
k ∪ Tk ∪ H ∪

(
Zk ∩ φ−1([a, ak])

)
.

The subset Qk is depicted in Figure 38.

a

ak

ak+1

b

W ′

The set W 〈k−1〉 is shaded black,

and the set Qk is shaded grey.

The curved component of Qk \W 〈k−1〉 depicts a handle.

FIGURE 38.
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Lemma 3.2. The inclusion Qk ⊂W 〈k〉 is a homology equivalence.

Proof. Observe that the two sets in question differ only inside W ′, that
is,

Qk ∩
(
W \W ′) = W 〈k〉 ∩

(
W \W ′).

It suffices therefore (by the excision property) to check that the inclusion

Qk ∩W ′ ⊂ � W 〈k〉 ∩W ′ = Zk ∩W ′

is a homology equivalence. To prove this we apply the usual gradient de-
scent deformation. Recall the homotopy

L : W ′ ×R+ →W ′

introduced in Subsection 3.2 of Chapter 3 (page 105). The sets

Zk ∩W ′, Qk ∩W ′

are obviously Lt-invariant for each t (where Lt(x) = L(x, t)). The image
LT (Zk ∩W ′) is in Qk ∩W ′ if T is large enough. An application of Lemma
1.8 of Chapter 5 (page 171) completes the proof. �

To compute the homology of the pair (Qk,W 〈k−1〉) let us describe the
quotient space Qk/W 〈k−1〉. Put

Ak = ∂1W
k \ Int ∂1W

k−1, Bk = ∂0W
k \ Int ∂0W

k−1.

Thus Ak is an (m − 1)-dimensional cobordism, and the intersection of Ak
with W 〈k−1〉 is equal to the lower component ∂0Ak of its boundary. The
space Bk has similar properties. We have

Qk = W 〈k−1〉 ∪
(
Ak ∪H ∪ T ′k ∪ Z ′k

)
, where

T ′k = T (Ak−1,−v) ∩ φ−1([ak, b]), Z ′k = T (Bk, v) ∩ φ−1([a, ak]).

The intersection of any two of these subsets is in W 〈k−1〉, therefore the
quotient space Qk/W 〈k−1〉 is the wedge of four summands corresponding
to the quotients of the four spaces above. For any subspace C ⊂ Qk let us
denote by Ĉ the quotient space C/C ∩W 〈k−1〉. We have then:

Qk/W
〈k−1〉 ≈ Âk ∨ Ĥ ∨ T̂ ′k ∨ Ẑ ′k.

Lemma 3.3. We have

(D) H∗(Qk,W 〈k−1〉) ≈ H̃∗(Âk)⊕ H̃∗(Ĥ)⊕ H̃∗(T̂ ′k)⊕ H̃∗(Ẑ ′k).†

† Here H̃∗ denotes reduced homology groups.
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Proof. An easy geometric argument shows that W 〈k−1〉 is a deformation
retract of some neighbourhood in Qk. Therefore

H∗(Qk,W 〈k−1〉) ≈ H̃∗(Qk
/
W 〈k−1〉)

(see [58], Ch. 2, Proposition 2.22). Also C ∩ W 〈k−1〉 is a deformation
retract of some neighbourhood in C, if C is one of the following four spaces:
Ak, H, T ′k, Z ′k. Therefore the homology of the wedge of the four spaces
Âk, Ĥ, T̂ ′k, Ẑ ′k is isomorphic to the direct sum of the homology of the
summands (see [58], Ch. 2, Corollary 2.25), and the proof of our lemma is
complete. �

We shall now compute the four components of the direct sum decom-
position (D) in terms of Morse complexes M∗, M(0)

∗ , M(1)
∗ . As for the

first summand, we have

Ak/(Ak ∩W 〈k−1〉) = Ak/∂0Ak = ∂1W
k/∂1W

k−1.

Therefore
H̃k(Âk) ≈M(1)

k .

Further

H
/
(H ∩W 〈k−1〉) = H

/
(H ∩ φ−1(ak)) ≈

∨
p∈Sk(φ)

Ĥp,

where
Ĥp = Hp/Hp ∩ φ−1(ak)

is the quotient of the handle Hp with respect to its sole. Therefore

H̃k(Ĥ) ≈
⊕

p∈Sk(φ)

H̃k(Ĥp) ≈Mk.

Let us proceed to the third summand of (D). It is easy to deduce from (5)
that the quotient T ′k/T

′
k ∩W 〈k−1〉 is homeomorphic to the suspension

S
(
∂1W

k−1/∂1W
k−2

)
.

Thus
H̃k(T̂ ′k) ≈M

(1)
k−1.

As for the fourth summand, observe that each v-trajectory starting at a
point of Bk reaches φ−1(ak) and we have a homeomorphism of pairs(

Z ′k, Z
′
k ∩W 〈k−1〉

)
≈

(
Bk, ∂0Bk

)
× [0, 1],

therefore Z ′k/Z
′
k ∩W 〈k−1〉 is homotopy equivalent to ∂0W

k/∂0W
k−1. We

obtain therefore an isomorphism

H̃k(Ẑ ′k) ≈M
(0)
k .
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Form the direct sum of these isomorphisms:

σk :M(1)
k ⊕M(0)

k ⊕Mk ⊕M(1)
k−1

≈� Hk(W 〈k〉,W 〈k−1〉).

It is not difficult to check that σk is equal to the homomorphism Lk from
the statement of Theorem 3.1, which is now proven. �

The adjoint complex E∗ corresponding to the filtration W 〈k〉 computes
therefore the homology of W :

Corollary 3.4. H∗(E∗) ≈ H∗(W ). �

The groups Ek can be read from the Morse-theoretic data. Now we are
going to show that the same is true for the boundary operators in this
complex.

3.2. More computations in W ′. In the previous subsection we have
constructed an isomorphism

Lk = (λ1, λ0, μ, τ) :M(1)
k ⊕M(0)

k ⊕Mk ⊕M(1)
k−1

� Ek.

Let
V1 = ∂1W

′ = φ−1(ak+1), X1 = V1 ∩W 〈k〉.
The inclusion X1

⊂ � W 〈k〉 induces a homomorphism

α : H∗(X1)→ H∗
(
W 〈k〉,W 〈k−1〉) = Ek;

our aim in this subsection is to compute the homomorphism L−1
k ◦ α. The

results will be used in Subsection 3.3. The cobordism

W ′ = φ−1
(
[ak, ak+1]

)
is elementary. Let x ∈ Hk(X1), and put

ρ(x) =
∑

p∈Sk(f)

m(x̃, p)p ∈Mk

where x̃ is the image of x in H∗(W ′, ∂0W
′), and m(x̃, p) is the multiplicity

of x̃ with respect to the critical point p (see Subsection 3.4 of Chapter 5,
page 176).

For every critical point p ∈ S(f) of index � k the sole of the descending
disc D(p, v) is in ∂0W

k−1. Therefore the gradient descent yields a contin-
uous map

ξ = (−v)�[ak+1,a]
: X1 → ∂0W

k/∂0W
k−1

(see Definition 1.4 of Chapter 7, page 234), and we obtain an element

ξ∗(x) ∈ Hk(∂0W
k/∂0W

k−1) =M(0)
k .
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Proposition 3.5. Let x ∈ Hk(X1). We have

L−1
k (α(x)) =

(
0, ξ∗(x), ρ(x), 0

)
.

Proof. Put

V0 = φ−1(ak), Y0 = W 〈k−1〉 ∩ V0, X0 = W 〈k〉 ∩ V0.

Put
P = W 〈k〉 ∩W ′.

Let us start with the image of x in the homology Hk(P, Y0). The subsets
P, Y0 are depicted in Figure 39 (compare it with Figures 36, 38).

a

ak

ak+1

b

∂1W
k−1

∂1W
k

∂0W
k−1

∂0W
k

On this figure the set P is shaded, Y0 is depicted by a fat line.

The sets W 〈k−1〉,W 〈k〉 are shown by dashed lines.

FIGURE 39.
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Let H be the union of all handles of the critical points of f |W ′; put
H0 = H ∩X0, so that H0 is the union of all the soles of the handles. We
choose the handles in such a way that H0 ⊂ Y0.

Lemma 3.6. 1. The inclusion X0 ∪ H ⊂ � P is a homotopy equiva-
lence.

2. The inclusion

X0/Y0 ∨ H/H0
⊂ � P/Y0

is a homology equivalence.

Proof. Let
L : W ′ ×R+ →W ′

be the homotopy introduced in Subsection 3.2 of Chapter 3 (page 105).
The subset P is Lt-invariant for every t (where Lt(x) = L(x, t)). Therefore
we obtain a homotopy

L̃ : P ×R+ → P.

The subsets H,X0 are L̃t-invariant for every t and it is clear that for every
T sufficiently large we have

L̃T (P ) ⊂ H ∪X0.

Applying Lemma 1.8 of Chapter 5 (page 171) we deduce that the inclusion
H ∪X0

⊂ � P is a homotopy equivalence. We deduce the point 1) of our
lemma.

Proceeding to the second point, observe that the inclusion

(X0 ∪H, Y0) ⊂ � (P, Y0)

is a homology equivalence, as it follows from point 1). Furthermore, observe
that H∩X0 ⊂ Y0, therefore(

X0 ∪H
)
/Y0 ≈ X0/Y0 ∨ H/H0

and the lemma follows. �
Thus we obtain an isomorphism

Hk(X0, Y0)⊕Mk
J

≈
� Hk(P, Y0)

induced by the inclusion from point 2) of the previous lemma. Let I denote
the inverse isomorphism:

Hk(P, Y0)
I

≈
� Hk(X0, Y0)⊕Mk.

It is now clear how to compute the image x̄ of an element x ∈ Hk(X1) in
H∗(P, Y0). For the first component of I(x̄) we have:

I1(x̄) = (ξ0)∗(x̄)
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where

(7) ξ0 = (−v)�[ak+1,ak ] : X1 → X0/Y0

is the continuous map induced by the gradient descent (see Definition 1.4
of Chapter 7, page 234). For the second component of I(x̄) we have:

I2(x̄) = ρ(x) =
∑
p

m(x̃, p)p ∈Mk,

where x̃ is the image of x in H∗(W ′, ∂0W
′).

With this data at hand, let us return to the proof of the proposition. We
are going to identify the homomorphism induced by the inclusion (P, Y0)→
(W 〈k〉,W 〈k−1〉). It is clear that the following diagram is commutative:

Hk(X1)

��

�� Hk

(
W 〈k〉,W 〈k−1〉)

Hk(P, Y0)

I≈
��

��������������������
M(1)

k ⊕M(0)
k ⊕Mk ⊕M(1)

k−1

Lk

��

Hk(X0, Y0)⊕Mk

J

��

(
(ξ1)∗, Id

)
��M(0)

k ⊕Mk

i

��

Here ξ1 denotes the continuous map

ξ1 = (−v)�[ak,a]
: X0/Y0 →M(0)

k .

The diagonal arrow is induced by the inclusion of the pairs, and i is the
natural inclusion.

The image of x ∈ Hk(X1) via the composition of the left vertical arrows
is equal to the pair

y =
(
(ξ0)∗(x̄), ρ(x)

)
(recall that x̄ stands for the image of x in Hk(P, Y0) and ξ0 is defined in (7)).
Applying to y the lower horizontal arrow we obtain therefore the element(

ξ∗(x̄), ρ(x)
)
,

since
ξ = (−v)�[ak+1,a]

= (−v)�[ak,a]
◦ (−v)�[ak+1,ak] = ξ1 ◦ ξ0

(by Composition Lemma 1.8 of Chapter 7, page 235). Our proposition
follows. �

We shall also need a generalisation of the previous proposition to the
case when the absolute cycle x is replaced by a relative one. Put

Y1 = T (∂1W
k−1,−v) ∩ V1, R = T (∂1W

k−1,−v) ∩W ′.
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We wish to compute the homomorphism

H∗(X1, Y1)→ H∗(W 〈k〉,W 〈k−1〉 ∪R)

induced by the inclusion. The inclusion

(W 〈k〉,W 〈k−1〉) ⊂ � (W 〈k〉,W 〈k−1〉 ∪R)

is a homological equivalence. Let

B : Hk(X1, Y1)→M(1)
k ⊕M(0)

k ⊕Mk ⊕M(1)
k−1

denote the composition of the homomorphism

Hk(X1, Y1)→ H∗(W 〈k〉,W 〈k−1〉 ∪R)
≈� Hk(W 〈k〉,W 〈k−1〉)

with the inverse of the isomorphism Lk from Theorem 3.1. For x ∈
Hk(X1/Y1) let us denote by ρ(x) the element

ρ(x) =
∑

p∈Sk(f)

m(x̃, p)p ∈Mk,

where x̃ is the image of x in H∗(W 〈k〉,W 〈k−1〉 ∪R). The proof of the next
proposition is similar to the proof of Proposition 3.5 and will be omitted.

Proposition 3.7. Let x ∈ H∗(X1, Y1). Then

B(x) =
(
0, ξ∗(x), ρ(x), 0

)
where

ξ = (−v)�[ak+1,a]
: X1/Y1

� ∂0W
k/∂0W

k−1

is the continuous map induced by the gradient descent from ak+1 to a. �

3.3. The adjoint complex E∗. Now we are ready to compute the bound-
ary operators in the adjoint complex E∗, associated with the filtration W 〈k〉
of the cobordism W . Theorem 3.1 yields an isomorphism

Lk = (λ1, λ0, μ, τ) :M(1)
k ⊕M(0)

k ⊕Mk ⊕M(1)
k−1

� Ek.

To compute dk+1 : Ek+1 → Ek it suffices therefore to compute the homo-
morphism

d′k+1 = L−1
k ◦ dk+1 ◦ Lk+1 :

M(1)
k+1 ⊕M

(0)
k+1 ⊕Mk+1 ⊕M(1)

k

� M(1)
k ⊕M(0)

k ⊕Mk ⊕M(1)
k−1.

The homomorphism d′k+1 will be described in terms of its 4 × 4-matrix
which will be displayed column-wise, so that for example the terms in the
first column are the components of the restriction d′k+1|M

(1)
k+1. In order to
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describe the matrix entries we need to introduce two more homomorphisms:
ηk and σk+1.

Define a homomorphism

ηk :M(1)
k →Mk; ηk(x) =

∑
p∈Sk(f)

m(x, p; v)p,

wherem(x, p; v) ∈ Z is the multiplicity of x with respect to p, see Definition
1.8 (page 286). For the case when x can be represented by a submanifold
X ⊂ ∂1W transverse to the ascending discs of critical points of f , the
multiplicity m(x, p; v) equals the intersection index of X with D(p,−v) ∩
∂1W .

To introduce the homomorphism σk+1 consider a critical point p ∈
Sk+1(f) and observe that by condition (C) the sole Σp = D(p, v) ∩ ∂0W of
the descending disc of p is a smooth oriented submanifold of ∂0W

k and the
set Σp \ Int ∂0W

k−1 is compact. Thus the fundamental class

[Σp] ∈ Hk−1(∂0W
k, ∂0W

k−1) =M(0)
k

is defined. Denote this class by σk+1(p), and extend the map p �→ σk+1(p)
to a homomorphism

σk+1 :Mk+1 →M(0)
k .

Theorem 3.8. The matrix of d′k+1 equals

(8)

⎛⎜⎜⎜⎝
∂

(1)
k+1 0 0 Id
0 ∂

(0)
k+1 σk+1 −Hk(−v)

0 0 ∂k+1 −ηk
0 0 0 −∂(1)

k

⎞⎟⎟⎟⎠
where Hk(−v) is the homological gradient descent, and ∂

(1)
∗ , ∂

(0)
∗ , ∂∗ are

the boundary operators in the Morse complexesM(1)
∗ , respectivelyM(0)

∗ and
M∗.

Proof. The first two columns which correspond to the components M(0)
∗ ,

M(1)
∗ are easy to compute. The inclusions

∂0W ⊂ � W � ⊃ ∂1W

conserve the filtrations and therefore the maps of the corresponding adjoint
complexes commute with the boundary operators.

As for the third component, we must compute the value of the boundary
operator dk+1 on the homology class

dp(v) ∈ Hk(W 〈k+1〉,W 〈k〉)
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corresponding to the critical point p ∈ Sk+1(f). We shall use the notation
introduced in the previous subsection:

W ′ = φ−1([ak, ak+1]), V1 = φ−1(ak+1) = ∂1W
′, X1 = W 〈k〉 ∩ V1.

The element dk+1(dp(v)) ∈ Ek is represented by the oriented embedded
sphere

Σp = D(p, v) ∩ V1.

According to Proposition 3.5 the L−1
k -image of [Σp] in H∗(W 〈k〉,W 〈k−1〉)

has the components (
0, ξ∗

(
[Σp]

)
, ρ

(
[Σp]

)
, 0

)
with respect to the direct sum decomposition obtained in Theorem 3.1.
Here

ξ = (−v)�[ak+1,a]
: X1 → ∂0W

k/∂0W
k−1

is the continuous map induced by the gradient descent. We have by defini-
tion:

ξ∗
(
[Σp]

)
= σk+1(dp), ρ

(
[Σp]

)
= ∂k+1(dp)

and the computation of the third column is complete.
Now let us proceed to the fourth column. This is slightly more compli-

cated than the preceding ones, but also more important for later applica-
tions. We must check that

dk+1(τ(x)) = Lk
(
x, −Hk(−v)(x), −ηk(x), −∂(1)

k (x)
)

for every x ∈ Hk(∂1W
k, ∂1W

k−1).

Let us recall the definition of τ(x). Put

K = ∂1W
k, L = ∂1W

k−1.

Let I = [0, 1] and denote by ι ∈ H1(I, ∂I) the fundamental class of the
oriented interval I. Denote by S(x) the suspension of the class x, that is,
the homological exterior product

S(x) = ι× x ∈ Hk+1

(
(I, ∂I) × (K,L)

)
,

where
(I, ∂I)× (K,L) = (I ×K, I × L ∪ ∂I ×K).

Put
W ′′ = φ−1([ak+1, b]).

Every (−v)-trajectory starting at a point of K reaches V1 = φ−1(ak+1) and
we have a natural homeomorphism (see Proposition 3.3 of Chapter 3, page
101)

I ×K F� T (K,−v) ∩W ′′
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with
F (1, x) = x, F (0, x) = γ

(
x, τ(x,−v|W ′′),−v

)
∈ V1.

Put

TK = F (I ×K), TL = F (I × L), K ′ = F (0×K), L′ = F (0× L).

It is clear that
TL ∪K ∪K ′ = TK ∩W 〈k〉,

and by definition the element

τ(x) ∈ Hk(W 〈k+1〉,W 〈k〉)

is the image of

σ(x) = F∗(S(x)) ∈ H∗
(
TK, TK ∩W 〈k〉

)
via the inclusion

(TK, TK ∩W 〈k〉) ⊂ � (W 〈k+1〉,W 〈k〉).

We have to compute the boundary operator of the element τ(x) in the exact
sequence of the triple

(9)
(
W 〈k+1〉,W 〈k〉,W 〈k−1〉

)
.

Let us first compute the boundary operator of the element S(x) in the exact
sequence of the triple

(10)
(
TK, TL ∪K ∪K ′, L ∪ L′

)
.

Lemma 3.9. Let x ∈ H∗(K,L) and let

∂ : H∗
(
TK, TL ∪K ∪K ′

)
→ H∗

(
TL ∪K ∪K ′, L ∪ L′

)
denote the boundary operator in the exact sequence of the triple (10). Then

(11) ∂(σ(x)) = x−
(
(−v)�[b,ak+1]

)
∗(x)− σ(∂(x))

where we identify the elements

x ∈ H∗(K,L), (
(−v)�[b,ak+1]

)
∗(x) ∈ H∗(K

′, L′),

σ(∂(x)) ∈ H∗(TL,L ∪ L′)

with their images in the group H∗(TL ∪K ∪K ′, L ∪ L′).
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Proof. The boundary operator of the element

S(x) ∈ H∗
(
(I, ∂I) × (K,L)

)
is computed immediately:

∂(S(x)) = 1× x− 0× x− S(∂x).

It remains to identify the three terms in the right-hand side of the preceding
formula with the three terms of (11). �

We now proceed to the triple (9). We would like to deduce the required
equality by functoriality, using the results already obtained for the triple
(10). We have

TK ⊂W 〈k+1〉, and TL ∪K ∪K ′ ⊂W 〈k〉.

Observe however that L∪L′ is not a subset of W 〈k−1〉, therefore the triple
(10) is not a sub-triple of (9) and the functoriality does not apply immedi-
ately. We shall now introduce a third triple, which contains both (9) and
(10). Put

W ′ = φ−1([ak, ak+1]), R = T (∂1W
k−1,−v) ∩W ′.

We have two inclusions of triples:(
W 〈k+1〉,W 〈k〉,W 〈k−1〉

)
� �

I

��


















(
W 〈k+1〉,W 〈k〉,W 〈k−1〉 ∪R

)

(TK, TL ∪K ∪K ′, L ∪ L′)
� �

J
���������������������

where I is a homology equivalence. The same symbols I, respectively J
will also be used to denote the inclusions of pairs

(
W 〈k〉,W 〈k−1〉) ⊂ I�

(
W 〈k〉,W 〈k−1〉 ∪R

)
, respectively(

TL ∪K ∪K ′, L ∪ L′
)

⊂ J�
(
W 〈k〉,W 〈k−1〉 ∪R

)
.
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a

ak

ak+1

b

L = ∂1W
k−1

K = ∂1W
k

∂0W
k−1

∂0W
k

On this figure the set R ∪W 〈k−1〉 is shaded light grey,

and the set W 〈k−1〉 is shaded dark grey.

The set W 〈k〉 is shown by dashed lines.

FIGURE 40.

To prove our theorem it suffices to show that for every x ∈ Hk(K,L) the
I∗-image in Hk(W 〈k〉,W 〈k−1〉 ∪R) of the element

Lk
(
x, −Hk(−v)(x), −ηk(x), −∂(1)

k (x)
)
∈ Hk(W 〈k〉,W 〈k−1〉)

equals the J∗-image of the element

x−
(
(−v)�[b,ak+1]

)
(x)− σ(∂x) ∈ H∗(TL ∪K ∪K ′, L ∪ L′).
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It follows from the definitions that

J∗(x) = I∗
(
Lk(x, 0, 0, 0)

)
, J∗(σ(∂(x))) = I∗

(
Lk(0, 0, 0, ∂(1)

k (x))
)
.

It remains to compute the image in H∗(W 〈k〉,W 〈k−1〉 ∪R) of the element

y =
(
(−v)�[b,ak+1]

)
∗
(x) ∈ H∗(K ′, L′).

We shall identify this element with

λ∗(x) ∈ H∗(K ′/L′)
where

λ = (−v)�[b,ak+1]
: K/L→ K ′/L′

is the continuous map derived from the gradient descent. Applying Propo-
sition 3.7 (page 314) we deduce that

y = Lk
(
0, ξ∗(y), ρ(y), 0

)
.

It is clear that ρ(y) = ηk(x), so we obtain the next formula:

y = Lk
(
0, (ξ ◦ λ)∗(x), ηk(x), 0

)
.

The composition formula implies that

ξ∗ ◦ λ∗ = (−v)�[ak+1,a]
◦ (−v)�[b,ak+1]

= (−v)�[b,a] = Hk(−v),
and the proof of our theorem is now complete. �



Sources

The term cellular gradient is new, but the notion itself dates back to 1995,
when a similar class of gradients was introduced by the author in order to
prove the C0-generic rationality of the boundary operators in the Novikov
complex ([112], [113]). Several versions of the notion of cellular gradient
were discussed in my subsequent articles [116], [121]. The version chosen
for the present exposition aims at maximal simplicity. One of the new
features is an emphasis on the continuous map (−v)�.





Part 4

Circle-valued Morse maps and
Novikov complexes



This part begins with Chapter 10 where we develop the necessary algebraic
technique. Our study of circle-valued Morse maps starts in Chapter 11
where we construct the Novikov complex and prove its basic properties. The
next two chapters are about the dynamics of the gradient flow associated to
a circle-valued Morse function. We apply the theory of cellular gradients to
prove that the boundary operators in the Novikov complex are generically
rational functions (Chapter 12) and to study the Lefschetz zeta function of
the gradient flow (Chapter 13). In Chapter 14 we discuss several selected
topics in the Morse-Novikov theory.



CHAPTER 10

Completions of rings, modules and complexes

Let A be a commutative ring. The polynomial ring A[t] will be denoted also
by P , the power series ring A[[t]] will be denoted by P̂ , and the quotient
ring P/tnP will be denoted by Pn. The Laurent polynomial ring A[t, t−1]
will be denoted by L.

1. Chain complexes over A[[t]]

Let N be a module over P = A[t]. The completion of N is by definition
the inverse limit

N̂ = lim← N/tkN

of the projective system

N/tN � N/t2N � · · · � N/tkN � · · ·
of P -modules. Observe that N̂ has a natural structure of a P̂ -module.

The natural homomorphism N → N̂ will be denoted by iN . This is
a homomorphism of P -modules and if N is a P̂ -module, then iN is also a
P̂ -homomorphism. If N is a free finitely generated P̂ -module, then iN is
an isomorphism.

Let C∗ be a chain complex over P . Applying to each of the modules
Ck the procedure of completion we obtain the completion Ĉ∗ together with
a natural chain map

iC∗ : C∗ → Ĉ∗.

Definition 1.1. Let R be a commutative ring. A chain complex of R-
modules will be also called a chain complex over R or an R-complex. An
R-complex {Ci} is called free if all modules Ci are free R-modules. An
R-complex {Ci} is called finite if all modules Ci except for a finite number
of indices i are equal to zero. A finite R-complex of free finitely generated
modules is called free-finite. An R-complex is called homotopically free-
finite if it is homotopy equivalent to a free-finite R-complex.

Lemma 1.2. If C∗ is a free-finite P̂ -complex, then the map

iC∗ : C∗ → Ĉ∗
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is a chain isomorphism of P̂ -complexes.
If C∗ is a homotopically free-finite P̂ -complex, then iC∗ is a homotopy

equivalence of P̂ -complexes.

Proof. The first assertion is obvious, and the second follows from
the first. �

Proposition 1.3. Let A be a Noetherian ring. If C∗ is a homotopically
free-finite complex over P = A[t], then the map iC∗ induces an isomorphism

H∗(C∗)⊗
P
P̂

≈� H∗(Ĉ∗).

Proof. It suffices to prove the proposition for the case when C∗ is a free-
finite P -complex. In this case Ĉ∗ ≈ C∗ ⊗

P
P̂ and the lemma follows since P̂

is flat over P . �

1.1. Homology of P̂ -complexes. Let C∗ be a chain complex over P̂ .
We shall often use the following notation:

C
(k)
∗ = C∗/tkC∗.

For every k ∈ N the projection

C∗
πk� C

(k)
∗ = C∗/tkC∗

induces a homomorphism in homology

(πk)∗ : H∗(C∗)→ H∗(C∗/tkC∗) = H∗(C
(k)
∗ ),

and the inverse limit of (πk)∗ yields a homomorphism

ρC∗ : H∗(C∗)→ lim← H∗(C∗/tkC∗).

Theorem 1.4. Assume that A is Noetherian. Then for every homotopi-
cally free-finite chain complex C∗ over P̂ = A[[t]] the homomorphism

ρC∗ : H∗(C∗)→ lim← H∗(C
(k)
∗ )

is an isomorphism.

Proof. It suffices to prove the theorem in the case when C∗ is free-finite.
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Surjectivity. †

Lemma 1.5. Let k be a positive integer. Let x ∈ H∗(C(k)
∗ ), y ∈ H∗(C(k+1)

∗ ).
Assume that (pk+1)∗(y) = x, where

pk+1 : C(k+1)
∗ → C

(k)
∗

is the natural projection. Let X be any cycle in C
(k)
∗ representing x. Then

there is a cycle Y ∈ C(k+1)
∗ representing y and such that pk+1(Y ) = X.

Proof. Let Y ′ be any cycle in C(k+1)
∗ representing y. We have:

pk+1(Y ′)−X = ∂ξ where ξ ∈ C(k)
∗ .

Pick any η ∈ C
(k+1)
∗ with pk+1(η) = ξ. Then Y = Y ′ − ∂η satisfies our

requirements. �
Proceeding to the proof of surjectivity let

x = (x1, x2, . . . , xk, . . .) ∈ lim← H∗(C
(k)
∗ )

where xk ∈ H∗(C(k)
∗ ). Applying the previous lemma we can choose cycles

Xk ∈ C(k)
∗ representing the classes xk in such a way that

pk(Xk) = Xk−1 for every k.

Then the inverse sequence

X = (X1,X2, . . . ,Xn, . . .) ∈ lim← C
(k)
∗

is a cycle in Ĉ∗ whose image in lim← H∗(C
(k)
∗ ) equals x. Recall that C∗ ≈ Ĉ∗

(since C∗ is free-finite) and the proof of the surjectivity of ρC∗ is over.

Injectivity.

Observe that the homology H∗(C∗) is a finitely generated P̂ -module. Let
x ∈ Ker ρC∗ ; then for every k ∈ N the image of x in the module H∗(C

(k)
∗ )

vanishes. Apply the long exact sequence

· · · � H∗(C∗)
tk� H∗(C∗) � H∗(C∗/tkC∗) � · · ·

associated with the pair of chain complexes (C∗, tkC∗) to deduce that x is
divisible by tk for every k. We complete the proof by applying the next
lemma.

† This part of the proof does not use the Noetherian property of A.
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Lemma 1.6. Let H be a finitely generated module over the ring P̂ = A[[t]]
where A is Noetherian. Assume that an element x ∈ H is divisible by tk

for every k. Then x = 0.

Proof. Consider first the case when there is no t-torsion in H, that is,

tx = 0⇒ x = 0.

Let N ⊂ H be the submodule of elements divisible by tk for any k. Then
N satisfies tN = N . Indeed, for any x ∈ N we have

x = tx1 = t2x2 = · · · = tnxn = · · ·

and therefore x1 = tx2 = · · · = tn−1xn = · · · . Since t is in the Jacobson
radical of P̂ , Nakayama’s lemma implies N = 0.

Let us now consider the general case. Define the t-torsion submodule
T ⊂ H by

T = {x ∈ H | tmx = 0 for some m},

and denote H/T byH ′. It is easy to see that H ′ has no t-torsion. Let x ∈ H
be an element divisible by every power of t. Applying to H ′ the reasoning
above, we conclude that x ∈ T . The ring P̂ is Noetherian, therefore the
submodule T ⊂ H is finitely generated, and there is k ∈ N such that
tky = 0 for every y ∈ T . Since x = tku (with u necessarily in T ), we have
x = 0. �

Corollary 1.7. Let C∗,D∗ be homotopically free-finite complexes over P̂ =
A[[t]], where A is a Noetherian ring. Let f : C∗ → D∗ be a chain map. The
three following properties are equivalent:

(1) f is a homotopy equivalence;
(2) for every k the map f/tk : C(k)

∗ → D
(k)
∗ is a homotopy equivalence;

(3) for every k the induced homomorphism in homology

(f/tk)∗ : H∗(C
(k)
∗ )→ H∗(D

(k)
∗ )

is an isomorphism.

Proof. The implications (1)⇒ (2)⇒ (3) are obvious, therefore it remains
to prove that (3) ⇒ (1). Condition (3) implies that f∗ : H∗(C∗)→ H∗(D∗)
is an isomorphism (Theorem 1.4). Since C∗,D∗ are homotopically free-finite
P̂ -complexes, the result follows. �
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1.2. Homotopy of P̂ -complexes. Let C∗, D∗ be P̂ -complexes. We de-
note by [C∗, D∗] the P̂ -module of homotopy classes of chain maps C∗ → D∗.
Any chain map f : C∗ → D∗ induces a chain map f/tk : C(k)

∗ → D
(k)
∗ of

the truncated complexes, and we obtain a homomorphism

λk : [C∗, D∗]→ [C(k)
∗ , D

(k)
∗ ].

Similarly, we have homomorphisms

pk :
[
C

(k+1)
∗ , D

(k+1)
∗

]
→

[
C

(k)
∗ , D

(k)
∗

]
,

which form an inverse system and we have a natural homomorphism of
P̂ -modules

λ : [C∗, D∗] � lim←
[
C

(k)
∗ , D

(k)
∗

]
.

Theorem 1.8. Let C∗,D∗ be homotopically free-finite complexes over P̂ =
A[[t]], where A is a Noetherian ring. Then the map λ above is an isomor-
phism.

Proof. The proof is similar to Theorem 1.4. The injectivity of λ follows
from the next proposition.

Proposition 1.9. Let f, g : C∗ → D∗ be chain maps and

fk, gk : C(k)
∗ → D

(k)
∗

be the corresponding quotient maps. Let

πk : C∗ → C
(k)
∗ , π′k : D∗ → D

(k)
∗

denote the natural projections. Then the following four properties are equiv-
alent:

(1) f ∼ g,
(2) fk ∼ gk for every k ∈ N,
(3) π′k ◦ f ∼ π′k ◦ g for every k ∈N,
(4) fk ◦ πk ∼ gk ◦ πk for every k ∈ N.

Proof. It is clear that the property (1) implies the others and properties
(2)–(4) are equivalent. It remains to prove that (3) implies (1). It suffices to
consider the particular case when both C∗,D∗ are free-finite over P̂ . With
this assumption, observe that [C∗,D∗] is a finitely generated P̂ -module
(it follows from the Noetherian property of P̂ ). Observe that the maps
π′k ◦ f, π′k ◦ g are homotopic if and only if the homotopy class of the map
f − g : C∗ → D∗ is divisible by tk in the module [C∗,D∗]. Now we apply
Lemma 1.6 and the proof is complete. �

Let us move on to the surjectivity property.
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Lemma 1.10. Let C∗ be a free complex over P̂ , and D∗ be any P -complex.
Let

C
(k)
∗ � pk

C
(k+1)
∗

D
(k)
∗

A

�
� p′k D

(k+1)
∗

B

�

be a homotopy commutative square of chain maps of P -complexes (where
pk, p

′
k are the natural projections). Then there is a chain map B′ : C(k+1)

∗ →
D

(k+1)
∗ such that B′ ∼ B and p′k ◦B′ = A ◦ pk.

Proof. Let H be a chain homotopy from p′k ◦ B to A ◦ pk; that is, H :
C

(k+1)
∗ → D

(k)
∗+1 is a graded homomorphism of P -modules, such that

∂H +H∂ = p′k ◦B −A ◦ pk.

Since C∗ is a free P̂ -module, the module C(k+1)
∗ is free over the ring P/tk+1P

and there is a lift of H to a graded homomorphism

H ′ : C(k+1)
∗ → D

(k+1)
∗+1

of P -modules. Set

B′ = B − (∂H ′ +H ′∂)

and the lemma follows. �

Now we can prove that λ is surjective. It suffices to deal with the case
when both C∗,D∗ are free-finite. Let hk : C(k)

∗ → D
(k)
∗ be a sequence of

chain maps such that every diagram

C
(k)
∗ � pk

C
(k+1)
∗

D
(k)
∗

hk

�
� p′k D

(k+1)
∗

hk+1

�

is homotopy commutative. An easy inductive argument using Lemma 1.10
shows that there is a sequence of chain maps h′k : C(k)

∗ → D
(k)
∗ such that
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each h′k homotopic to hk and every diagram

C
(k)
∗ � pk

C
(k+1)
∗

D
(k)
∗

h′k

�
� p′k D

(k+1)
∗

h′k+1

�

is commutative. Put

h = lim← h′k : Ĉ∗ → D̂∗.

Then the chain map C(k)
∗ → D

(k)
∗ induced by h is homotopic to hk for every

k. Since

C∗ ≈ Ĉ∗, D∗ ≈ D̂∗

the result follows and the proof of our theorem is complete. �

It is convenient to reformulate the theorem above in terms of so-called
virtual maps.

Definition 1.11. Let C∗,D∗ be chain complexes over P̂ . A virtual map
H : C∗ � D∗ is a collection {hk}k∈N of chain maps

hk : C∗/tkC∗ � D∗/tkD∗

of P -complexes, such that for every k the following diagram is chain homo-
topy commutative:

C∗/tkC∗ �
pk

C∗/tk+1C∗

D∗/tkD∗

hk

�
�p

′
k D∗/tk+1D∗

hk+1

�

(here pk, p′k are the natural projections).

A virtual map H = {hk}k∈N is called a virtual homology equivalence if
every hk is a homology equivalence.
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A realization of a virtual map H is a chain map F : C∗ → D∗, such
that for every k the diagram

C∗/tkC∗ � C∗

D∗/tkD∗

hk

�
� D∗

F

�

is chain homotopy commutative (where horizontal arrows are the natural
projections).

Theorem 1.8 and Corollary 1.7 imply the following:

Theorem 1.12. Let C∗, D∗ be homotopically free-finite P̂ -complexes, and
H : C∗ � D∗ a virtual map. Then H has a homotopy unique realization,
which will be denoted by

|H| : C∗ � D∗;

|H| is a homotopy equivalence if and only if H is a virtual homology equiv-
alence. �

2. Novikov rings

Let A be a commutative ring with unit.

Definition 2.1. The Novikov ring A((t)) consists of all Laurent series

λ =
∑
i∈Z

ait
i

in one variable with coefficients ai ∈ A, such that the negative part of λ is
finite (that is, there is n = n(λ) such that ak = 0 if k < n(λ)). This ring is
also denoted by L.

Exercise 2.2. Show that A((t)) has indeed a natural structure of a com-
mutative ring such that the inclusions

A[t] ⊂ A((t)), A[t, t−1] ⊂ A((t)), A[[t]] ⊂ A((t))

are ring homomorphisms.

When A is Noetherian, the rings above have nice homological proper-
ties:

Theorem 2.3. Assume that A is Noetherian. Then
(1) The ring A[[t]] is flat over A[t].
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(2) The ring A((t)) is flat over A[t, t−1].

Proof. The first item is a classical property of completions in Noetherian
commutative algebra, see for example [9, Prop. 10.14]. For the proof of (2)
note that A((t)) is the localization of A[[t]] with respect to the multiplicative
subset S = {tn | n � 0}, and the flatness of A[[t]] over A[t] implies the
flatness of S−1A[[t]] over S−1A[t] = A[t, t−1]. �

In our applications we shall work mostly with the case A = Z. This
case has a remarkable particularity:

Theorem 2.4. The ring Z((t)) is Euclidean.

Proof. A monomial is an element of Z((t)) of type btn with b, n ∈ Z. For
a non-zero Laurent series A ∈ Z((t)),

A =
∞∑
k=n

akt
k with n ∈ Z and an �= 0

the monomial antn will be called the first term of A and the integer an
will be called the first coefficient of A. The absolute value |an| of the first
coefficient will be denoted N(A) and the number n will be denoted by h(A).
We shall prove that Z((t)) is a Euclidean ring with respect to the map

N : Z((t)) \ {0} → N \ {0}.
It is clear that N(AB) = N(A)N(B) so that N(AB) � N(A) for any
A, B �= 0. It remains to prove that our ring admits the Euclidean division
algorithm. Let A,B ∈ Z((t)), assume that A �= 0 and

B =
∞∑
k=0

bkt
k, where b0 > 0.

It suffices to consider the case when B does not divide A. Let

R = {A−MB | M ∈ Z((t))}.
A priori two possibilities can occur:

A) There is a series C ∈ R with the first coefficient not divisible by b0.

B) The first coefficient of every element of R is divisible by b0.

In the case A) pick some C ∈ R with the first term cnt
n such that

A = MB + C, b0 � cn.

Write
cn = pb0 + q with p, q ∈ Z, 0 < q < b0.
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Then C = ptnB +D where the first term of D equals qtn, so that we have

A = (M + ptn)B +D, where N(D) = q < b0 = N(B),

and the Euclidean division is over.
Now we will show that the case B) actually does not occur. Indeed,

assume that for every M the first coefficient of A−MB is divisible by b0.

Lemma 2.5. There is a sequence of non-zero series Ak and monomials
Mk such that A0 = A and for every k we have

Ak = MkB +Ak+1,

h(Mk+1) > h(Mk) = h(Ak) < h(Ak+1).

Proof. We will proceed by induction on k. Assume that we have con-
structed the monomials M0, . . . ,Mk and series A0, . . . , Ak, Ak+1 satisfying
the cited conditions. Put

Nk =
k∑
i=0

Mi.

Observe that
A = NkB +Ak+1.

Therefore Ak+1 �= 0 † and the first coefficient aN of Ak+1 = aN t
N + · · · is

divisible by b0. Let c = aN/b0 then

h(Ak+1 − ctNB) > h(Ak+1).

Put
Mk+1 = ctN , Ak+2 = Ak+1 −Mk+1B

and the induction step is over. �
It is easy to deduce from this lemma that

A = NB with N =
∞∑
n=0

Mn

and this contradicts our assumption B � A. �

† Recall that B � A.



CHAPTER 11

The Novikov complex of a circle-valued Morse

map

Let M be a closed C∞ manifold and f : M → S1 a C∞ map. The manifold
S1 is locally diffeomorphic to R, so all the local notions of Morse theory
(non-degenerate critical points and their indices, gradient-like vector fields,
etc.) carry over to this situation. On the other hand the usual Morse
inequalities are no more valid here, namely, the number of critical points
of a circle-valued Morse function is not bounded from below by the Betti
numbers. For example, the identity map id : S1 → S1 is a Morse map
without critical points. However the homology of S1 does not vanish, since
H0(S1) ≈ Z ≈ H1(S1). In order to apply the Morse-theoretical methods
let us consider the infinite cyclic covering π : M̄ → M induced by f from
the covering

Exp : R→ S1, Exp(t) = e2πit.

The function f lifts to a real-valued Morse function F on M̄ so that the
next diagram is commutative:

(1) M̄

π

��

F �� R

Exp

��
M

f �� S1

However it is not possible to apply the usual Morse theory to F , since M̄ is
not compact and the number of critical points of F is infinite. The way to
overcome this difficulty was indicated by S.P. Novikov in the early 1980s.
His approach is based on an ingenious way of counting the critical points
and gradient flow lines on the covering M̄ . We shall present the theory in
Section 1; let us first outline the main result.
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The ordinary Morse theory associates with each Morse function
f : M → R and a transverse f -gradient v the Morse complex M∗(f, v).
This complex is freely generated over Z by the set S(f) of critical points
of f and computes the homology of the manifold M .

The Novikov theory associates with each circle-valued map f : M → S1

and a transverse f -gradient v the Novikov complex N∗(f, v). This complex
is freely generated over L = Z((t)) by the set S(f) of critical points of f and
computes the homology H∗(M̄ )⊗

L
L, where the structure of L = Z[t, t−1] =

Z[Z]-module on H∗(M̄ ) is given by the action of Z on M̄ .

NOVIKOV THEORYMORSE THEORY

Morse function f : M → R
and its transverse gradient v

Morse map f : M → S1

and its transverse gradient v

chain complex M∗(f, v)
generated over Z by S(f)

chain complex N∗(f, v)
generated over L = Z((t)) by S(f)

H∗(M∗(f, v)) ≈ H∗(M,Z) H∗(N∗(f, v)) ≈ H∗(M̄,Z)⊗
L
L

1. The Novikov complex for transverse gradients

Now we proceed to the construction of the Novikov complex. Let f : M →
S1 be a Morse map, where M is a closed manifold. Lift f to a Morse
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function F : M̄ → R, so that the diagram (1), page 335, is commutative.
The free abelian group Mk generated by the critical points of F of index
k, is also a free L-module, any lift to M̄ of the set Sk(f) providing a basis
for Mk. Let

Nk =Mk ⊗
L
L.

Here is a geometric description of this module: Nk is the abelian group of
all formal series

σ =
∑

p∈Sk(F )

npp

with integer coefficients np, such that for every C ∈ R the subset of points
p with np �= 0 and F (p) > C is finite. Such series will be called downward.

We shall introduce boundary operators ∂k : Nk → Nk−1, endowing the
graded group N∗ with the structure of a chain complex. Similarly to the
real-valued Morse theory the construction of the boundary operators uses
the count of flow lines of an f -gradient. For an f -gradient v the lift of v to
M̄ will be denoted by v̄; this is an F -gradient.

Lemma 1.1. For every critical point p of index k of F the stable set
D(p, v̄) = W st(v̄, p) is a k-dimensional submanifold of M̄ .

Proof. Consider a cobordism W = F−1([λ, μ]) where the regular values
λ, μ of F are chosen in such a way that λ < F (p) < μ. It suffices to
prove that for any λ, μ the intersection D(p, v̄) ∩ Int W is a k-dimensional
submanifold of M̄ . Every v̄-trajectory converging to p enters W at some
moment and never exits. Therefore

D(p̄, v) ∩ Int W = D(p, v̄|W ) ∩ Int W.

It is clear that F |W is a Morse function on W , and v̄|W is its gradi-
ent. Applying Proposition 2.6 of Chapter 3 (page 84) we deduce that
D(p, v̄|W ) ∩ Int W is a k-dimensional submanifold of Int W . �

For any critical point p of F the restriction of the projection π : M̄ →M
to D(p, v̄) is an injective immersion of D(p, v̄) to M , and its image equals
W st(p, v) (similarly for the unstable manifolds). Therefore the transversal-
ity condition holds for v̄ if and only if it holds for v.

Definition 1.2. Let v be an f -gradient. An orientation of v is a choice of
orientation of the local stable manifold W st

loc(v, p) for every p ∈ S(f). An
f -gradient endowed with an orientation will be called oriented.

Let v be an oriented transverse f -gradient. We shall now define the
incidence coefficient n(p, q; v̄) ∈ Z for any pair p, q of critical points of F
with indp = indq + 1. Choose any regular values λ, μ of F with λ <
F (q) < F (p) < μ. The restriction of F to the cobordism W = F−1([λ, μ])
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is a Morse function, and v̄|W is a transverse F |W -gradient. The chosen
orientation of v induces a Z-invariant orientation of v̄ and v̄|W . We have the
incidence coefficient n(p, q; v̄|W ) obtained by counting the flow lines from q
to p (see Definition 1.2 of Chapter 6, page 197). Clearly n(p, q; v̄|W ) does
not depend on the auxiliary choice of the regular values λ, μ. It will be
denoted by n(p, q; v̄).

Proposition 1.3. (1) There is a unique L-homomorphism
∂k : Nk → Nk−1 which satisfies

(D) ∂k(p) =
∑

q∈Sk−1(F )

n(p, q; v̄)q

for every p ∈ Sk(F ).
(2) For every k we have ∂k ◦ ∂k+1 = 0.

Definition 1.4. The graded group N∗ endowed with the boundary oper-
ators ∂∗, is therefore a chain complex of L-modules; it is denoted N∗(f, v)
and called the Novikov complex of the pair (f, v).

Exercise 1.5. Prove that a change of the orientation of the f -gradient
leads to a chain complex which is basis-preserving isomorphic to the initial
one. Thus the choice of the orientation is in a sense less important than
the other choices, and we shall not include it in the notation.

Proof of Proposition 1.3. First off observe that the formal sum in the
right-hand side of (D) is indeed an element of Nk−1, since for F (p) < F (q),
we have n(p, q; v̄) = 0. Choose any lift B of the set S(f) to M̄ . Then the
family B is an L-basis for N∗. For any p ∈ B define ∂k(p) by the formula
(D), and extend ∂k to an L-homomorphism Nk → Nk−1. Observe that with
this definition the formula (D) is valid for every p ∈ Sk(F ), since the vector
field v̄ is Z-invariant, and therefore n(tlp, tlq; v) = n(p, q; v) for every l ∈ Z.
The first point of the assertion is proved. Let us proceed to the second
point.

Definition 1.6. Let λ be a regular value of F , and let N λ∗ denote the
abelian subgroup of N∗ formed by all the downward series whose support
is below λ, that is,

N λ
∗ =

{ ∑
p∈S(F )

npp
∣∣∣ np = 0 if F (p) > λ

}
.

Then N λ∗ is a ∂∗-invariant Z[[t]]-submodule of N∗.
To prove our assertion it suffices to check that for every k � 0 the

square of the quotient map

∂∗/tk : N λ
∗ /t

kN λ
∗ → N λ

∗ /t
kN λ
∗
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vanishes. Observe that tkN λ∗ = N λ−k∗ ; the module N λ∗ /N λ−k∗ is the free
abelian group generated by the critical points of the function F in the
cobordism

Wk = F−1
(
[λ− k, λ]

)
.

We have clearly an isomorphism of two graded abelian groups

N λ
∗ /N λ−k

∗ ≈M∗(F |Wk, v̄|Wk)

and the homomorphism ∂∗/tk corresponds via this isomorphism to the
boundary operator in the Morse complex M∗(F |Wk, v̄|Wk). Our asser-
tion follows. �

Any lift to M̄ of the set S(f) determines a free basis over L of the mod-
ule N∗(f, v). These bases will be called geometric bases for N∗(f, v). The
matrix coefficient of the boundary operator corresponding to generators
p, q ∈ S(F ) of a geometric basis is equal to

N(p, q; v) =
∑
k∈Z

n(p, tkq; v̄)tk ∈ L.

Definition 1.7. The Laurent series N(p, q; v) is called the Novikov inci-
dence coefficient corresponding to p, q.

We shall discuss these coefficients later; now let us proceed to the ho-
mology of the Novikov complex, which is described in the next theorem.

Theorem 1.8. Let M be a closed manifold, f : M → S1 be a Morse map,
and v a transverse f -gradient. For every k we have

Hk

(
N∗(f, v)

)
≈ Hk(M̄)⊗

L
L.

(The tensor product in the right-hand side of the above formula refers to the
structure of the L-module in Hk(M̄ ) induced by the action of the structure
group of the covering.)

This theorem will be proved in the present chapter. We shall develop a
technique which allows us to obtain a somewhat stronger assertion. First,
we shall define the Novikov complex for almost transverse gradients. Then
we shall prove (Theorem 6.2) that there is a canonical chain equivalence
between the Novikov complex and the completed singular chain complex
of M̄ . We shall see later on that this chain equivalence is an important
invariant of the gradient flow related to its dynamical properties.

Example 1.9. Let us return to the map f = id : S1 → S1. It has no
critical points, the Novikov complex N∗(f, v) vanishes, and Theorem 1.8
implies that H∗(M̄ ) ⊗

L
L = 0. This can be verified independently via a

simple computation. The corresponding infinite cyclic covering of S1 is
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Exp : R→ S1, and the downward generator t of the group Z acts on R as
follows:

tx = x− 1.
The only non-zero homology group of R is H0(R) ≈ Z and every element
of the group Z acts on it as the identity homomorphism. Therefore the
element 1− t of the ring L = Z[Z] acts trivially in the Novikov completion

H∗(R)⊗
L
L;

on the other hand this element is invertible in the ring L, since

(1− t)−1 = 1 + t+ t2 + · · · .
Therefore H∗(R)⊗

L
L = 0.

2. Novikov homology

Before proceeding to the proof of Theorem 1.8 let us discuss some of its
corollaries. We shall use Theorem 1.8 here; its proof (independent of the
material of the present section) will be given later.

The Novikov inequalities

Let X be any topological space, and f : X → S1 a continuous map. Let
ξ ∈ [X,S1] denote the homotopy class of f . The infinite cyclic covering
induced by f from the covering Exp : R→ S1 will be denoted X̄ξ.

Definition 2.1. The graded L-module

Ĥ∗(X, ξ) = H∗(X̄ξ ,Z)⊗
L
L

is called the Novikov homology of X corresponding to the class ξ. In the
case when the module Ĥ∗(X, ξ) is finitely generated, the integers

bk(X, ξ) = rk LĤk(X, ξ)

are called the Novikov Betti numbers, and the integers

qk(X, ξ) = t.n.LĤk(X, ξ)

are called the Novikov torsion numbers.†

Example 2.2. If f is homotopic to a constant map, then the corresponding
covering is the projection X × Z → X; the Novikov Betti and torsion
numbers (when defined) are equal to the Betti numbers, respectively torsion
numbers of the space X.

† Recall that t.n.LK stands for the torsion number of the module K, that is, the minimal
possible number of generators of the submodule of torsion elements of K.
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Example 2.3. Let X = Y ×S1 and f : X → S1 be the projection onto S1.
Then Ĥ∗(X, ξ) = 0. Indeed, the covering X̄ξ is homeomorphic to Y ×R and
the action of t in the homology of X̄ξ equals the identity homomorphism.
The same argument as in Example 1.9 shows that the Novikov homology
Ĥ∗(X, ξ) is equal to zero.

The ring L is a flat L-module (Theorem 2.3 of Chapter 10, page 332),
therefore we have an isomorphism

H∗
(
S∗(X̄ξ)⊗

L
L
)
≈ H∗(X̄ξ)⊗

L
L.

Thus if the chain complex S∗(X̄ξ) is homotopically free-finite over L, then
the Novikov homology Ĥ∗(X, ξ) is a finitely generated L-module, and the
Novikov Betti and torsion numbers are defined. This is the case when X
has the homotopy type of a finite CW complex, in particular if X is a closed
manifold. Observe that in this case we have also a natural identification of
[X,S1] with H1(X,Z).

Proposition 2.4 (The Novikov inequalities). Let M be a closed manifold,
and f : M → S1 be a Morse map belonging to a class ξ ∈ H1(M,Z) ≈
[M,S1]. Then

(N ) mk(f) � bk(M, ξ) + qk(M, ξ) + qk−1(M, ξ).

Proof. Pick any oriented transverse f -gradient v. The homology of the
associated Novikov complexN∗(f, v) is isomorphic to Ĥ∗(M, ξ) by Theorem
1.8 and by the purely algebraic Proposition 1.10 of Chapter 6 (page 201)
we deduce the conclusion. �

Corollary 2.5. If ξ ∈ H1(M,Z) contains a C∞ fibration f : M → S1,
then the Novikov numbers bk(M, ξ), qk(M, ξ) vanish. �

Poincaré duality

The Morse theory leads to a quick proof of the Poincaré duality for closed
manifolds. Now we shall apply the Morse-Novikov theory to study the
Poincaré duality in the Novikov homology.

Let M be a closed oriented m-dimensional manifold, f : M → S1 a
Morse map and v an oriented transverse f -gradient. Consider the Morse
map (−f) : M → S1 (the opposite map to f with respect to the abelian
group structure on S1). The vector field (−v) is a transverse (−f)-gradient.
We shall endow (−v) with the orientation, induced from v (see Definition
1.15 of Chapter 6, page 205).
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Theorem 2.6. The chain complex of L-modules N∗(−f,−v) is basis-pre-
serving isomorphic to the m-dimensional Poincaré-dual of N∗(f, v).
Proof. Let M̄ →M denote the infinite cyclic covering induced by f from
Exp : R → S1, let F : M̄ → R be a lift of f , and v̄ be the lift to M̄
of the vector field v. Let t denote the downward generator of the deck
transformation group.

Let us consider similar objects for the map (−f). Let M̄ ′ →M denote
the infinite cyclic covering induced by (−f) from Exp, and let u denote the
corresponding downward generator of the deck transformation group.

Thus N∗(f, v) is a chain complex of Z((t))-modules, and the base ring
of N∗(−f,−v) is Z((u)), so our task is to identify N∗(−f,−v) with the
Poincaré-dual to N∗(f, v) under the ring isomorphism

t �→ u, Z((t))
≈� Z((u)).

It follows from the definition of induced coverings that there is a diffeomor-
phism M̄

Φ� M̄ ′ such that

Φ(tx) = u−1Φ(x),

and the Morse function

G = −F ◦ Φ−1 : M̄ ′ → R

is a lift of (−f) to M̄ ′. We have in particular

Φ(Sk(F )) = Sm−k(G).

The lift of (−v) to M̄ ′ equals to the Φ-image of −v̄, and we shall keep the
same symbol −v̄ for it.

Let p′ denote the Φ-image of a critical point p ∈ S(F ). Applying Lemma
1.17 of Chapter 6 (page 207) we deduce easily that for indp = k, ind q =
k − 1 we have:

n(q′, unp′;−v̄) = (−1)m−k+1 · n(p, tnq; v̄) for every n.

Therefore the Novikov incidence coefficient N(q′, p′;−v̄) ∈ Z((u)) is ob-
tained from the Novikov incidence coefficient N(p, q; v̄) by changing the
variable t to u and multiplying by (−1)m−k+1. And the matrix of the
operator

(−1)m−k+1∂m−k+1 : Nm−k+1(−f,−v)→ Nm−k(−f,−v)
is obtained therefore as the conjugate of the matrix of

∂k : Nk(f, v)→ Nk−1(f, v)

after replacing the variable t by u. The theorem follows. �
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To deduce from this result the duality theorem for the Novikov homol-
ogy, we introduce the notion of the Novikov cohomology.

Definition 2.7. Let X be a topological space, and ξ ∈ [X,S1] a homotopy
class of maps X → S1. The cohomology of the chain complex

HomL

(
S∗(X̄ξ), L

)
= Hom L

(
S∗(X̄ξ)⊗

L
L, L

)
of L-modules is called the Novikov cohomology of X with respect to ξ, and
denoted Ĥ∗(X, ξ).

In other words, Ĥ∗(X, ξ) is the cohomology module H∗(S∗(X̄ξ)⊗
L
L).

Proposition 2.8. Let M be a closed oriented m-dimensional manifold,
and ξ ∈ H1(M,Z). For every k we have:

Ĥk(M, ξ) ≈ Ĥm−k(M,−ξ).
Proof. Observe that S∗(M̄ξ) is a free L-complex. Indeed, the structure
group Z of the covering M̄ξ → M acts freely on the set of all singular
simplices of M̄ξ. Let O be the set of the orbits of this action. A choice
of one singular simplex σω in each orbit ω ∈ O determines an L-basis in
S∗(M̄ξ).

Therefore S∗(M̄ξ)⊗
L
L is a free L-complex and its homology is isomor-

phic to the homology of N∗(f, v) (where f : M → S1 is any Morse function
in the homotopy class ξ and v is a transverse f -gradient). Applying Lemma
1.18 of Chapter 6 (page 208) we deduce that the cohomology modules of
these two complexes are isomorphic, hence

Ĥk(M, ξ) = Hk
(
S∗(M̄ξ)⊗

L
L)

≈ Hk
(
N∗(f, v)

)
≈ Hm−k

(
N∗(−f,−v)

)
≈ Ĥm−k

(
M̄,−ξ

)
. �

The next corollary is immediate.

Corollary 2.9. Let M be a closed m-dimensional oriented manifold. Then
for every k we have

bk(M, ξ) = bm−k(M,−ξ), qk(M, ξ) = qm−k−1(M,−ξ). �

It is sometimes useful to interpret the Novikov homology with respect to
the opposite classes ξ and −ξ as the completion of one and the same L-
module H∗(M̄ξ), but performed with respect to two different “ends” of M̄ξ.
Consider a ring isomorphism

χ : Z((t))→ Z((t−1)); χ
(∑

i

ait
i
)

=
∑
i

ait
−i.
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A Z((t))-module N will be called χ-isomorphic to a Z((t−1))-module K if
there is an isomorphism φ : N → K of abelian groups, such that for every
λ ∈ Z((t)) we have φ(λx) = χ(λ)φ(x).

Lemma 2.10. The Z((t))-module Ĥ∗(M,−ξ) is χ-isomorphic to the Z((t−1)-
module H∗(M̄ξ)⊗

L
Z((t−1)).

Proof. As we have already seen in the proof of Theorem 2.6 there is a
commutative diagram:

M̄ξ

���
��

��
��

�
Φ �� M̄−ξ

����
��

��
��

M

where Φ is a diffeomorphism with Φ(tx) = u−1Φ(x) (t and u denote the
downward generators of the deck transformation groups of M̄ξ, M̄−ξ). The
lemma follows immediately. �

Necessary conditions for fibring of manifolds over a circle

Let M be a C∞ closed manifold and ξ ∈ H1(M,Z) ≈ [M,S1]. Corollary 2.5
says that if ξ is represented by a C∞ fibration then the Novikov homology
Ĥ∗(M, ξ) vanishes. Therefore the Novikov homology can be considered as
an obstruction for the homotopy class ξ to contain a C∞ fibration over a
circle. Another natural obstruction is provided by the next lemma.

Lemma 2.11. If a class ξ ∈ H1(M,Z) contains a C∞ fibration M → S1,
then H∗(M̄ξ) is a finitely generated abelian group.

Proof. Let f : M → S1 be a C∞ fibration belonging to the class ξ. The
infinite cyclic covering M̄ξ has obviously the same homotopy type as the
fiber of the map f ; therefore its homology is finitely generated. �

It is interesting to note that the two necessary conditions provided by
Corollary 2.5 and by the above lemma are equivalent, and this equivalence
can be proved algebraically without any reference to the circle-valued Morse
theory. The next proposition is a particular case of a theorem of A. Ranicki
[134].

Proposition 2.12. Let M be a closed oriented manifold, and ξ ∈ H1(M).
Then H∗(M̄ξ) is a finitely generated abelian group if and only if the Novikov
homology module Ĥ∗(M, ξ) is equal to zero.
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Proof. Assume that H∗(M̄ξ) is a finitely generated abelian group, and let
us prove that the Novikov homology vanishes. The group

G = H∗(M̄ξ)⊗
L
L ≈ H∗(M̄ξ)⊗

P
P̂

is a finitely generated module over P̂ . Since the action of t on this group
is invertible, we have G = tG. The element t is in the Jacobson radical of
the ring P̂ , and, therefore, Nakayama’s lemma (see [9], Ch. 2, Proposition
2.6) implies that G = 0.

To prove the inverse implication we need a lemma.

Lemma 2.13. Let N be a finitely generated L-module. Assume that N ⊗
L

L = 0. Then there is a polynomial A(t) ∈ Z[t] such that 1+tA(t) annihilates
the module N .

Proof. We have N ≈ N0 ⊗
P
L with N0 a finitely generated P -module. Let

N0
j� N0 ⊗

P
P̂

be the natural map. The kernel of this map is described by the classical
Krull theorem ([9], Th. 10.17) which implies that there is a polynomial
A(t) ∈ Z[t] such that every element of the kernel of j is annihilated by
1 + tA(t) where A(t) ∈ Z[t]. Let us denote by S ⊂ P the multiplicative
subset of all elements tn, with n ∈ N. Since

S−1(N0 ⊗
P
P̂ ) = N ⊗

L
L = 0

for each element x ∈ N0 there is an m such that j(tmx) = 0. Therefore for
each x ∈ N0 we have:

(1 + tA(t))tmx = 0
for some m ∈N. Since t is invertible in N our lemma is proved. �

Thus the homology H∗(M̄ξ) is annihilated by some polynomial of the
form 1 + tA(t) where A(t) ∈ Z[t]. Observe that

H∗(M̄ξ)⊗
L

Z((t−1)) = 0

(by Lemma 2.10 and Proposition 2.8). By the same argument as above there
exists a polynomial B ∈ Z[t] such that the moduleH∗(M̄ξ) is annihilated by
1 + t−1B(t−1). The module H∗(M̄ξ) is finitely generated over L, therefore
our assertion follows immediately from the next lemma.

Lemma 2.14. Let A,B ∈ Z[t], and let I be the ideal generated by the
polynomials 1 + tA(t) and 1 + t−1B(t−1). The quotient L/I is a finitely
generated abelian group.
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Proof. We shall prove that L/I is generated over Z by the monomials tk

with
− degA � k � degB.

Indeed for every r � degB + 1 write tr + tr−1B(t−1) = 0 to express tr

as a Z-linear combination of elements ti with 0 � i < r. Similarly, every
monomial tq with q � −1 − degA is a Z-linear combination of elements
ti with q < i � 0, and we obtain our lemma by a simple induction argu-
ment. �

3. The Novikov complex for almost transverse gradients

In this section we work in the same geometric setting as in Section 1, with
the only difference that the oriented f -gradient v is no longer assumed to
be transverse, but only almost transverse, that is, for every p, q ∈ S(f) with
indp � indq we have

W st(v, p) �W un(v, q).

As in the case of real-valued Morse functions it is easy to show that v is
almost transverse if and only if(

p �= q and indp � indq
)
⇒W st(v, p) ∩W un(v, q) = ∅.

The set of all almost transverse f -gradients will be denoted by GA(f). It is
dense in G(f) with respect to the C∞ topology since it contains the residual
subset GT (f), but contrarily to the case of real-valued Morse functions,
GA(f) is not in general a C0-open subset of G(f).

Let F : M̄ → R be any lift of f (see diagram (1), page 335). The
gradient v is almost transverse if and only if the lift v̄ of v to M̄ is an al-
most transverse F -gradient. Let us define the incidence coefficient n(p, q; v)
where p, q ∈ S(F ) are critical points of F with indp = indq + 1. Pick any
regular values λ, μ of F such that

λ < F (p), F (q) < μ.

Consider the cobordism W = F−1([λ, μ]). The restriction F |W is a Morse
function, and v̄|W is an almost transverse F |W -gradient. As we know
from Subsection 2.2 of Chapter 6 (page 210), in this situation the incidence
coefficient n(p, q; v̄|W ) ∈ Z is defined. Proposition 2.5 of Chapter 6 (page
212) implies that this coefficient does not depend on the particular choice
of regular values λ, μ; so it will be denoted n(p, q; v̄). When v is transverse,
the coefficient n(p, q; v̄) equals the incidence coefficient defined via counting
the flow lines joining p and q.

Lemma 3.1. (1) If F (p) < F (q), then n(p, q; v̄) = 0.
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(2) For every n ∈ Z we have

n(p, q; v̄) = n(tnp, tnq; v̄).

Proof. The first point is obvious. The second point follows easily from the
invariance of v̄ with respect to the deck transformations of the covering. �

Now we can define the Novikov complex. Recall the moduleM∗ freely
generated over Z by the critical points of F and the module N∗ =M∗⊗

L
L.

The proof of the next proposition repeats almost verbatim the proof of
Proposition 1.3.

Proposition 3.2. (1) There is a unique L-homomorphism ∂k : Nk →
Nk−1 which satisfies

∂k(p) =
∑

q∈Sk−1(f)

n(p, q; v̄)q

for every p ∈ Sk(F ).
(2) For every k we have ∂k ◦ ∂k+1 = 0. �

Definition 3.3. The graded group N∗ endowed with the boundary opera-
tor ∂∗, is therefore a chain complex of L-modules, which is denoted N∗(f, v)
and called the Novikov complex of the pair (f, v).

Note that if v satisfies the transversality condition, then the Novikov
complex just introduced and the Novikov complex from Section 1 are basis-
preserving isomorphic, thus using the same term for both does not lead to
confusion.

Let λ be any regular value of F . Recall the submodule N λ∗ ⊂ N∗
formed by all downward series with support below λ (see page 338); it is a
free-finite Z[[t]]-complex. We have

N λ
∗ = lim← N λ

∗ /t
nN λ
∗ .

The truncated Novikov complexes

N∗(λ, n) = N λ
∗ /t

nN λ
∗

are important for the proof of Theorems 1.8 and 6.2, and we will study
them in detail in the next section.
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4. Equivariant Morse equivalences

For a regular value λ of F set

W = F−1
(
[λ− 1, λ]

)
, Wn = F−1

(
[λ− n, λ]

)
,

V = F−1(λ), V − = F−1
(
]−∞, λ]

)
.

Have a look at Figure 41 to visualize these objects.

λ

λ− 1

λ− n+ 1

λ− n

M̄ R
F

V −

tV −

tnV −

W

Wn

FIGURE 41.

By definition we have a basis-preserving isomorphism

N∗(λ, n) ≈M∗
(
F |Wn, v̄|Wn

)
between the truncated Novikov complex and the Morse complex of the pair(
F |Wn, v̄|Wn

)
. We obtain therefore homology equivalences:

N∗(λ, n) ≈M∗
(
F |Wn, v̄|Wn

) ∼� S∗(Wn, ∂0Wn) ⊂ � S∗(V −, tnV −)
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where the middle arrow is the canonical Morse equivalence and the right-
hand arrow is induced by the inclusion of pairs. Compose the homomor-
phisms above to get a homology equivalence

(2) E ′ : N∗(λ, n)
∼� S∗(V −, tnV −).

Observe that both chain complexes in (2) are modules over the ring

Pn = P/tnP ≈ P̂ /tnP̂ , where P = Z[t].

Our aim in this subsection is to refine the homology equivalence E ′ in order
to make it compatible with this additional algebraic structure. In other
words, we want it to be a chain equivalence of Pn-complexes. To explain
the main idea of the construction, recall that the Morse complex for v̄|Wn

and the corresponding Morse equivalence are constructed with the help
of an auxiliary ordered Morse function. We shall see that if this ordered
Morse function is in a sense adjusted to the deck transformation group
of the covering, then it yields a structure of a Pn-complex in the Morse
complex of F |Wn and the chain equivalence (2) can be chosen so as to
preserve the structure of Pn-modules.

Definition 4.1. Let ψ : Wn → [a, b] be an ordered Morse function. Let
{Yi} denote the corresponding Morse-Smale filtration of Wn (see Definition
3.56 of Chapter 4, page 157). Put

Xi = tnV − ∪ Yi.
The function ψ is called t-ordered, if all the the spaces Xi are t-invariant,
that is

tXi ⊂ Xi for every i.

The next proposition asserts that t-ordered Morse functions exist, and
moreover, we can choose a t-ordered Morse function so that the correspond-
ing Morse-Smale filtration is as close as we like to the skeletons of the Morse
stratification. The proof is technical, and it is not used in the sequel, so
the reader may wish to proceed directly to the applications of the result
(page 351) and return to the proof when necessary. †

Proposition 4.2. Let

Di = D(ind�i ; v̄|Wn) ∪ ∂0Wn.

Let Ui be any neighbourhood of Di in Wn. Then there is a t-ordered Morse
function ψ : Wn → [a, b] adjusted to (F, v̄), and such that the Morse-Smale
filtration {Yi} corresponding to ψ satisfies Yi ⊂ Ui for every i < dimM .

† Another construction of t-ordered function may be found in [110].
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Proof. We can assume that Ui ⊂ Ui+1 for every i. Arrange the criti-
cal points of F |Wn in a finite sequence p0, . . . , pN in such a way that the
following two conditions hold:

indpi < indpj ⇒ i < j;
if pi = trpj with r > 0, then i < j.

It suffices to construct a Morse function χ : Wn → R adjusted to (F, v̄)
and a sequence of regular values a = a0 < a1 < · · · < aN+1 < b of χ, such
that the interval [aN+1, b] is regular and the subsets

Zi = χ−1([a0, ai+1]) ⊂Wn

have the following properties for i � N and indpi � m− 1:

pi is the unique critical point of χ in Zi \ Zi−1.(A)

tZi ⊂ Zi−1 ∪ tnV −.(B)

Zi ⊂ Ul where l = indpi.(C)

Note that the functions satisfying only the property (A) exist by Proposi-
tion 3.39 of Chapter 4 (page 149). Arguing by induction, assume that we
have already constructed a function χ such that (A) holds for all i and (B)
and (C) hold for all i < s. Let

Z ′ = χ−1
(
[as, as+1]

)
, Z ′′ = χ−1

(
[as+1, b]

)
so that Wn = Zs−1 ∪ Z ′ ∪ Z ′′. See Figure 42.

We shall modify our function χ in Z ′. Put

Δ = D(ps, v) ∩ Z ′

(the subset Δ is shown in the figure by the fat black line). The point tps is
in Int Zs−1, therefore tΔ ⊂ Int Zs−1∪tnV − and there is a neighbourhood U
of Δ in Z ′ such that

tU ⊂ Int Zs−1 ∪ tnV −.
We can choose U in such a way that ∂0Z

′ ⊂ U . Put

U ′ = U ∩ Ul where l = indps.

The set U ′ (shaded in the picture) is an open neighbourhood of Δ∪∂0Z
′. It

suffices to consider the case l � m−1. Applying Theorem 3.58 of Chapter 4
(page 158) we obtain a new function ζ : Z ′ → R together with a regular
value β of ζ, such that

(1) ζ coincides with χ nearby ∂Z ′,
(2) ζ−1([as, β]) ⊂ U ′.
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Zs−1

Z ′

Z ′′

Wn R
F

a0 = a

as

as+1

an+1 = b

ζ−1(β)

ps

FIGURE 42.

(The regular level surface ζ−1(β) is shown in the figure by a dashed line.)
Define a function χ̃ which equals χ in Zs−1∪Z ′′, and equals ζ in Z ′. Choose
the sequence a′i of regular values of χ̃ so that a′i = ai except i = s, and
a′s = β. It is clear that χ̃ satisfies (B) and (C) for every i � s. �

Now let us apply ordered Morse functions to study the homology equiv-
alence

E ′ : N∗(λ, n)
∼� S∗(V −, tnV −)

introduced on page 349. Let ψ : Wn → [a, b] be any t-ordered Morse
function such that v̄ is a ψ-gradient. Let Yi denote the corresponding
Morse-Smale filtration of Wn, and put

Xi = Yi ∪ tnV −.
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The filtration (Xi, t
nV −) of the pair (V −, tnV −) is invariant with respect

to the action of t, and yields a filtration

S(i)
∗ = S∗(Xi, t

nV −) ⊂ S∗(V −, tnV −)

of the singular chain complex S∗(V −, tnV −) by subcomplexes of Pn-modules.
For every critical point p ∈Wn with indp = k we have the fundamental

class
dp = [D(p, v̄)] ∈ Hk(Xk,Xk−1).

Proposition 4.3. The filtration
{
S(i)
∗

}
is a cellular filtration of Pn-com-

plexes, and the family
{dp}p∈Sk(F |Wn)

is a Pn-basis in the module Hk(Xk,Xk−1).

Proof. We have

H∗
(
S(k)
∗ , S(k−1)

∗
)
≈ H∗(Yk, Yk−1)

therefore
H∗

(
S(k)
∗ , S(k−1)

∗
)

= 0 if ∗ �= k.

Recall that the family {dp} where p ranges over the family of the critical
points of F in Wn is a basis over Z of the module

H∗(Xk,Xk−1) ≈ H∗(Yk, Yk−1).

It is easy to see that

dtrp = trdp for every r,

and therefore the elements dp where p ∈ Sk(F )∩Wn form a Pn-basis of the
module Hk(Xk,Xk−1). �

It is clear that the adjoint complex of this filtration is basis-preserving
isomorphic to the truncated Novikov complex N∗(λ, n). By general theory
of cellular filtrations we have a chain equivalence of Pn-complexes:

h(ψ) : N∗(λ, n) � S∗(V −, tnV −)

which is homotopic over Z to the chain equivalence E ′. Similarly to the
case of the usual Morse functions the chain equivalence just constructed
does not depend on the choice of a t-ordered function:

Proposition 4.4. Let ψ1, ψ2 be t-ordered Morse functions, such that v̄ is
ψ1- and ψ2-gradient. The chain equivalences h(ψ1) and h(ψ2) are chain
homotopic.
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Proof. The proof is completely similar to the proof of Proposition 3.11
of Chapter 6 (page 217), using Proposition 4.2 instead of Theorem 3.58 of
Chapter 4 (page 158). �

Definition 4.5. Let ψ : Wn → R be a t-ordered Morse function such that
v̄ is a ψ-gradient. The chain equivalence h(ψ) will be denoted

E(λ, n) : N∗(λ, n)→ S∗(V −, tnV −)

and called the equivariant Morse equivalence.

Our next aim is to compare the equivariant Morse equivalences for
different values of λ and n. Let λ � μ be two regular values of F , and let
k � n be positive integers. Put

V1 = F−1(λ), V2 = F−1(μ).

The inclusion V −1 ⊂ V −2 induces a chain map of complexes

(3) J : S∗(V −1 , tnV −1 ) � S∗(V −2 , tkV −2 ).

Each of these complexes can be considered as a chain complex of P̂ -modules,
and J respects this structure. Similarly we have the map

I : N∗(λ, n)→ N∗(μ, k)
of chain complexes over P̂ .

Proposition 4.6. The following diagram of chain maps of complexes of
P̂ -modules is homotopy commutative:

N∗(λ, n)
E(λ,n)� S∗(V −1 , tnV −1 )

N∗(μ, k)

I

� E(μ,k)� S∗(V −2 , tkV −2 )

J

�

(4)

Proof. Pick any t-ordered Morse function

φ : F−1
(
[μ− k, μ]

)
→ R

such that v̄ is a φ-gradient, and let Xi be the corresponding filtration of
V −2 . By Proposition 4.2 there is a t-ordered Morse function

ψ : F−1
(
[λ− n, λ]

)
→ R

such that the terms X̃i of the filtration of V −1 corresponding to ψ satisfy
X̃i ⊂ Xi. The inclusion map

(V −1 , t
nV −1 ) ⊂ (V −2 , t

kV −2 )
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preserves therefore the filtrations. Turning now to the diagram (4) we
observe that the chain maps J ◦ E(λ, n) and E(μ, k) ◦ I preserve filtrations
and induce the same map in the adjoint complexes. Therefore the homotopy
commutativity of the diagram (4) follows from Theorem 3.6 of Chapter 6
(page 213). �

Now we shall prove that the equivariant Morse equivalences are stable
with respect to C0-small perturbations of the gradient. Since we are going
to consider several gradients at once, let us write

N∗(λ, n; v) = N λ
∗ (f, v)/tnN λ

∗ (f, v),

in order to stress the dependence of N∗ on the choice of v.

Proposition 4.7. There is δ > 0 such that for every f -gradient w oriented
similarly to v and satisfying ||w− v|| < δ there is a homotopy commutative
diagram

(5) N∗(λ, n; v)

I

��

��������������

S∗(V −, tnV −)

N∗(λ, n;w)

		������������

where I is a basis preserving isomorphism of chain complexes of Pn-modules,
and the diagonal arrows are the equivariant Morse chain equivalences cor-
responding to v and respectively w.

Proof. Any t-ordered Morse function χ : Wn → [a, b] adjusted to (F, v̄)
is also adjusted to (F, w̄) if only ||w − v|| is small enough. Therefore both
chain complexes N (λ, n; v) and N (λ, n;w) are equal to the adjoint complex
corresponding to the filtration induced by χ. Thus we obtain already the
commutative diagram (5), and it remains to prove that the vertical arrow
preserves the bases. This follows from Proposition 3.16 of Chapter 5 (page
184) which says that for ||w− v|| sufficiently small the bases determined by
the descending discs of w and v in the adjoint complex are equal. �

5. On the singular chain complex of the infinite cyclic covering

Let f : M → S1 be a C∞ function, and M̄ → M the corresponding
infinite cyclic covering. This section contains several remarks about the
singular chain complex S∗(M̄) which will be useful for the sequel. Lift f
to a C∞ function F : M̄ → R. Let t be the downward generator of the
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structural group of the covering, that is, F (tx) = F (x) − 1. We shall use
the abbreviation

S∗ = S∗(M̄ ).
Recall that S∗ has a natural structure of a free chain complex over L =
Z[t, t−1]. Let λ be a regular value of F . Put

V = F−1(λ), V − = F−1
(
]−∞, λ]

)
,

Sλ∗ = {A ∈ S∗ | supp A ⊂ V −};
then Sλ∗ is obviously a graded P -module, which is a subcomplex of S∗.
Proposition 5.1. Sλ∗ is a chain complex of free P -modules, and it is ho-
motopically free-finite.

Proof. The first assertion is easy: a free basis of Sλ∗ is formed by all
singular simplices σ in V − such that t−1σ /∈ V −. It is slightly more difficult
to prove that Sλ∗ is free-finite. A proof of this property in the spirit of the
Morse theory will be given later (Corollary 2.3 of Chapter 13, page 391).
This proof uses the results of Chapter 9 but not the results of the present
chapter. For the reader who does not want to use the techniques from the
theory of cellular gradients, here is another proof, which is based on the
triangulation theory of smooth manifolds.†

Lemma 5.2. There is a C1 triangulation of M such that V is a simplicial
subcomplex.

Proof. Choose a tubular neighbourhood N(V ) of V diffeomorphic to V ×
[−1, 1]. Pick a diffeomorphism

Φ : N(V )
≈� V × [−1, 1]

with Φ(V ) = V × 0, Φ
(
∂N(V )

)
= V × {−1, 1}.

Pick any C1 triangulation of V . The submanifold V ∪ ∂N(V ) is diffeo-
morphic to the disjoint union of three copies of V , triangulate it using this
diffeomorphism. The resulting triangulation can be extended to a C1 trian-
gulation of Φ−1

(
V ×[0, 1]

)
by [100], Theorem 10.6. Similarly we triangulate

Φ−1(V × [−1, 0]) and M \Int N(V ). The union of these triangulations gives
the triangulation sought. �

Now let us lift the triangulation constructed in the previous lemma to
a C1 triangulation of M̄ which is invariant with respect to the structure
group of the covering. The subspace V − is a simplicial subcomplex. The

† A detailed exposition of the triangulation theory for C∞ manifolds can be found in the
book [100].
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simplicial chain complex Δ∗(V −) of the space V − is a free finitely gener-
ated chain complex of P -modules, and there is a natural chain equivalence
Δ∗(V −)

∼� S∗(V −). This completes the proof. �

Corollary 5.3. The P̂ -complex

Sλ∗ ⊗
P
P̂

is homotopically free-finite. �

Now let us proceed to the Novikov completion of the singular chain
complex. Put

S∗(M̄) = S∗(M̄ )⊗
L
L.

Thus S∗(M̄) is a chain complex of free L-modules. Put

S∗ = S∗(M̄ ), S λ∗ = {A ∈ S∗ | supp A ⊂ V −}.

It is clear that the inclusion Sλ∗ ⊂ � S λ∗ induces an isomorphism

Sλ∗ ⊗
P
P̂ ≈ S λ∗ .

Proposition 5.4. The inclusion Sλ∗ ⊂ � S λ∗ induces for every n ∈N the
following isomorphisms of chain complexes of P -modules:

Sλ∗ /tnSλ∗ ≈ S λ∗ /tnS
λ
∗ ≈ S∗(V −, tnV −).

Proof. Obvious. �

6. The canonical chain equivalence

Now we are ready to state the theorem about the canonical chain equiva-
lence. In this section f : M → S1 is a Morse map, v is an oriented almost
transverse f -gradient. We have a commutative diagram

M̄

π

��

F �� R

Exp

��
M

f �� S1

where π : M̄ →M is the infinite cyclic covering induced by f and F : M̄ →
R is a lift of f to M̄ . As in the previous sections we shall use the following
abbreviations:

N∗ = N∗(f, v), S∗ = S∗(M̄ ), S∗ = S∗(M̄ )⊗
L
L.
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Let λ be a regular value of F . The submodule of all series in N∗(f, v) with
support in

V − = F−1
(
]−∞, λ]

)
is denoted by N λ∗ ; similarly S∗(V −) is denoted by Sλ∗ .
Definition 6.1. A chain map Φ : N∗ → S∗ is called compatible with
the equivariant Morse equivalences if there exists a regular value λ of
F , such that

Φ(N λ
∗ ) ⊂ S λ∗

and for every positive integer n ∈N the quotient map of Pn-complexes

N λ
∗ /t

nN λ
∗ � S λ∗ /tnS

λ
∗ ≈ S∗(V −, tnV −)

is homotopic to the equivariant Morse equivalence E(λ, n).

The main aim of this chapter is the following theorem.

Theorem 6.2. There is a homotopy unique chain equivalence

Φ : N∗(f, v)→ S∗(M̄ )

compatible with the equivariant Morse equivalences.

The proof will occupy the rest of this section.

6.1. Existence. Let λ be any regular value of F . Consider the following
infinite diagram:

N λ∗ /tN λ∗←N λ∗ /t2N λ∗← · · · ←N λ∗ /tkN λ∗←N λ∗ /tk+1N λ∗ ← · · ·

· · ·

Sλ∗ /tSλ∗

E1
�

← Sλ∗ /t2Sλ∗

E2
�

← · · · ← Sλ∗ /tkSλ∗

Ek
�

← Sλ∗ /tk+1Sλ∗ ← · · ·

Ek+1

�

where Ek stands for the equivariant Morse equivalence E(λ, k). Each square
is homotopy commutative (by Proposition 4.6, page 353). Therefore we
have here a virtual homology equivalence

N λ∗
E� Sλ∗ ⊗

P
P̂ .

Both N λ∗ and Sλ∗ ⊗
P
P̂ are homotopically free-finite P̂ -complexes, therefore

this virtual map has a homotopy unique realization

|E| : N λ
∗

∼� Sλ∗ ⊗
P
P̂

(by Theorem 1.12 of Chapter 10, page 332). Let us state the obtained
result for further use.
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Proposition 6.3. There exists a homotopy unique chain equivalence

(6) N λ
∗

Ψ� Sλ∗ ⊗
P
P̂

such that for every n � 0 the following square is homotopy commutative:

N λ∗
Ψ ��

��

Sλ∗ ⊗
P
P̂

��
N λ∗ /tnN λ∗

En �� Sλ∗ /tnSλ∗
where the vertical arrows are natural projections and En are the equivariant
Morse equivalences. �

Since
N∗ = N λ

∗ ⊗
P̂

L, and S∗ = (Sλ∗ ⊗
P
P̂ )⊗

L
L

we obtain a chain equivalence

Φ = Ψ⊗ id : N∗ → S∗
which satisfies the requirements of Definition 6.1.

6.2. Uniqueness. Let Φ′ : N∗ → S∗ be another chain map compatible
with Morse equivalences, and let μ be the corresponding regular value of
F . Let

Ψ = Φ | N λ
∗ , Ψ′ = Φ′ | N μ

∗ .
Assuming that λ � μ, consider the following diagram:

N λ∗ /tnN λ∗
Ψ/tn� Sλ∗ /tnSλ∗

N μ
∗ /tnN μ

∗
�

Ψ′/tn� Sμ∗ /tnSμ∗
�

(7)

where both vertical arrows are induced by the inclusion

F−1
(
]−∞, λ]

)
⊂ � F−1

(
]−∞, μ]

)
.

By our assumption the horizontal arrows are homotopic to the equivariant
Morse equivalences, the whole diagram is identical with the diagram (4),
page 353 (with n = k) and therefore homotopy commutative. Thus the
compositions

N λ
∗

Ψ� S λ∗ ⊂ � S μ∗
and

N λ
∗ ⊂ � N μ

∗
Ψ′
� S μ∗
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have the property that their tn-quotients are homotopic for every n. Both
N λ∗ and S μ∗ are homotopically free-finite over P̂∗, and Proposition 1.9 of
Chapter 10 (page 329) implies that these compositions are homotopic. Ten-
soring by L we obtain Φ ∼ Φ′ and Theorem 6.2 is proved. �

Definition 6.4. The chain equivalence

Φ : N∗(f, v)→ S∗(M̄ )

compatible with the equivariant Morse equivalences will be called the canon-
ical chain equivalence.

7. More about the Novikov complex

The first subsection is about the functoriality properties of the Novikov
complex and the canonical chain equivalence. In the second subsection we
outline the Hutchings-Lee formula for the inverse of the canonical chain
equivalence.

7.1. Functoriality properties. Let

f1 : M1 → S1, f2 : M2 → S1

be Morse maps (where Mi are closed manifolds). Let vi be oriented almost
transverse fi-gradients (i = 1, 2). Let C∞0 (M1,M2) denote the set of all
C∞ maps A : M1 →M2 such that

f2 ◦ A is homotopic to f1.

This is an open subset of C∞(M1,M2). Let A : M1 → M2 be a C∞ map
in C∞0 (M1,M2). Our aim in this subsection is to define a chain map in
the Novikov complexes, induced by A. The construction is similar to the
case of real-valued Morse functions, see Subsection 4.1 of Chapter 6 (page
218). However here we shall limit ourselves to smooth maps, leaving aside
the more general framework of continuous maps. We impose the following
restriction on A:

(8) A|D(p, v1) : D(p, v1)→M2 is transverse to D(q,−v2)
for every p ∈ S(f1), q ∈ S(f2).

Proposition 7.1. The subset of all maps A ∈ C∞0 (M1,M2) satisfying (8)
is residual in C∞0 (M1,M2).

Proof. Similarly to the proof of Proposition 4.7 of Chapter 6 (page 222),
for each p ∈ S(f1) cover the immersed manifold D(p, v1) by a count-
able family of embedded closed discs Di of dimension indp. Cover each
D(q,−v2) by a countable family of embedded closed discs Δi of dimension
dimM2 − indq. By Lemma 4.9 of Chapter 6 (page 222) the set of C∞
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maps g : M1 →M2 such that the map g|Di : Di →M2 is transverse to Δj

is open and dense in C∞(M1,M2), and therefore also open and dense in
C∞0 (M1,M2). �

Choose a lift Ā : M̄1 → M̄2 of the map A. Lift the maps fi : Mi → S1 to
maps Fi : M̄i → R (where i = 1, 2). The next diagrams are commutative.

R

��

M̄1
F1�� Ā ��

��

M̄2

��

F2 �� R

��
S1 M1

f1�� A �� M2
f2 �� S1

Let dimM1 = m1, dimM2 = m2, denote by v̄1, v̄2 the lifts of v1 and v2 to
M̄1, respectively to M̄2.

Proposition 7.2. Let p ∈ Sk(F1), q ∈ Sm2−k(F2). If the map A satisfies
(8), then the set

T (p, q) = D(p, v̄1) ∩ Ā−1
(
D(q,−v̄2)

)
is finite.

Proof. Choose regular values α, β of F1 and regular values μ, ν of F2 such
that

p ∈W = F−1
1

(
[α, β]

)
, and q ∈W ′ = F−1

2

(
[μ, ν]

)
.

Since the function
F2 ◦ Ā− F1

is bounded, we have

Ā
(
F−1

1

(
]−∞, β]

))
⊂ F−1

2

(
]−∞, ν]

)
,

if only we choose ν sufficiently large. Furthermore, diminishing α if neces-
sary, we can assume that

Ā
(
F−1

1

(
]−∞, α]

))
⊂ F−1

2

(
]−∞, μ]

)
.

With this choice of α, β, μ, ν we have

T (p, q) =
(
D(p, v̄1) ∩W

)
∩ Ā−1

(
D(q,−v̄2) ∩W ′

)
.

Now to prove that the set T (p, q) is finite we can apply the same argument
as in the proof of Lemma 4.5 of Chapter 6 (page 221). Set

R = D(p, v̄1|W ) ∪D(ind�k−1 ; v̄1|W ),

Q = D(q,−v̄2|W ′) ∪D(ind�m2−k−1 ;−v̄2|W ′).
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Since v1, v2 are almost transverse, both R and Q are compact. The condi-
tion (8) implies that

T (p, q) = R ∩ Ā−1(Q),

therefore T (p, q) is compact. Apply once more the condition (8) to deduce
that T (p, q) contains only isolated points, and conclude that it is a finite
set. �

For p ∈ Sk(F1) and q ∈ Sk(F2) set

N(p, q; Ā) = Ā
(
D(p, v̄1)

)
D(q,−v̄2) ∈ Z.

It is easy to see that N(tnp, tnq; Ā) = N(p, q; Ā) for every n. For p ∈ Sk(F1)
put

Ā�(p) =
∑
q

N(p, q; Ā)q

(where the summation is over the set of all critical points of F2 of index
k). It is clear that the expression in the right-hand side of this formula is a
downward series, therefore an element of Nk(f2, v2). Thus we have defined
a homomorphism of graded L-modules

Ā� : N∗(f1, v1)→ N∗(f2, v2).

Theorem 7.3. The graded homomorphism Ā� is a chain map, and the
following diagram is chain homotopy commutative.

N∗(f1, v1)
Ā� ��

Φ1

��

N∗(f2, v2)

Φ2

��
S∗(M̄1)

Ā∗ �� S∗(M̄2)

(where Φ1 and Φ2 are the canonical chain equivalences).

Proof. Let λ be a regular value of F1, and μ be a regular value of F2. We
have the Novikov complexes

N (1)
∗ = N λ

∗ (f1, v1), N (2)
∗ = N μ

∗ (f2, v2).

Put

V1 = F−1(λ), V −1 = F−1
1

(
]−∞, λ]

)
,

V2 = F−1(μ), V −2 = F−1
1

(
]−∞, μ]

)
.

Choose λ and μ in such a way, that

Ā(V −1 ) ⊂ V −2 .
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Then
Ā�

(
N (1)
∗

)
⊂ N (2)

∗ .

Consider the following diagram (where n is any positive integer):

(9) N (1)
∗ /tnN (1)

∗
Ā�/t

n

��

E(1)n
��

N (2)
∗ /tnN (2)

∗

E(2)n
��

S∗(V −1 , tnV −1 )
Ā∗ �� S∗(V −2 , tnV −2 )

(where E(1)
n , E(2)

n are the equivariant Morse equivalences). To prove our
theorem it suffices to establish that the upper horizontal arrow in this
diagram is a chain homomorphism, and that the diagram is chain homotopy
commutative. Pick any t-ordered Morse functions on the cobordisms

W(1,n) = F−1
1 ([λ− n, λ]), W(2,n) = F−1

2 ([μ− n, μ]).

Let
{(X(1)

k , tnV −1 )}0�k�m and {(X(2)
k , tnV −2 )}0�k�m

be the corresponding filtrations of the pairs (V −1 , t
nV −1 ), respectively

(V −2 , t
nV −2 ). Let us first consider a particular case when the map Ā pre-

serves these filtrations, that is

(10) Ā(X(1)
k ) ⊂ (X(2)

k ) for every k.

The adjoint complexes of these filtrations are basis-preserving isomorphic
to the chain complexes N (1)

∗ /tnN (1)
∗ and N (2)

∗ /tnN (2)
∗ . The map Ā induces

homomorphisms

A� : Hk

(
X

(1)
k ,X

(1)
k−1

)
→ Hk

(
X

(2)
k ,X

(2)
k−1

)
,

and the corresponding graded homomorphism

A� : N (1)
∗ /tnN (1)

∗ → N (2)
∗ /tnN (2)

∗

is a chain map. If we replace the map Ā�/tn by A� in the diagram (9) the
resulting diagram will be homotopy commutative, as it follows from the
functoriality of canonical chain equivalences for chain complexes, endowed
with cell-like filtrations (Corollary 3.8 of Chapter 6, page 215).

Lemma 7.4. Ā�/tn = A�.

Proof. For a critical point p ∈ Sk(F1) let dp denote the fundamental class
of D(p, v) in (X(1)

k ,X
(1)
k−1). It suffices to check that

(Ā�/tn)(dp) = A�(dp).
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The map A� sends the class dp to the fundamental class of the singu-
lar manifold Ā(D(p, v̄1)) in the pair (X(2)

k ,X
(2)
k−1). The cobordism X(2) \

Int X(2)
k−1 is elementary, and the assertion of the lemma follows easily from

Proposition 3.13 of Chapter 5 (page 182). �

Thus we have proved the homotopy commutativity of the diagram (9)
in the case when (10) holds. Let us now proceed to the general case;
we are going to reduce it to the particular case considered above. Let
B : M1 →M2 be the map defined by

B = Φ(T,−v2) ◦ A

(where T > 0). Lift it to the map of coverings as follows:

B̄ = Φ(T,−v̄2) ◦ Ā.

Observe that the map B satisfies the condition (8) and that

Ā
(
D(p,−v1)

)
D(q,−v2) = B̄

(
D(p,−v1)

)
D(q,−v2).

Thus

Ā�/t
n = B̄�/t

n.

Pick any t-ordered Morse function φ2 on W(2,n) and let

{(X(2)
k , tnV −2 )}0�k�m

be the corresponding filtration of (V −2 , tnV −2 ). The condition (8) implies
that if T > 0 is sufficiently large, then

B̄
(
D(p, v)

)
⊂ X

(2)
k ∪ tnV −2 if indp � k and p ∈ V −1 .

Using Proposition 4.2 (page 349) we can choose a t-ordered Morse function
φ1 on W(1,n) in a such a way that

B̄
(
X

(1)
k

)
⊂ X

(2)
k ∪ tnV −2 .

By the argument above we have

B̄�/t
n = B�

and the proof of our theorem is now complete. �
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7.2. The Hutchings-Lee formula for the inverse of the canonical
chain equivalence. Let f : M → S1 be a Morse map, v a transverse
f -gradient, M̄ → M the infinite cyclic covering induced by f from the
universal covering Exp : R→ S1. Let F : M̄ → R be a lift of f , and v̄ be
the lift of v to M̄ . Let Sk(M̄ ,� v) denote the free abelian group generated
by singular simplices σ : Δk → M̄ such that σ is a C∞ map, and the
restriction of σ to every subsimplex of Δk is transverse to the ascending
disc of every critical point p of F . The graded group S∗(M̄,� v) is a chain
subcomplex of S∗(M̄ ). It is clear that for every σ ∈ Sk(M̄ ,� v) and every
critical point p ∈ Sk(F ) the intersection σ(Δk) ∩ D(p,−v̄) is a finite set.
Put

[σ : p] = σ(Δk) D(p,−v̄).
Define a homomorphism

Sk(M̄ ,� v) η� Nk(f, v)
by the following formula

η(σ) =
∑

p∈Sk(f)

[σ : p]p.

It is not difficult to prove that the expression in the right-hand side of the
formula is indeed an element of Nk(f, v) and the homomorphism η can be
extended to a homomorphism of L-modules

Sk(M̄,� v)⊗
L
L

η� N∗(f, v).

The next theorem is a reformulation of the results implicit in the work [64].

Theorem 7.5 (M. Hutchings, Y. J. Lee). The map η is a chain map and
the following diagram is homotopy commutative:

S∗(M̄,� v)⊗
L
L
� �

�������������

η �� N∗(f, v)

Φ�������������

S∗(M̄)⊗
L
L

where the left diagonal arrow is the inclusion, and the right diagonal arrow
is the canonical chain equivalence.

Outline of the proof. By definition of the canonical chain equivalence
there is a regular value λ of F such that the map

Φ|N λ
∗ : N λ

∗ → Sλ∗ (M̄ )⊗
P
P̂
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is a chain equivalence of P̂ -modules. Let Sλ∗ (M̄,� v) be the submodule
generated by the singular simplices of M̄ with image in F−1(]−∞, λ]). It
is clear that η sends Sλ∗ (M̄,� v) to N λ∗ , so we have the diagram of chain
equivalences of P̂ -complexes

Sλ∗ (M̄ ,� v)⊗
P
P̂
� �

�������������

η �� N λ∗ (f, v)

Φ�������������

Sλ∗ (M̄)⊗
P
P̂

and it suffices to prove that it is homotopy commutative. All the chain
complexes in this diagram are homotopically free-finite, so in order to check
the homotopy commutativity of the diagram above it suffices to show that
for every k the truncated diagram

Sλ
∗ (M̄,� v)/tkSλ

∗ (M̄,� v)� �

������������������

η/tk

�� N λ
∗ (f, v)/tkN λ

∗ (f, v)

Φ/tk
����������������

Sλ∗ (M̄)/tkSλ∗ (M̄)

is homotopy commutative. This is proved similarly to Theorem 4.12 of
Chapter 6 (page 224). �

Similarly to the case of real-valued Morse functions there is an analog
of this formula for the simplicial framework. Choose a C∞ triangulation
of M , and assume that each simplex of this triangulation is transverse to
the unstable manifold of each critical point of f . Lift the triangulation to
M̄ and obtain a Z-invariant triangulation of M̄ . For every k-dimensional
simplex σ of this triangulation and every p ∈ Sk(F ) the set D(p,−v̄) ∩
σ is finite. Therefore for every oriented simplex of the triangulation the
algebraic intersection number

[σ : p] = σ D(p,−v̄)
is defined. For a k-dimensional simplex σ of M̄ set

Ak(σ) =
∑

p∈Sk(F )

[σ : p]p.

It is clear that the expression in the right hand side of the formula is a
downward series, that is, an element of Nk(f, v), and the map σ �→ Ak(σ)
extends to a graded L-homomorphism

A∗ : Δ∗(M̄)→ N∗(f, v)



366 Chapter 11. The Novikov complex of a circle-valued Morse map

where Δ∗(M̄) stands for the completion Δ∗(M̄ )⊗
L
L of the simplicial chain

complex of M̄ . The next theorem is due to D. Schütz, see [141].

Theorem 7.6. The graded homomorphism A∗ is a chain equivalence, and
the following diagram is homotopy commutative.

Δ∗(M̄ )

�����������

A∗ �� N∗(f, v)

Φ�������
���

��

S∗(M̄ )

where the left diagonal arrow is the natural chain equivalence between the
simplicial and singular chain complexes.
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Cellular gradients of circle-valued Morse

functions and the Rationality Theorem

Let f : M → S1 be a Morse function on a closed manifold and v an f -
gradient. A natural way to understand the dynamical properties of the
gradient flow is to consider the first return map of a regular level surface
V = f−1(a) to itself induced by the flow. To define this map, let x ∈ V ; if
the (−v)-trajectory starting at x does not converge to a critical point of f ,
it will reach again the manifold V and intersect it at some point, which will
be denoted φ(x). The map x �→ φ(x) is a diffeomorphism of an open subset
of V onto another open subset of V . The closed orbits of v correspond
to periodic points of φ, and we will see shortly that the Novikov incidence
coefficients can also be interpreted in terms of iterations of this map.

The map φ is defined not everywhere in V , so the classical theory of
dynamical systems on closed manifolds can not be applied immediately.
However for C0-generic gradients this map can be in a sense regularized,
and its dynamical properties are similar to those of a continuous map.

To give the definition of this class of gradients (called cellular gradients)
we shall need another interpretation of the first return map. Consider the
commutative diagram

M̄

π

��

F �� R

Exp
��

M
f �� S1

(1)

where π : M̄ → M is the infinite cyclic covering induced by f from Exp.
Let t denote the downward generator of the deck transformation group of
π. Lift the vector field v to a t-invariant vector field v̄. Pick any regular
value λ ∈ R of F . The set

Wλ = F−1
(
[λ− 1, λ]

)
is a cobordism with upper and lower boundaries

∂1Wλ = F−1(λ), ∂0Wλ = F−1(λ− 1).
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We have a Morse function

F |Wλ : Wλ → [λ− 1, λ]

and its gradient v̄|Wλ. The first return map φ discussed above is now
identified with the transport map

(−v̄|Wλ)
� : U1 → U0 with U1 ⊂ ∂1Wλ, U0 ⊂ ∂0Wλ.

EndowM with a Riemannian metric, and lift it to a t-invariant Riemannian
metric of M̄ . The generator t of the deck transformation group yields an
isometry of Vλ = F−1(λ) onto tVλ = F−1(λ − 1), and Wλ acquires the
structure of a cyclic cobordism.

Definition 0.1. An f -gradient v is called cellular if there is a regular value
λ of F such that the F |Wλ-gradient v̄|Wλ is a cyclic cellular gradient.† The
set of all cellular gradients of f will be denoted by GC(f).

For a cellular f -gradient v we have a Morse-Smale filtration

F0 ⊂ · · · ⊂ Fk ⊂ · · ·

of Vλ such that the gradient descent from Vλ to tVλ yields a sequence of
continuous self-maps of compact spaces

Fk/Fk−1 → Fk/Fk−1

which can be iterated and form a family of dynamical systems. This can be
considered as a regularization of the transport map which is only partially
defined. It follows from the results of Part 3 that the subset of cellular
gradients is C0-generic in the set of all gradients (see Theorem 3.1, page
375).

The Novikov complex of a cellular gradient has remarkable properties.
In general the matrix entries of the boundary operators in the Novikov
complex are Laurent series in one variable. We shall see that for a cel-
lular gradient these series are rational functions. Thus C0-generically the
Novikov complex is defined over the ring of rational functions. This con-
firms the so-called Novikov exponential growth conjecture for C0-generic
gradients. We begin with a brief introduction to this conjecture, and then
proceed to the study of cellular gradients.

† Note that we used the same term “cellular gradient” in the context of real-valued Morse
functions on cobordisms (Part 3); this can not lead to confusion.
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1. Novikov’s exponential growth conjecture

Let f : M → S1 be a Morse map, and v a transverse f -gradient. Recall
the commutative diagram (1) on page 367. Lift the vector field v to a
Z-invariant F -gradient v̄ on M̄ . The Novikov incidence coefficient corre-
sponding to critical points p, q ∈ S(F ) is defined as follows:

N(p, q; v) =
∑
k∈Z

n(p, tkq; v̄)tk

where n(p, tkq; v̄) is the algebraic number of flow lines of v̄ joining tkq with
p. These coefficients are the matrix entries of the boundary operators in
the Novikov complex. The asymptotics of the coefficients

nk(p, q; v̄) = n(p, tkq; v̄) as k →∞
are an important invariant of the gradient flow.

Definition 1.1. Let {ak}k∈Z be a sequence of real numbers with a finite
negative part (that is, for some integer N we have ak = 0 if k � N). We
say that {ak} has at most exponential growth if there are A,B > 0 such
that

|ak| < AeBk for every k ∈ Z.

Lemma 1.2. A sequence {ak}k∈Z with a finite negative part has at most
exponential growth if and only if for some integer l > 0 the series∑

k∈Z
akt

l+k = tl
∑
k∈Z

akt
k

has only positive powers and a strictly positive radius of convergence.

Proof. We can assume that ak = 0 for k < 0, and then our assertion follows
immediately from the standard formula for the radius of convergence of the
power series

∑
akt

k:

ρ =
1

lim |ak|
1
k

.

�

Definition 1.3. We say that the exponential growth property holds for the
pair (f, v) if for every p, q ∈ S(F ) with indp = indq + 1 the sequence
{nk(p, q; v̄)}k∈Z has at most exponential growth.

Here is the initial version of the Novikov exponential growth conjecture:
The exponential growth property holds for every pair (f, v)
where f : M → S1 is a Morse function and v is a trans-
verse f -gradient.
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It dates back to the early 1980s. In subsequent years the conjecture was
discussed and modified. At present there are several versions of the conjec-
ture. As far as I know, the first published version appeared in the paper of
V. I. Arnold “Dynamics of Intersections”, 1989. This version is stated in a
more general setting than the initial one: it deals with Morse 1-forms, and
not only with Morse maps to the circle. Arnold writes ([3], p.83):

The author is indebted to S. P. Novikov who has commu-
nicated the following conjecture, which was the starting
point of the present paper. Let p : M̃ → M be a cov-
ering of a compact manifold M with fiber Zn, and let
α be a closed 1-form on M such that p∗α = df , where
f : M̃ → R is a Morse function. The Novikov conjecture
states that, “generically” the number of the trajectories
of the vector field −gradf on M̃ starting at a critical
point x of the function f of index k and connecting it
with the critical points y having index k − 1 and satisfy-
ing f(y) � f(x) − n, grows in n more slowly than some
exponential, ean.

In particular this version implies that the exponential growth property
holds for every generic pair (f, v) where v is a Riemannian gradient of
f . Observe also that V.I. Arnold works with the absolute number of flow
lines joining critical points rather than the algebraic number.

Here is the version of the conjecture published in 1993 by S. P. Novikov
in his paper “Quasiperiodic structures in topology”, [106], p.229:

CONJECTURE. For any closed quantized analytic 1-
form ω the boundary operator ∂ in the Morse complex
has all coefficients a(i)

pq ∈ K with positive part convergent
in some region |t| � r∗1(ω) � r1. (If we replace S by (−S)
and t by t−1, we have to replace r1 by r−1

2 .) In particu-
lar, r∗1 �= 0 and there will be coefficients a(i)

pq with radius
of convergence not greater than r1(M, [ω]) if at least one
jumping point really exists.

Thus the version of [106] says that the exponential growth property holds
for every pair (f, v) where f is analytic and v is a Riemannian gradient of
f .

There are also versions of the Novikov exponential growth conjecture
which predict for the sequence nk(p, q; v) a stronger property than at most
exponential growth.
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Definition 1.4. A Laurent series α =
∑∞

n=−N ant
n ∈ R((t)) is called

rational if there is a rational function

R(t) =
P (t)
Q(t)

with P,Q ∈ R[t]

such that α is the Laurent expansion for R(t) converging in some annulus

A = {z ∈ C | 0 < |z| < r} with r > 0.

Lemma 1.5. If α =
∑∞

n=−N ant
n is rational, then the sequence {an}n∈Z

has at most exponential growth.

Proof. Follows immediately from Lemma 1.2. �

Definition 1.6. We say that the rationality property holds for the pair
(f, v) if for every p, q ∈ S(F ) with indp = ind q + 1 the series N(p, q; v) is
rational.

M. Farber and P. Vogel conjectured (unpublished) that the rationality
property holds for every pair (f, v).

The results presented in this chapter show that for every given f : M →
S1 the rationality property holds for every cellular f -gradient. The subset
GC(f) of cellular gradients is open and dense in G(f) with respect to the
C0 topology, thus the rationality property is C0-generic. This was proved
by the author in 1995 (see [113], [112]).

2. The boundary operators in the Novikov complex

This section contains some preliminaries necessary for the rationality theo-
rem. We will obtain a formula expressing the Novikov boundary operators
in terms of gradient descent maps. This formula in itself is only a reformu-
lation of the definition, but has the advantage to make explicit the recursive
nature of the Novikov incidence coefficients.

Let f : M → S1 be a Morse map, v be an f -gradient. Recall the
diagram

M̄

π

��

F �� R

Exp
��

M
f �� S1.

Let t denote the downward generator of the structure group of the covering
π, so that F (tx) = F (x) − 1. Lift v to a t-invariant F -gradient v̄. We
assume that v satisfies transversality condition, then v̄ also is transverse.
Pick a regular value λ of F , and put

V = F−1(λ), W = F−1([λ− 1, λ]).
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Let p, q be critical points of F with indp = indq + 1. Recall the definition
of the Novikov incidence coefficient:

N(p, q; v̄) =
∑
k∈Z

nk(p, q; v̄)tk with nk(p, q; v̄) = n(p, tkq; v̄) ∈ Z.

The t-invariance of the vector field v̄ implies

N(tlp, tnq; v̄) = N(p, tn−lq; v̄),

and therefore if we compute the Novikov incidence coefficients in the par-
ticular case when p, q ∈ t−1W , we will deduce all of them. Let

indp = r + 1, indq = r.

Let

N = D(p, v) ∩ V, S = D(tq,−v) ∩ V.

With this notation we have (for k � 1):

(2) nk+1(p, q; v̄) = (−v̄)�[λ,λ−k](N) tkS,

where (−v̄)�[λ,λ−k](N) and tkS are both submanifolds of tkV , the first is
oriented, and the second cooriented, so that the intersection index in the
formula is well defined. The map (−v̄)�[λ,λ−k] corresponding to the gradient
descent from V to tkV is the composition of gradient descents from V
to tV , then to t2V , . . . etc. up to tkV . The vector field v̄ is t-invariant,
therefore the maps in this sequence are diffeomorphic to each other, and we
can rewrite the formula (2) in another way, clarifying its recursive nature.
Namely, let

ζ = t−1 ◦ (−v̄)�[λ,λ−1]

so that ζ is a (partially defined) map from V to itself. The gradient descent
map from tkV to tk+1V satisfies

(−v̄)�[λ−k, λ−k−1] = tk+1 ◦ ζ ◦ t−k : tkV → tk+1V for every k

and a simple computation using (2) gives

(3) nk+1(p, q; v̄) = ζk(N) S for every k � 0.

These constructions can be visualized in Figure 43 (where we denote tk+1 ◦
ζ ◦ t−k by ζk).
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N

S

tkS

tk+1q

tq

p

V

tV

tkV

tk+1V

ζk

ζ1

λ− k − 1

λ− k

λ− 1

λ

λ+ 1

tkW

t−1W

W

M̄ R
F

FIGURE 43.
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If both N and S were compact, and ζ were an everywhere defined C∞
map, the intersection indices (3) could be expressed in homological terms,
and one could obtain a simple formula for the generating function of the
sequence of intersection numbers. This computation, outlined below, is due
to V.I.Arnold (unpublished). Let Z be a closed connected manifold, and
X,Y closed submanifolds of Z, such that X is oriented, Y is cooriented
and dimX + dimY = dimZ. Let φ : Z → Z be a C∞ map, such that
φk(X) � Y for every k � 0. We have then

(4) φk(X) Y =
〈
ωY , [φk(X)]

〉
=

〈
ωY , φ

k
∗
(
[X]

)〉
.

In this formula [X] ∈ Hl(Z) is the fundamental class of X. The brackets
〈·, ·〉 denote the canonical pairing

H l(Z,Z \ Y )⊗Hl(Z)→ Z,

and ωY ∈ H l(Z,Z \Y ) is the Thom class of Y (see Section 4 of Chapter 5).
The power series

G(t) =
∑
k

(
φk(X) Y

)
tk

(which is also called the generating function of the sequence φk(X) Y )
can be therefore written as

(5) G(t) =
∑
k

α(Akξ)tk

where:

(1) A denotes the endomorphism φ∗ : Hl(Z) → Hl(Z) of the finitely
generated abelian group Hl(Z),

(2) ξ denotes the element [X] of this group,
(3) and α : Hl(Z) → Z is the homomorphism defined by α(u) =
〈ωY , u〉.

It turns out that the power series (5) is the Taylor series of a rational
function. We shall give the proof of this assertion later on in Lemma 3.8,
page 379.†

† Hint: ∑
k�0

Aktk = (1 − At)−1.
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Now let us return to the Novikov incidence coefficients. We would like
to apply the above argument and to deduce that

N(p, q; v) =
∑
k�0

nk(p, q; v̄)tk = n0(p, q; v̄) +
∑
k�0

(
ζk(N) S

)
tk+1

is a rational function. Unfortunately this would not work since the map
ζ of V to itself is not everywhere defined. Observe for example, that if
n1(p, q; v) �= 0, then the manifold N is not in the domain of definition
of ζ. We shall see in the next section that for cellular f -gradients there
is a formula for nk(p, q; v̄) similar to (4). For these gradients the series
N(p, q; v) can be computed with the help of the algebraic argument above,
and this leads to the rationality theorem. The role of the homomorphism
φ∗ from the formula (4) will be played by the homological gradient descent
associated with the cellular gradient.

3. Cellular gradients of circle-valued Morse functions

Cellular gradients of circle-valued Morse functions are C0-generic as the
following theorem shows.

Theorem 3.1. Let M be a closed manifold and f : M → S1 a Morse
function. The subset GC(f) of cellular f -gradients is open and dense in
G(f) with respect to C0 topology.

Moreover, let u be any almost transverse f -gradient, ε > 0, ρ a regular
value of f and U a neighbourhood of V = f−1(ρ). Then there is v ∈ GC(f),
such that

||v − u|| � ε and supp (v − u) ⊂ U \ V.
(As usual || · || stands for the C0-norm.)

Proof. The proof is based on the results obtained in Part 3. Let us begin
with the density property. Lift the function f to a Morse function F : M̄ →
R, and lift u to an almost transverse Z-invariant F -gradient ū. Let λ ∈ R
be any regular value of F , with ρ = Exp(λ). Let W = F−1([λ − 1, λ]). By
a certain abuse of notation the restriction of ū to W will be denoted by u.

Theorem 2.23 of Chapter 9 (page 298) implies that for any ε > 0 and
any neighbourhood U0 of ∂W in W there is a cyclic cellular F |W -gradient
v such that

||v − u|| < ε and supp (v − u) ⊂ U0 \ ∂W.
Since the vector fields v and u are equal nearby ∂W , we can extend the
field v to a Z-invariant vector field v̄ on M̄ , whose projection to M will be
denoted by the same symbol v. Then v is a cellular f -gradient. Moreover,
||v − u|| < ε and supp (v − u) ⊂ U \ V if U0 is chosen sufficiently small.
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The proof of density property is completed. The openness property follows
immediately from Theorem 2.23 of Chapter 9 (page 298). �

Recall that the set of all transverse f -gradients is denoted by GT (f),
and the set of all almost transverse f -gradients is denoted by GA(f). It
is easy to see that each cellular f -gradient is almost transverse, that is,
GC(f) ⊂ GA(f).

Proposition 3.2. (1) GC(f) is open and dense in GA(f) with respect
to the C0 topology.

(2) GC(f) is C0-generic in GT (f), that is, the subset GC(f) ∩GT (f)
is open and dense in GT (f) with respect to the C0-topology.

Proof. The first point follows immediately from Theorem 3.1. The proof
of the second point is similar to Corollary 1.3 of Chapter 8 (page 243). �

Let v be a cellular f -gradient. Theorem 3.4 below says that the Novikov
complex N∗(f, v) is defined over the ring of rational functions. Actually we
shall prove a stronger statement: the Novikov incidence coefficients belong
to a certain subring of the ring of all rational functions, introduced in the
next definition.

Definition 3.3. Let

Σ = {1 + tP (t) | P ∈ Z[t]}.
The localization of the ring L = Z[t, t−1] with respect to the multiplicative
subset Σ will be denoted L̃.

Thus L̃ is a subring of the ring Q(t) of rational functions. Since every
element of Σ is invertible in L = Z((t)) we have a natural injective ring
homomorphism

L̃ = Σ−1L ⊂ J� Z((t)).

For an element R = P
Q ∈ L̃, where P,Q ∈ Z[t], the element J(R) can

be considered as the Laurent expansion of the rational function R in a
neighbourhood of 0. We shall identify each element of L̃ with its J-image
in Z((t)).

Theorem 3.4. Let M be a closed manifold and f : M → S1 a Morse
map. Let M̄ → M be the infinite cyclic covering corresponding to f , and
F : M̄ → R a lift of f to M̄ . Let v be an oriented cellular f -gradient.
Then:

(1) For every pair p, q of critical points of F with indp = indq+1 the
Novikov incidence coefficient N(p, q; v) is in L̃.
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(2) There is δ > 0 such that for every cellular f -gradient w with
||w − v|| < δ and every pair p, q of critical points of F with
indp = indq + 1 we have

N(p, q; v) = N(p, q;w),

if w is oriented similarly to v.

Proof. Let v ∈ GC(f), and p, q ∈ S(F ) with indq = r, indp =
r + 1. The main idea of the proof is to obtain a formula for the coeffi-
cients N(p, q; v) in terms of the homological gradient descent. Since v is a
cellular gradient, there is a regular value λ of F such that the restriction of
v̄ to W = F−1

(
[λ−1, λ]

)
is a cyclic cellular gradient for the function F |W .

We can assume that p, q ∈ t−1W . Put

N = D(p, v̄) ∩ ∂1W.

Put
ζ = t−1 ◦ (−v̄)�[λ,λ−1],

so that ζ is a diffeomorphism of an open subset of ∂1W onto another open
subset of ∂1W . Let

Nk = ζk(N) ⊂ ∂1W.

We begin by studying the manifold Nk and its homological properties. Let
∂1W

r and ∂0W
r denote the Morse-Smale filtrations of ∂1W , respectively,

∂0W from the definition of cellular gradient (Definition 2.22 of Chapter 9,
page 297).

Lemma 3.5. For every k � 1 the submanifold Nk is in ∂1W
r, and Nk \

Int ∂1W
r−1 is compact.

Proof. The lemma follows by induction on k via a direct application of
the first part of Proposition 1.4 of Chapter 9 (page 283). �

In particular the manifold Nk has its fundamental class

[Nk] ∈ Hr(∂1W
r, ∂1W

r−1).

Recall from Subsection 2.1 of Chapter 7 (page 239) that the gradient descent
for the cellular gradient v yields a continuous map of quotients

(−v)� : ∂1W
r/∂1W

r−1 → ∂0W
r/∂0W

r−1.

We obtain therefore a continuous self-map

t−1 ◦ (−v)� : ∂1W
r/∂1W

r−1 → ∂1W
r/∂1W

r−1.

The homomorphism induced by this map in homology will be denoted by

Hr(−v) : Hr(∂1W
r, ∂1W

r−1)→ Hr(∂1W
r, ∂1W

r−1).

We have a recursive formula for the fundamental class of Nk:
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Lemma 3.6.

[Nk] =
(
Hr(−v)

)k(
[N ]

)
.

Proof. The proof follows immediately from Proposition 1.4 of Chapter 9
(page 283). �

Since the manifold Nk is in ∂1W
r the multiplicity m([Nk], q; v̄) of the

homology class [Nk] with respect to the critical point tq is defined (see
Subsection 1.4 of Chapter 9, page 286 for the definition of multiplicities).

Proposition 3.7. For every k � 0 we have:

(6) nk+1(p, q; v̄) = m
(
[Nk], tq; v̄

)
.

Proof. Let us first consider the case when v is transverse. Let

S = D(tq,−v̄) ∩ ∂1W.

We have
nk+1(p, q; v̄) = Nk S = ζk(N) S,

see the formula (3), page 372. Applying Proposition 1.9 of Chapter 9 (page
286) we deduce

Nk S = m([Nk], tq; v̄).
This completes the proof for the case of transverse gradients. The general
case, when v is assumed to be only almost transverse is reduced to the
transverse case by a perturbation argument. We will show that both sides
of (6) are stable with respect to C0-small perturbations of v. Since we are
going to deal with an arbitrary f -gradient w, sufficiently C0-close to v, we
will modify our notation for the end of this proof, and write

N(v) = D(p, v̄) ∩ ∂1W, N(w) = D(p, w̄) ∩ ∂1W.

Similarly, we define a diffeomorphism ζ(w) and a manifold Nk(w) =
ζk(w)(N(w)). Applying Proposition 1.10 of Chapter 9 (page 287), Corol-
lary 1.3 of Chapter 9 (page 282), and Proposition 1.7 of Chapter 9 (page
285), we deduce that there is δ > 0 such that for every f -gradient w with
||w − v|| < δ we have

m([Nk(v)], tq; v̄) = m([Nk(w)], tq; w̄)

if v and w are similarly oriented. Therefore the right-hand part of (6) is
C0-stable. As for the left-hand side, apply Theorem 2.6 of Chapter 6 (page
212) to the cobordism F−1

(
[λ − k − 1, λ]

)
and deduce that there is δ > 0

such that for every f -gradient w with ||w − v|| < δ we have

nk+1(p, q; v̄) = nk+1(p, q; w̄)

if v and w are similarly oriented.
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By Corollary 2.10 of Chapter 4 (page 126) there is a transverse f -
gradient w in an arbitrary small neighbourhood of v. For the gradient w
the formula (6) holds as we have proved above. �

Therefore we obtain a recursive formula which expresses the Novikov
incidence coefficients in terms of the homological gradient descent:

(7) nk+1(p, q; v̄) = m
((
Hr(−v)

)k([N ]), tq; v̄
)
.

Let us write this formula somewhat shorter:

nk+1(p, q; v) = λ
(
Ak(ξ)

)
where the entries in the right-hand side are as follows:

• ξ = [N ] ∈ Hr(∂1W
r, ∂1W

r−1);
• A = Hr(−v) is an endomorphism of the group
G = Hr(∂1W

r, ∂1W
r−1);

• λ : G → Z is a homomorphism given by the formula λ(x) =
m(x, tq; v̄).

Thus we have the following formula:

N(p, q; v) = n0(p, q; v̄) +
∑
k�0

λ
(
Ak(ξ)

)
tk+1

and the proof of the first point of our theorem is completed by the next
lemma.

Lemma 3.8. Let G be a finitely generated abelian group, A : G → G an
endomorphism and λ : G→ Z a homomorphism. Then for every ξ ∈ G we
have ∑

k�0

λ(Akξ)tk =
P (t)
Q(t)

where P,Q ∈ Z[t] and Q(0) = 1.

Proof. It is sufficient to prove the lemma in the case when G is a free
finitely generated abelian group. Consider a free finitely generated Z[[t]]-
module R = G[[t]] and a homomorphism φ : R → R, given by φ(x) =
(1−At)x. Then φ is invertible, and

φ−1(x) =
(∑
k�0

Aktk
)
(x).

On the other hand the inverse of φ is given by the Cramer formula, which
implies that each matrix entry of φ−1 is the ratio of two polynomials with
integral coefficients. Moreover the denominator Q(t) of this ratio equals
det (1−At), therefore Q(0) = 1. �

It remains to prove the invariance of N(p, q; v) with respect to C0-small
perturbations of v, as required in the second part of our theorem. Let us
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return to the formula (7). By Proposition 1.10 of Chapter 9 (page 287),
Corollary 1.3 of Chapter 9 (page 282), and Proposition 1.7 of Chapter 9,
page 285 the right-hand side of (6) is stable with respect to C0-small per-
turbations of the vector field v, and the proof is over. �

4. Gradient-like vector fields and Riemannian gradients

In this section we establish analogs of Theorem 3.1 for special classes of
gradients. Recall that the space of all gradient-like vector fields for a circle-
valued Morse function f is denoted GL(f). The subset of all almost trans-
verse gradient-like vector fields is denoted by GLA(f), and the subset of all
transverse gradient-like vector fields is denoted by GLT (f).

Proposition 4.1. Let f : M → S1 be a Morse function on a closed mani-
fold M .

(1) The space GC(f)∩GL(f) is open and dense in GL(f) with respect
to C0 topology.

(2) The space GC(f) ∩ GLA(f) is open and dense in GLA(f) with
respect to C0 topology.

(3) The space GC(f) ∩ GLT (f) is open and dense in GLT (f) with
respect to C0 topology.

Proof. The subset GC(f) is C0-open in G(f), therefore all the assertions
of the proposition concerning openness properties follow immediately. Let
us move on to the density properties.

(1) Let v be a gradient-like vector field for f . We can assume that
v is almost transverse. Let ε > 0, and λ be a regular value of f .
Put V = f−1(λ). Applying Theorem 3.1 we obtain an f -gradient
u ∈ GC(f) with ||u − v|| � ε and supp (u− v) ⊂ U \ V , where U
is a neighbourhood of V which we can choose as we like. Observe
that if U is sufficiently small, then u is necessarily a gradient-like
vector field for f , and this completes the proof of point (1).

(2) This point follows immediately since GC(f) ⊂ GA(f).
(3) Let v ∈ GLT (f). Let δ > 0; pick a cellular gradient-like vector

field w for f with ||w − v|| < δ/2. The set GC(f) being C0-open,
there is ε > 0 such that every f -gradient u with
||w − u|| < ε is in GC(f). Now pick a transverse gradient-like
vector field u with ||w−u|| < min(ε, δ/2) (this is possible by Corol-
lary 2.17 of Chapter 4, page 128). Then u ∈ GLT (f)∩GC(f) and
||u− v|| < δ. �

Now let us proceed to the version of Theorem 3.1 for Riemannian gra-
dients. We denote the space of all Riemannian gradients for f by GR(f),



Section 4. Gradient-like vector fields and Riemannian gradients 381

the subset of almost transverse Riemannian gradients by GRA(f), and the
subset of transverse Riemannian gradients by GRT (f).

Proposition 4.2. Let f : M → S1 be a Morse function on a closed mani-
fold M .

(1) The space GC(f)∩GR(f) is open and dense in GR(f) with respect
to C0 topology.

(2) The space GC(f) ∩ GRA(f) is open and dense in GRA(f) with
respect to C0 topology.

(3) The space GC(f) ∩ GRT (f) is open and dense in GRT (f) with
respect to C0 topology.

Proof. As in the proof of Proposition 4.1 it suffices to prove the density
properties.

(1) Let v be an almost transverse Riemannian gradient for f . Choose
any regular value λ of f , and put V = f−1(λ). Let ε > 0. Applying
Theorem 3.1 we obtain an f -gradient u ∈ GC(f) such that ||u −
v|| < ε, and supp (u− v) ⊂ U \ V , where U is a neighbourhood of
V which can be chosen as we like. By Corollary 2.21 of Chapter 4
(page 131) the vector field u is a Riemannian gradient for f if U
is chosen sufficiently small.

(2) This point follows immediately since GC(f) ⊂ GA(f).
(3) The proof of this point is completely similar to the proof of the

point (3) of Proposition 4.1 with the only difference that we use
Corollary 2.26 of Chapter 4 (page 132) instead of Corollary 2.17
of Chapter 4 (page 128). �

There is an alternative version of the preceding proposition, dealing
with the space of Riemannian metrics rather than with the space of gradi-
ents.

Definition 4.3. Let M be a closed manifold. The space of all Riemannian
metrics on M is denoted by R(M). For a circle-valued Morse function f
on M let

RC(M,f), RT (M,f), RA(M,f)
denote the subsets of all Riemannian metrics R on M such that the Rie-
mannian gradient gradR(f) is, respectively, cellular, transverse, almost
transverse.

Proposition 4.4. Let f : M → S1 be a Morse function.
(1) The subset RC(M,f) is open and dense in R(M) with respect

to C0 topology.
(2) The subset RC(M,f) is open and dense in RA(M,f) with respect

to C0 topology.
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(3) The subset RC(M,f)∩RT (M,f) is open and dense in RT (M,f)
with respect to C0 topology.

Proof. The map R(M) → G(f) sending each Riemannian metric to the
corresponding f -gradient is continuous in both C∞ and C0 topologies.
Therefore all the assertions of our proposition concerning openness prop-
erties are immediate. Let us proceed to the density properties and prove
the point (1) of our proposition. Let R be any Riemannian metric on M
and v = gradRf . Let U be a neighbourhood of R in R(M) with respect
to C0 topology. Choose any regular value λ of f , and let δ > 0 be small
enough so that the interval Iδ = [λ− δ, λ+ δ] is regular. Let K = f−1(Iδ).
Pick any ε > 0 and let w be a cellular f -gradient such that ||w − v|| < ε
and supp (w − v) ⊂ K. Applying Corollary 2.21 of Chapter 4 (page 131)
we deduce that if ε is sufficiently small, then there is a Riemannian metric
R′ ⊂ U such that w is the Riemannian gradient of f with respect to R′. The
proof of the first point is now complete. The proofs of the second and third
point are similar to the proofs of the corresponding points of Proposition
4.2 and will be omitted. �



CHAPTER 13

Counting closed orbits of the gradient flow

In Sections 1 and 2 we introduce and study the Lefschetz zeta function
of the gradient flow of a circle-valued Morse function. This function is a
power series which contains information about the closed orbits of the flow.
The main result of this chapter (Theorem 4.3) states that the Lefschetz
zeta function can be expressed in terms of Whitehead torsion invariants,
associated with the Novikov complex. We discuss the Whitehead torsion
and related topics in Section 3.

1. Lefschetz zeta functions of the gradient flows

Definition 1.1. Let w be a C1 vector field on a manifold M . A closed
trajectory of w is a non-constant integral curve γ : [a, b] → M of w, such
that γ(a) = γ(b). We say that two closed trajectories

γ : [a, b]→M, γ̃ : [a′, b′]→M

are equivalent, if there is C such that a′ = a + C, b′ = b + C and
γ̃(t+ C) = γ(t) for every t. A closed orbit of w is a class of equivalence of
closed trajectories. The set of all closed orbits of w is denoted by Cl(w).
We shall identify a closed trajectory with the corresponding closed orbit,
when no confusion is possible.

For a closed orbit γ : [a, b] → M let c ∈ [a, b] be the smallest number
> a such that γ(a) = γ(c). It is easy to see that b− a = n(c− a) where n
is a natural number, called the multiplicity of γ, and denoted mult(γ). If
mult(γ) = 1, the orbit γ is called a prime closed orbit. The set of all prime
closed orbits of w is denoted by ClPr(w).

Let γ : [a, b]→M be a closed trajectory. Let Σ be any submanifold of
M with dimΣ = dimM − 1, containing p = γ(a) and such that w is
transverse to Σ at p (that is, w(p) /∈ TpΣ). The classical construction of
the Poincaré return map associates with these data a diffeomorphism R :
U → V , where U, V are neighbourhoods of p in Σ. Here is a brief description
of the construction (we refer to the book of J. Palis and W. de Melo [122]
for more details): for each point x ∈ Σ in a small neighbourhood of p the
w-trajectory starting at x will intersect Σ again at some point y at some
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moment t0 close to b; we set by definition R(x) = y. If p is an isolated
fixed point of R, then its index is called the index of γ, and denoted by
i(γ). The number

iF (γ) =
i(γ)
m(γ)

is called the Fuller index of γ. We say that γ is a hyperbolic closed orbit if
p is a hyperbolic fixed point of the Poincaré return map.

Now we will concentrate on the case of gradients of circle-valued Morse
functions. In the case when w = −v with v a gradient of a Morse map
f : M → S1 there is one more natural invariant for closed orbits of w.
Let γ : I → M be a closed orbit of (−v), defined on some closed interval
I ⊂ R. The composition f ◦γ : I → S1 sends the endpoints of the segment
to the same point, and we obtain a C1 map from the circle I/∂I to S1.
The derivative of this map is strictly negative, and the degree of this map is
a strictly negative integer; the opposite number will be called the winding
number of γ and denoted by n(γ) > 0.

As usual we lift the function f : M → S1 to a real-valued Morse function
F : M̄ → R on the infinite cyclic covering π : M̄ → M . Let v̄ denote the
lift of v to M̄ . Let t be the downward generator of the structure group of
the covering. Pick a regular value λ of F , and put

V = F−1(λ), W = F−1([λ− 1, λ]).

We have the partially defined map

Θ = t−1 ◦ (−v̄)�[λ,λ−1]

from an open subset of V to V . There is a close relation between the
periodic points of Θ and closed orbits of (−v). Namely, let σ ∈ Per(Θ),
and l(σ) be the least period of σ. It is clear that the (−v)-trajectory
starting at the point π(σ) determines a prime closed orbit of (−v) with
winding number l(σ); we shall denote this closed orbit by c(σ). Also for
k ∈ N the k-th iteration of the closed orbit c(σ) is a closed orbit ck(σ) of
multiplicity k. We obtain a natural surjection

(σ, k) �→ ck(σ), Per(Θ)×N
C� Cl(−v).

Observe that

n
(
C(σ, k)

)
= l(σ) · k, m

(
C(σ, k)

)
= k.

The closed orbit γ is hyperbolic if and only if every σ ∈ C−1(γ) is a hyper-
bolic fixed point of Θ, and in this case all the points in C−1(γ) have the
same index equal to the index of γ.
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Lemma 1.2. Assume that v is almost transverse and all closed orbits of v
are hyperbolic. Then for each k ∈N there is only a finite number of closed
orbits γ with n(γ) = k.

Proof. It suffices to prove that for every k the set of fixed points of Θk is
finite. Consider the cobordism Wk = F−1([λ − k, λ]). The deck transfor-
mation t−k is an isometry ∂0Wk → ∂1Wk. Thus Wk is a cyclic cobordism,
and the vector field v is a CAT -gradient for the Morse function F |Wk (see
Definition 2.14 of Chapter 9, page 293 for definition of CAT condition).
The fixed point set of

Θk = t−k ◦ (−v̄)�[λ,λ−k]
is therefore compact (see page 294), and since every periodic point of Θ is
hyperbolic, this set is finite. �

Now we will define counting functions for the closed orbits of the gra-
dient flow.

Definition 1.3. Let v be an almost transverse f -gradient such that all
closed orbits of (−v) are hyperbolic. Set

ηL(−v) =
∑

γ∈Cl(−v)
iF (γ)tn(γ), ζL(−v) = exp

(
ηL(−v)

)
.

The formal series ηL(−v) and ζL(−v) are called the Lefschetz eta function
and the Lefschetz zeta function of (−v).

Lemma 1.2 implies that the expression defining ηL(−v) is indeed an
element of Q[[t]], and since the constant term of ηL(−v) is equal to zero,
the exponent of this series is also a power series with rational coefficients.

Lemma 1.4. ηL(−v) = ηL(Θ), ζL(−v) = ζL(Θ).

Proof. To prove the first formula, it suffices to show that for every positive
integer k, ∑

γ|n(γ)=k

i(γ)
m(γ)

=
∑

a∈Fix(Θk)

I(Θk, a)
k

.

This is obvious: every closed orbit γ with n(γ) = k and m(γ) = m gives
rise to k/m fixed points of Θk; these points have the same indices equal to
the index of γ. �

The map C induces a bijective correspondence between the set of all
prime closed orbits of (−v) and the set of all finite orbits of Θ. This
observation together with Proposition 2.12 of Chapter 9 (page 292) leads
to the factorization formula for the Lefschetz zeta function:
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Proposition 1.5. Let v be an almost transverse f -gradient, such that all
closed orbits of v are hyperbolic. Then

ζL(−v) =
∏

γ∈ClPr(−v)

(
1− ε(γ)tn(γ)

)−ν(γ)
where ε(γ), ν(γ) ∈ {−1, 1}. In particular, the power series ζL(−v) has
integral coefficients. �

Now we shall drop the hyperbolicity assumption and generalize the
above constructions to the case of any almost transverse f -gradient v. In
this case the closed orbits are not necessarily isolated, and the definition of
the counting functions above does not apply.

Proposition 2.18 of Chapter 9 (page 294) implies that for every k � 0
the set of the fixed points of

Θk = t−k ◦ (−v̄)�[λ,λ−k]
is compact and the index L(Θk) ∈ Z is defined.

Lemma 1.6. The integer L(Θk) does not depend on the particular choice
of the regular value λ.

Proof. The map
Θ = t−1 ◦ (−v̄)�[λ,λ−1]

depends obviously on λ and during this proof we shall write Θ = Θ(λ)
in order to emphasize this dependence. Let μ be another regular value,
assume for example that μ < λ. The gradient descent map (−v̄)�[λ,μ] is
defined on a neighbourhood U of Fix Θk(λ) and maps it diffeomorphically
onto a neighbourhood U ′ of Fix Θk(μ). Denote this diffeomorphism by ξ,
then the two maps

Θk(λ)|U, Θk(μ)|U ′
are conjugate via ξ, and the result follows. �

Definition 1.7. For an almost transverse f -gradient v put

ηL(−v) = ηL(Θ) =
∑
k�1

L(Θk)
k

tk, ζL(−v) = ζL(Θ) = exp
(
ηL(−v)

)
.

The series ηL(−v) and ζL(−v) are called the Lefschetz eta function and the
Lefschetz zeta function of (−v).

Thus by definition ηL(−v), ζL(−v) are the power series in one variable
with rational coefficients. We shall see later on that the coefficients of
ζL(−v) are integral.
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Let ηk(−v) be the k-truncation of the series ηL(−v), that is, the image of
ηL(−v) in the ring P/tkP . Similarly, we denote by zk(−v) the k-truncation
of ζL(−v). These polynomials are stable with respect to C0-small pertur-
bations of the vector field v, as the following proposition shows.

Proposition 1.8. Let v be an almost transverse f -gradient. Let k ∈ N.
There is δ > 0 such that for every f -gradient w with ||w− v|| < δ we have:

ηk(−v) = ηk(−w), zk(−v) = zk(−w).

Proof. In order to emphasize the dependence of the diffeomorphism Θ on
the vector field v, let us write

Θv = t−1 ◦ (−v̄)�[λ,λ−1].

Let r be any natural number. Applying Proposition 2.19 of Chapter 9,
page 295 to the cyclic cobordism Wr = F−1

(
[λ− r, λ]

)
we deduce that

L(Θr
v) = L(Θr

w)

for every w sufficiently C0-close to v. The stability of ηk(−v) follows and
implies the stability of zk(−v). �

2. Homological and dynamical properties of the cellular
gradients

For every almost transverse gradient of a circle-valued Morse function the
Novikov complex associated to this data computes the completed homology
of the corresponding infinite cyclic covering. In this section we will see that
the Morse-theoretic data associated to a cellular gradient allows us to obtain
more, namely the homology of the cyclic covering itself. Our constructions
are based on the techniques developed in Part 3. In Section 4 we discuss the
relation between the zeta function of the gradient flow and the Whitehead
torsion of the canonical equivalence.

2.1. A filtration of M̄ associated with a cellular gradient. Let f :
M → S1 be a Morse map. Recall the commutative diagram

M̄

π

��

F �� R

Exp
��

M
f �� S1.

Assume that M is endowed with a Riemannian metric; then M̄ inherits
the Riemannian structure, and the downward generator t of the structure
group of the covering is an isometry of M̄ . Let v be a cellular f -gradient;
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denote by v̄ the lift of v to M̄ . There is a regular value λ of F such that
the restriction of v̄ to the cobordism

W = F−1([λ− 1, λ])

is a cellular F |W -gradient, and W acquires the corresponding handle-like
filtration {W 〈k〉} (Section 3 of Chapter 9, page 301). Define a filtration{
V −〈k〉

}
of

V − = F−1
(
]−∞, λ]

)
by

V −〈k〉 =
⋃
s�0

tsW 〈k〉.

Our first aim is to describe the homology of the pair
(
V −〈k〉, V

−
〈k−1〉

)
. Since

V −〈k〉, V
−
〈k−1〉 are invariant with respect to the action of t, the homology of

this pair acquires the structure of a module over the ring

P = Z[t].

We are going to prove that this homology vanishes in all degrees except k,
and the module

Fk = Hk

(
V −〈k〉, V

−
〈k−1〉

)
is a free P -module. We have the inclusion of pairs

(W 〈k〉,W 〈k−1〉) ⊂ I� (V −〈k〉, V
−
〈k−1〉).

Recall from Theorem 3.1 of Chapter 9 (page 306) that the homology of the
pair (W 〈k〉,W 〈k−1〉) is equal to zero in all degrees except k, and the group

Ek = Hk(W 〈k〉,W 〈k−1〉)

is the direct sum of the images of the four monomorphisms:

Mk

μ

��
M(1)

k

λ1 �� Ek M(0)
k

λ0��

M(1)
k−1

τ

��

where M(0)
∗ ,M(1)

∗ are the Morse complexes associated with ordered Morse
functions on ∂0W , respectively ∂1W , and M∗ is the Morse complex
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M∗(F |W, v̄|W ). Along with the I∗-images of the four submodules above
the P -module F∗ contains also the tn-shifts of these images for n � 0. Let

R∗ =M(1)
∗ ⊗

Z
P, Π∗ =M∗ ⊗

Z
P.

SinceM(1)
∗ andM∗ are free abelian groups, R∗ and Π∗ are free P -modules.

The free generators of R∗ are the critical points of the ordered Morse func-
tion on ∂1W , and the free generators of M∗ are the critical points of F |W .
Let

Λk : Rk → Fk, �k : Πk → Fk, Tk : Rk−1 → Fk
be the corresponding extensions of the homomorphisms I∗◦λ1, I∗◦μ, I∗◦τ .
Theorem 2.1. The subspaces V −〈k〉 form a cellular filtration of V − and

Lk = (Λk,�k,Tk) : Rk ⊕Πk ⊕Rk−1 → Fk = Hk

(
V −〈k〉, V

−
〈k−1〉

)
is an isomorphism of P -modules.

Proof. We shall use the techniques developed in Section 3.1 of Chapter 9
(page 302). Recall the space Qk ⊂W 〈k−1〉 from (6), page 307. Let

Uk =
⋃
n∈N

tnQk.

Lemma 2.2. The inclusion Uk ⊂ � V −〈k〉 is a homology equivalence.

Proof. By excision

H∗(V −〈k〉, Uk) ≈
⊕
n∈N

H∗(tnW 〈k〉, tnQk).

The homology of each pair (tnW 〈k〉, tnQk) vanishes by Lemma 3.2 of Chap-
ter 9 (page 308). �

Thus it suffices to compute the homology H∗(Uk, V −〈k−1〉). Consider the
quotient space

Uk/V
−
〈k−1〉 =

⋃
n∈N

tnQ′k where Q′k = Qk/W
〈k−1〉.

This space acquires from M̄ the action of the generator t of the deck trans-
formation group. The map t has the unique fixed point ω corresponding
to the collapsed subspace W 〈k−1〉. Two copies tnQ′k, t

rQ′k of the space Q′k
intersect by the point ω if |r − n| > 1, and

tn(Q′k) ∩ tn+1(Q′k) = tn+1
(
∂1W

k/∂1W
k−1

)
.
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The homeomorphism type of the space Qk/W
〈k−1〉 was studied in Sub-

section 3.1 of Chapter 9 (page 302). We proved there that this space is
homeomorphic to the wedge of four spaces:

Qk/W
〈k−1〉 ≈ ∂1W

k/∂1W
k−1 ∨ Ĥ ∨ T̂ ′k ∨ Ẑ ′k.

Referring to page 308 for the definition of the summands of the wedge
we only recall here that the space Ĥ is homotopy equivalent to the wedge
of mk(f) spheres of dimension k, the space Ẑ ′k is homotopy equivalent
to ∂0W

k/∂0W
k−1 and the space T̂ ′k has the homotopy type of the space

∂1W
k−1/∂1W

k−2. Thus we have a splitting

Uk/V
−
〈k−1〉 ≈ ∂1W

k/∂1W
k−1 ∨

∨
n∈N

tn
(
Ĥ ∨ T̂ ′k ∨ Ẑ ′k

)
and in view of the equality

t
(
∂1W

k/∂1W
k−1

)
= ∂0W

k/∂0W
k−1

we deduce that the inclusion

(1)
∨
n∈N

tn
(
∂1W

k/∂1W
k−1 ∨ Ĥ ∨ T̂ ′k

)
⊂ J� Uk/V

−
〈k−1〉

is a homology equivalence. Since the reduced homology of each of the three
spaces ∂1W

k/∂1W
k−1, Ĥ, T̂ ′k is equal to zero in all dimensions except k,

this is also the case for the reduced homology of Uk/V −〈k−1〉.
To complete the proof of our theorem it remains to observe that the

homology of the space on the left-hand side of (1) is isomorphic to

Rk ⊕Πk ⊕Rk−1,

the inclusion
Uk/V

−
〈k−1〉

⊂ � V −〈k〉/V
−
〈k−1〉

is a homology equivalence, and the resulting isomorphism

Rk ⊕Πk ⊕Rk−1
� Hk(V −〈k〉/V

−
〈k−1〉)

is equal to Lk. �

The filtration {V −〈k〉} of the space

V − = F−1
(
]−∞, λ]

)
induces a cellular filtration in the singular chain complex

Sλ∗ = S∗(V −).

The P -modules
Fk = Hk(V −〈k〉, V

−
〈k−1〉)
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form the adjoint complex, and by Corollary 3.8 of Chapter 6 (page 215)
there is a chain equivalence

ν : F∗ → Sλ∗ = S∗(V −)

of P -complexes. We obtain in particular the following finiteness property
for the complex Sλ∗ (another proof using the triangulation theory of mani-
folds was given in Section 6 of Chapter 11, page 356).

Corollary 2.3. The P -complex Sλ∗ is homotopically free-finite. �

Having identified the modules Fk of the adjoint complex, our next aim
is to compute the matrices of the boundary operators dk : Fk → Fk−1. This
computation follows immediately from results of Subsection 3.3 of Chap-
ter 9 (page 314) once we introduce a convenient terminology. Extend the
boundary operators in the Morse complexesM(1)

∗ andM∗ to the operators
in the extended graded modules R∗,Π∗; we shall keep the same notation
∂

(1)
∗ , ∂∗ for the extended operators. These operators form the diagonal en-

tries of the matrix. To describe the other entries consider the map

t−1 ◦ (−v̄)� : ∂1W
k/∂1W

k−1 → ∂1W
k/∂1W

k−1.

Let
Hk(−v) :M(1)

k →M(1)
k

denote the homomorphism induced by this map in homology, and extend
it to an endomorphism of the P -module Rk. Similarly, the homomorphism
σk :Mk →M(0)

k−1 yields a homomorphism of abelian groups

σ̄k = t−1 ◦ σk :Mk →M(1)
k−1,

which is extended to a homomorphism of P -modules Πk → Rk−1. Finally
extend the homomorphism ηk (page 315) to a homomorphism Rk → Πk of
P -modules. The matrix of the boundary operator in F∗ is now deduced
immediately from Theorem 3.8 of Chapter 9 (page 315):

Proposition 2.4. The matrix of the boundary operator dk+1 : Fk+1 → Fk
with respect to the direct sum decomposition from Theorem 2.1 is

(2)

⎛⎜⎝∂(1)
k+1 tσ̄k+1 Id− tHk(−v)
0 ∂k+1 −ηk
0 0 −∂(1)

k

⎞⎟⎠ .

�
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2.2. Chain complex F∗ and the Novikov complex. Tensoring by P̂
the chain equivalence

ν : F∗
∼� Sλ∗ = S∗(V −)

constructed in the previous subsection, we obtain a chain equivalence

ν̂ : F̂∗ = F∗ ⊗
P
P̂

∼� Sλ∗ ⊗
P
P̂ .

Composing the inverse of this chain equivalence with the canonical chain
equivalence of Proposition 6.3 of Chapter 11 (page 358) we obtain a chain
equivalence

N λ
∗ (f, v)→ F̂∗.

The aim of this subsection is to give an explicit formula for this chain
equivalence. Here is an outline of the construction. A homomorphism
N λ
k → F̂k is determined by its values on the generators of N λ

k , that is, on
the critical points of F |V − of index k. Let p be such a point. Since v is
cellular, the descending disc D(p, v̄) is in V −〈k〉. The set

Δp = D(p, v̄) \ Int V −〈k−1〉

is not compact in general, and the manifold D(p, v̄) does not have a fun-
damental class in Hk

(
V −〈k〉, V

−
〈k−1〉

)
. However the intersection of the set Δp

with each cobordism Wn = F−1
(
[λ − n, λ]

)
is compact, therefore Δp is a

downward infinite disjoint union of compact sets. This allows us to define
the fundamental class of D(p, v̄) as an element of the completion of the
module Fk = Hk(V −〈k〉, V

−
〈k−1〉). The homomorphism Nk → F̂k which we are

about to construct sends the point p to this fundamental class.
To write down an explicit formula, let p be a critical point of F of index

k with F (p) � λ. Recall from the previous subsection the homomorphism

�k : Πk =Mk ⊗
Z
P → Fk

and define an element ξ(p) ∈ F̂k by the following formula:

(3) ξ(p) = �(p)−
∞∑
r=0

tr+1 T
(
Hr

(
σ̄(p)

))
.

To simplify the notation we omit in this formula the indices showing the
dimension of the corresponding objects; also we abbreviate Hk−1(−v) to
H. Thus σ̄(p) is here an element of

Rk−1 =M(1)
k−1 ⊗

Z
P
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and H is an endomorphism of this module, while T is a homomorphism
Rk−1 → Fk, see the preceding subsection for the definitions. To relate this
formula to the discussion above, observe that if in the right-hand side of
(3) we omit the terms with r � n, we obtain exactly the fundamental class
of D(p, v̄) ∩Wn+1 modulo V −〈k−1〉.

Extend the map p �→ ξ(p) to a homomorphism ξ : N λ∗ → F̂∗ of graded
P̂ -modules.

Theorem 2.5. The graded homomorphism ξ is a chain homotopy equiva-
lence and the next diagram is homotopy commutative:

N λ∗
ξ ��

Ψ ���
��

��
��

� F̂∗

ν̂����
��

��
��

Sλ∗ ⊗
P
P̂

(where Ψ is the homotopy equivalence from Proposition 6.3 of Chapter 11,
page 358).

Proof. Both N λ∗ and F̂∗ are free finitely generated complexes, and Sλ∗ ⊗
P
P̂

is homotopically free-finite. Therefore to prove our theorem it suffices to
establish the following proposition.

Proposition 2.6. Let n be a positive integer. In the tn-quotient of the
above diagram

(4) N λ∗ /tnN λ∗
ξn ��

Ψn ��										
F∗/tnF∗

νn������������

Sλ∗ /tnSλ∗
the graded map ξn is a chain homomorphism, and νn ◦ ξn ∼ Ψn.

Proof. The main idea of the proof is that both Ψn and νn are canonical
chain equivalences associated with certain cellular filtrations of the chain
complex Sλ∗ /tnSλ∗ and can be compared using the techniques of Section 3.1
of Chapter 6 (page 212).

Recall from Section 4 of Chapter 11 (page 348) the cellular filtration of
the chain complex

Sλ∗ /tnSλ∗ = S∗(V −)/S∗(tnV −)

associated to a t-ordered Morse function on Wn = F−1
(
[λ − n, λ]

)
. The

map Ψn is the canonical chain equivalence associated with this filtration.



394 Chapter 13. Counting closed orbits of the gradient flow

This filtration is not quite convenient for our present purposes and we
shall modify it. Let ψ : Wn+1 → [a, b] be a t-ordered Morse function on
the cobordism Wn+1. Let {Xk} be the Morse-Smale filtration of Wn+1

associated with ψ; put Yk = Xk ∪ tnV −. The pairs (Yk, tnV −) form a
t-invariant filtration of (V −, tnV −), and we obtain a filtration

A(k)
∗ = S∗(Yk, tnV −) ⊂ S∗(V −, tnV −) = Sλ∗ /tnSλ∗

by P -modules. The homology Hk(Yk, Yk−1) has the natural basis over Pn =
Z[t]/tn formed by the fundamental classes of the descending discs D(p, v̄)
(where p ranges over the set Sk(F )∩W ). The adjoint complex is obviously
identified with the truncated Novikov complex N λ∗ /tnN λ∗ and the canonical
chain equivalence

N λ
∗ /t

nN λ
∗ → S∗(V −, tnV −)

is homotopic to Ψn. (These assertions are easily checked by comparison of
the filtration above with the filtration induced by any t-ordered function
on the cobordism Wn. See a similar argument in the proof of Proposition
4.6 of Chapter 11, page 353.)

Define another filtration of S∗(V −, tnV −) as follows:

B(k)
∗ = S∗(Lk, tnV −), where Lk = V −〈k〉 ∪ t

nV −.

Observe that we have the inclusion of pairs(
V −〈k〉, V

−
〈k−1〉

)
⊂ j� (Lk, Lk−1)

which induces a homomorphism of Pn-modules

j∗ : H∗(V −〈k〉, V
−
〈k−1〉)⊗

P
Pn → H∗(Lk, Lk−1).

Lemma 2.7. The filtration B(k)
∗ is cellular, j∗ is an isomorphism and the

next diagram is homotopy commutative:

(5) Bgr∗

μn ���
���

��
���

F∗/tnF∗
j∗

��

νn������������

Sλ∗ /tnSλ∗

where Bgr∗ stands for the adjoint complex of the filtration B(k)
∗ and μn is the

canonical chain equivalence.

Proof. We have inclusions of pairs(
V −〈k〉, V

−
〈k−1〉

)
⊂ �

(
V −〈k〉, t

nV −〈k〉 ∪ V −〈k−1〉
)

⊂ � (Lk, Lk−1).
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The second inclusion induces an isomorphism in homology (by excision).
It is not difficult to deduce from the exact sequence of the triple(

V −〈k〉, t
nV −〈k〉 ∪ V −〈k−1〉, V

−
〈k−1〉

)
that the first inclusion induces an isomorphism

H∗
(
V −〈k〉, V

−
〈k−1〉

)
⊗
P
Pn

≈� H∗
(
V −〈k〉, t

nV −〈k〉 ∪ V −〈k−1〉
)
.

The other assertions of the lemma are obvious. �
Now let us compare the filtrations B(k)

∗ and A(k)
∗ . Since v is cellular, we

have
∂0Wn+1 ∪D(ind�k ; v̄|Wn+1) ⊂ Int Lk.

By Proposition 4.2 of Chapter 11 (page 349) we can choose a t-ordered
function ψ on Wn+1 in such a way that

Xk ⊂ Int Lk for every k.

Then we have Yk ⊂ Lk, hence

A(k)
∗ ⊂ B(k)

∗ for every k.

Thus the identity map of the pair (V −, tnV −) respects the filtrations if
the source is endowed with the filtration A(k)

∗ and the target with B(k)
∗ .

Therefore the identity map induces a chain homomorphism ξ̃n such that
the next diagram is homotopy commutative:

N λ∗ /tnN λ∗
ξ̃n ��

Ψn ��										
Bgr∗

μn

��

F∗/tnF∗
j∗��

νn������������

Sλ∗ /tnSλ∗
The proof of our proposition will be complete if we show that j−1∗ ◦ ξ̃n ∼ ξn
(recall that ξn is the reduction modulo tn of the graded homomorphism ξ
defined in (3), page 392). For this it suffices to prove that for every critical
point p ∈W of F of index k the fundamental class

[D(p, v̄)] ∈ Hk(Lk, Lk−1) ≈ Fk/tnFk
is equal to the n-truncation of the power series in the right-hand side of (3).
Let us have a closer look at the manifold D(p, v̄) ∩Wn. Let φ : W → [a, b]
be the ordered Morse function on W used for construction of the filtrations
W 〈k〉 and V −〈k−1〉. Let a = a0 < a1 < · · · < am+1 = b be the ordering
sequence for φ (where m = dimM). Let

V ′ = φ−1(ak).
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The condition (C) implies that the sole of D(p, v̄)∩W is in ∂0W
k−1, there-

fore the part of D(p, v̄) between V ′ and tV is in V −〈k−1〉. Let

W ′ = φ−1
(
[a, ak]

)
, W ′′ = φ−1

(
[ak, b]

)
.

The condition (C) applied to the cobordism tW implies that the part of
D(p, v̄) between tV and tV ′ is in

tTk = tT
(
∂1W

k−1;−v̄|W ′′
)

and the part of D(p, v̄) between tV ′ and t2V is in V −〈k−1〉. In Figure 44 the
set V −〈k−1〉 is shaded dark grey, and the sets Tk, tTk are shaded light grey.
The thick curve depicts the descending disc D(p, v̄) and its dotted part
depicts the part of D(p, v̄) which is in the union of the t-shifts of W ′.

It is not difficult to show by induction that for every j � 1 we have

D(p, v̄) ∩ tjW ′′ ⊂ tjTk, D(p, v̄) ∩ tjW ′ ⊂ tjV −〈k−1〉.

Put

Σj = D(p, v̄) ∩ tjV, Dj = D(p, v̄) ∩ tjW ′′.

Then Σj is a submanifold of tjV . The manifold ∂D0 = D0 ∩ V ′ is diffeo-
morphic to a sphere and for j � 1 we have

Dj = T (Σj,−v̄|tjW ′′).

Every (−v̄)-trajectory starting at a point of Σj reaches the manifold tjV ′,
and therefore Dj is a manifold with boundary diffeomorphic to the product
Σj × [ak, b] and

∂Dj = Dj ∩ tjV ′
⊔

Dj ∩ tjV.

Applying Lemma 4.7 of Chapter 5 (page 191) we deduce that the funda-
mental class

[D(p, v̄)] ∈ Hk

(
V −〈k〉, V

−
〈k−1〉 ∪ t

nV −〈k〉
)

is equal to the sum of the fundamental classes of the manifolds Dj for
0 � j � n− 1. By definition

[D0] = [�(p)].
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FIGURE 44.

As for j � 1, the fundamental class of Dj in the pair (tjW 〈k〉, tjW 〈k−1〉)
equals −Tk([Σj]), where

[Σj ] ∈ Hk−1

(
tj∂1W

k−1, tj∂1W
k−2

)
.
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By one of the basic properties of homological gradient descent (see Propo-
sition 1.4 of Chapter 9, page 283) we have:

[Σj] = tj Hj−1(−v)
(
σ̄(p)

)
,

and adding up these terms we obtain the formula ξn(p) = ξ̃n(p) which we
had to prove. �

2.3. Change of basis in F̂∗. Here we continue our study of the chain
map ξ, defined in the previous subsection. We show that it is a split
monomorphism, and describe the quotient F̂∗/Im ξ. By a certain abuse of
notation we shall make no difference between the chain complex F∗ and
the chain complex

R∗ ⊕Π∗ ⊕R∗−1

endowed with the boundary operator given by the matrix (2) (page 391).
The P -module

Πk =Mk ⊗
Z
P

has a natural basis formed by the critical points of index k of F |W . Simi-
larly, the module

Rk =M(1)
k ⊗

Z
P

has a basis formed by critical points of index k of an ordered Morse function
φ1 : ∂1W → R. The resulting basis

B = {q, p, r | where q ∈ Sk(φ1), p ∈ Sk(F |W ), r ∈ Sk−1(φ1)}
of the P -module Fk will be called the geometric basis of Fk. The family B
is also the basis over P̂ of the completed module

F̂k = Fk ⊗
P
P̂ = R̂k ⊕ Π̂k ⊕ R̂k−1.

Now we shall introduce a new basis in F̂k suggested by the definition of the
chain map ξ from the previous subsection. For every p ∈ Sk(F )∩W define
an element p̂ ∈ F̂k by the following formula:

p̂ = p−
∞∑
r=0

tr+1 T
(
Hr(

σ̄(p)
))
.

The difference between p̂ and p is in the submodule R̂k−1, and we obtain
the next lemma.

Lemma 2.8. The family

B′ = {q, p̂, r | where q ∈ Sk(φ1), p ∈ Sk(F |W ), r ∈ Sk−1(φ1)}
is a P̂ -basis for the module F̂k. �
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By the definition of the chain map ξ we have

ξ(p) = p̂, for every p ∈ Sk(F ),

so that ξ sends the elements of the geometric basis of N λ∗ to the elements
of some basis of the module F̂∗, and therefore ξ is a split monomorphism.
For the quotient complex G∗ we have an isomorphism

(6) Gk ≈ R̂k ⊕ R̂k−1.

The projections to Gk of the elements q, r (where q ∈ Sk(φ1) and r ∈
Sk−1(φ1)) form a P̂ -basis of Gk which will be also called geometric.

Recall that two bases of a free module are called elementary equivalent
if the transition matrix from one to another is elementary (i.e. it differs
from the identity matrix in at most one term, which is non-diagonal). Two
bases β, γ are called equivalent if there is a finite sequence of bases β =
β0, β1, . . . , βN = γ such that for every i the bases βi and βi+1 are elementary
equivalent. It is clear that the bases B and B′ are equivalent.

Proposition 2.9. We have a short exact sequence of free chain complexes
over P̂ :

0 � N λ
∗

ξ� F̂∗ � G∗ � 0
where the matrix of the boundary operator ∂k+1 : Gk+1 → Gk with respect
to the direct sum decomposition (6) equals(

∂
(1)
k+1 Id− tHk

0 ∗

)
.

The basis in F̂∗ induced by the geometric bases in G∗ and N λ∗ is equivalent
to the geometric basis of F̂∗.† �

3. Whitehead groups and Whitehead torsion

In this section we give a brief survey of the algebraic K1-functor, and its
geometric applications.

3.1. Whitehead groups. Let R be a ring with a unit. As usual we denote
by GL(n,R) the group of all invertible n×n-matrices over R. Consider the
group GL(R) = lim→ GL(n,R) and set

K1(R) = GL(R)
/
[GL(R),GL(R)].

There is another description of this group in terms of elementary matrices.
A theorem of J. H. C. Whitehead (see for example [93], §3) says that the

† The terms denoted ∗ are not important for our present purposes.
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commutator group [GL(R),GL(R)] is equal to the normal subgroup gener-
ated by the elementary matrices (recall that a matrix is called elementary
if it differs from the identity matrix in only one non-diagonal term). If the
ring A is commutative, then the determinant homomorphism

A �→ det(A), GL(R)→ R•

(where R• denotes the multiplicative group of all invertible elements of the
ring R) factors through the natural projection

A �→ [A], GL(R)→ K1(R),

so that we have a commutative diagram

GL(R)

��

det

�����������

R•.

K1(R)
Det

�����������

The next proposition is classical, the proof can be found for example in
the book of J. Rosenberg [139].

Proposition 3.1. If R is a commutative Euclidean ring, then the homo-
morphism Det : K1(R)→ R• is an isomorphism.

In particular, K1(Z) ≈ Z/2Z; the only non-trivial element of this group is
the class [−1] of the 1× 1 matrix (−1).

Theorem 3.2. The homomorphism

Det : K1(R)→ R•

is an isomorphism if R is one of the following rings:

P = Z[t], L = Z[t, t−1], Pm = Z[t]
/
tmZ[t], P̂ = Z[[t]], L = Z((t)).

Proof. The first two cases are classical: see the work of Bass-Heller-Swan
[12] for the case of the ring Z[t], and the work of Higman [59] for the case
of Z[t, t−1]. The K1-groups here are particularly simple:

K1

(
Z[t]

)
≈ Z/2Z; K1

(
Z[t, t−1]

)
≈ Z⊕ Z/2Z.

The case of Z((t)) is easy, since the Novikov ring is Euclidean by Theorem
2.4 of Chapter 10 (page 333). Let us consider the ring P̂ (the case of
Pm is similar). It suffices to show that the determinant homomorphism is
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injective. Let B be an invertible square matrix with entries in Z[[t]], such
that detB = 1. LetB be the image of B in GL(Z) via the natural projection
Z[[t]]→ Z. The class of B in K1(Z) equals zero, therefore there is a matrix
C ∈ [GL(Z),GL(Z)] such that B · C = Id, hence the matrix B · C ∈
GL(Z[[t]]) equals Id + tD, where D is a matrix with entries in Z[[t]]. The
diagonal entries of BC are therefore of the form 1 + tλ with λ ∈ Z[[t]].
Such elements are invertible in Z[[t]], and the matrix is easily reduced to
a diagonal one by elementary transformations, so that there is a finite
sequence A1, . . . , Ak of elementary matrices such that BC, multiplied by
the product A1 · . . . ·Ak is a diagonal matrix Δ. The product of the diagonal
entries of Δ equals 1, since detB = 1. Thus the class of Δ in K1(Z[[t]])
vanishes, and it is now easy to deduce that the class of B is also equal to
zero. �

Let us describe the group of units P̂ •. We have a subgroup

W =
{
1 +

∑
k�1

akt
k | ak ∈ Z

}
⊂ P̂ •,

the elements of this subgroup are called Witt vectors. The whole group P̂ •
is isomorphic to the direct sum of W and the group {1,−1} of order 2.

As for the rings L and L, their groups of units contain a subgroup

T =
{
(−1)mtk | k ∈ Z, m = 0, 1

}
≈ (Z/2Z) ⊕ Z,

and it is easy to prove that

L• = T , L
• =W ⊕ T .

Definition 3.3. The group K1(L)/T is called the Whitehead group of the
Novikov ring L and denoted Wh(L).

It is clear that the determinant homomorphism Det : K1(L) → L
•

yields an isomorphism
Det : Wh(L)→W,

such that the following diagram is commutative:

K1(L)

��

≈
Det �� L

•

��
Wh(L) ≈

Det �� W

where the vertical arrows are natural projections and the horizontal arrows
are isomorphisms.
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3.2. Whitehead torsion. Applications of the functor K1 in algebraic
topology are mostly related to secondary invariants (torsions) of acyclic
chain complexes. The first invariant of this kind was defined by Reidemeis-
ter ([136]). We shall work mainly with the Whitehead torsion introduced
by J. H. C. Whitehead in [162].

Definition 3.4. Let R be a ring with a unit. The reduced K1-group of R is
by definition the quotient of K1(R) by its subgroup {0, [−1]}; it is denoted
K1(R).

A free-finite based module over R (fb-module for short) is a left free
R-module endowed with a finite basis over R.

A free-finite based complex over R (fb-complex for short) is a finite chain
complex of fb-modules.

An isomorphism φ : C∗ → D∗ of two free-finite based complexes over R
is called simple if for every k the image of the matrix of φk : Ck → Dk in
K1(R) equals 0.

A classical construction due to K. Reidemeister and J. H. C. Whitehead
associates to any acyclic fb-complex over R its torsion τ(C∗) ∈ K1(R).
Without reproducing the definition (the reader can find it for example in
the works [23], [162]) let us indicate three basic properties of the torsion.

(A1) If there is a simple isomorphism between C∗,D∗, then τ(C∗) =
τ(D∗).

(A2) τ
(
0 � Ci �

α
Ci+1

� 0
)

= (−1)i[α].

(In this formula α is an isomorphism of two fb-modules, and [α] is the
image in K1(R) of the matrix of α with respect to the given bases.)

(A3) τ(C∗ ⊕D∗) = τ(C∗) + τ(D∗).

These three properties determine a unique function

C∗ �→ τ(C∗) ∈ K1(R)

defined on the category of acyclic fb-complexes over R (for the proof we
refer to the book of M. Cohen [23]).

Here is one more useful property of the torsion invariant:
(A4) Let

0 � C∗ � D∗ � E∗ � 0
be an exact sequence of acyclic fb-complexes. Let ci, di, ei denote the bases
in the modules Ci,Di, Ei. Then

(7) τ(D∗) = τ(C∗) + τ∗(E∗) +
∑
i

(−1)i[ciei/di]
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where ciei is the base in Di obtained as the direct sum of the image of ci
and the pullback of ei, and ciei/di is the transition matrix. (We refer to
[23], 17.2, for the proof of (A4); it is based on the fact that each short exact
sequence of acyclic fb-complexes splits.)

Remark 3.5. In the definition of the matrix M(φ) associated to a lin-
ear map φ : L → K of two based vector spaces, one has two possibil-
ities: either the coordinates of the φ-images of the basis elements of L
constitute the rows of the matrix, or the columns. One has a similar
choice for the homomorphisms of free based R-modules. The first defi-
nition leads to the formula M(φ◦ψ) = M(ψ)M(φ), and the second implies
M(φ ◦ ψ) = M(φ)M(ψ). The first convention is used in the seminal paper
by J. H. C. Whitehead [162] (where the Whitehead torsion was introduced)
and in many other sources, for example in the paper [95] and in M.Cohen’s
book [23]. These works are the basic references about Whitehead torsion.
We use the second convention which is more common in linear algebra.
Observe that in our setting the two choices lead essentially to the same
formulas, since for the rings R which we consider (see Theorem 3.2) any
element of K1(R) can be represented by a 1× 1 matrix, and therefore the
class in K1(R) of any invertible matrix equals the class of its conjugate
matrix.

Proceeding to the definition of the Whitehead torsion of a chain equiva-
lence of two fb-complexes, let us recall the definition of the cone of a chain
map.

Definition 3.6. Let φ : C∗ → D∗ be a chain map. The chain cone
Cone∗(φ) of φ is a chain complex defined as follows:

(1) Conek(φ) = Dk ⊕ Ck−1.
(2) The boundary operator is given by the following formula:

∂k : Conek(φ)→ Conek−1(φ);

∂k(xk, yk−1) =
(
dk(xk) + φk−1(yk−1), −d′k−1(yk−1)

)
,

where xk ∈ Dk, yk−1 ∈ Ck−1 and dk, d′k are the boundary operators
in C∗, respectively D∗.

If φ is a homotopy equivalence, then Cone∗(φ) is acyclic.

Definition 3.7. Let φ : C∗ → D∗ be a homotopy equivalence of two free-
finite based complexes over R. The Whitehead torsion τ(φ) ∈ K1(R) is by
definition the torsion of the chain cone Cone∗(φ). If τ(φ) = 0 we say that
φ is a simple homotopy equivalence.
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Now we will describe the properties of the Whitehead torsion, outlining
some of the proofs since this subject is less developed in the classical sources.

(B1) τ(φ) = τ(ψ) if φ,ψ : C∗ → D∗ are chain homotopic.

Proof: A chain homotopy between φ and ψ yields a simple isomorphism
between Cone∗(φ) and Cone∗(ψ). �

(B2) The Whitehead torsion of the identity map of any fb-complex is
equal to 0.
Proof: It is easy to show that for any fb-complex C∗ the cone of the
identity map is simply isomorphic to the direct sum of the chain complexes
0← Ci �

Id
Ci ← 0, and such complexes have zero torsion. �

(B3) If φ : C∗ → D∗ is an isomorphism, then

τ(φ) =
∑
i

(−1)i[φi]

where [φi] is the class in K1(R) of the matrix of the isomorphism φi : Ci →
Di.
Proof: The assertion is easily reduced to the case when the map φ is
basis-preserving, and then proved by applying (B2). �

(B4) For a short exact sequence

0 � C∗
φ� D∗ � F∗ � 0

where C∗,D∗, F∗ are fb-complexes and φ is a chain equivalence, we have

τ(φ) = τ(F∗),

if the basis in D∗ is formed as the direct sum of the φ-image of the basis in
C∗ and the pullback of the basis in F∗.
Proof: Since F∗ is acyclic, the exact sequence splits as follows:

0 � C∗
φ⊕0� D∗ ⊕ F∗

(0,Id)� F∗ � 0

where φ preserves the bases. It remains to observe that the torsion of the
chain equivalence

C∗
φ⊕0� D∗ ⊕ F∗

equals the torsion of F∗. �
We finish this subsection with two lemmas to be used later. Let C∗,D∗

be two fb-complexes, denote by

dk : Ck → Ck−1, d′k : Dk → Dk−1
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the boundary operators. Let A∗ : C∗ → D∗ be a graded homomorphism.
Put

Ek = Dk ⊕ Ck−1

and define a homomorphism ∂k : Ek → Ek−1 by its matrix with respect
to this direct sum decomposition:

∂k : Ek → Ek−1; M(∂k) =
(
d′k Ak−1

0 −dk−1

)
.

Lemma 3.8. The graded map ∂∗ is a boundary operator in E∗ if and only
if A∗ is a chain homomorphism.

Proof. An obvious matrix computation. �

Lemma 3.9. Assume that ∂∗ is a boundary operator, and that A∗ is an
isomorphism. Then the fb-complex E∗ is acyclic, and

τ(E∗) =
∑
i

(−1)i[Ai].

Proof. The chain complex E∗ is the cone of the chain isomorphism A∗.
Our formula follows now from (B3). �

3.3. Whitehead torsion of Morse equivalences. Let G be a group.
The Whitehead group of G is by definition the quotient of K1(ZG) by the
subgroup of the images of all the elements of the form ±g with g ∈ G. The
functorG �→Wh(G) is very important for the geometric topology, and there
is an enormous literature dedicated to this functor and its ramifications. In
this subsection we outline the relation between this functor and the Morse
theory. Let M be a closed connected manifold; put G = π1(M), and let
M̃ →M denote the universal covering of M . Choose any C1 triangulation
of M , lift it to M̃ and obtain a G-invariant C1 triangulation of M̃ . The
simplicial chain complex Δ∗(M̃ ) is a free-finite complex of ZG-modules;
any lift to M̃ of the family of all simplices of M yields a finite basis of
Δ∗(M̃) over ZG. We have a natural chain equivalence

Δ∗(M̃ )
L� S∗(M̃)

of ZG-complexes. Another choice of C1 triangulation of M leads to an-
other simplicial chain complex Δ′∗(M̃ ), and we have two natural chain
equivalences

Δ′∗(M̃)
L′
� S∗(M̃ ) �

L
Δ∗(M̃ ).

The composition

Δ′∗(M̃)
L−1 ◦ L′

� Δ∗(M̃ )
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is therefore a chain equivalence of free-based chain complexes over ZG. Its
torsion

τ(L−1 ◦ L′) ∈ K1(ZG),

depends on the choice of lifts of simplices of the two triangulations to M̃ .
It is not difficult to show that the image

τ̄(L−1 ◦ L′)
of the element τ(L−1 ◦ L′) in the group Wh(G) does not depend on the
choice of the lifts. It turns out that

τ̄(L−1 ◦ L′) = 0.

The proof of this important result relies on the fact that for every two C1

triangulations of M there are subdivisions of these triangulations which
yield isomorphic simplicial chain complexes (see for example the book of J.
Munkres [100], Theorem 10.5). A much more difficult and deep theorem
due to T. A. Chapman [22] says that for any two CW decompositions of
a closed manifold M there is a chain homotopy equivalence of the corre-
sponding cellular chain complexes

C∗(M̃ )
φ� C′∗(M̃ )

such that τ̄(φ) = 0.
Let us now return to Morse equivalences. Let M be a closed connected

manifold, f : M → R a Morse function, v an oriented transverse f -gradient.
Let M̃∗(f, v) denote the universal Morse complex (see Subsection 4.3 of
Chapter 6, page 225). Recall from Theorem 4.15 of Chapter 6 (page 226)
the chain equivalence

Ẽ : M̃∗(f, v)
∼� S∗(M̃ ).

Choose a C1 triangulation of M and let Δ∗(M̃ ) denote the corresponding
simplicial chain complex of M̃ . Composing Ẽ with the chain equivalence

L−1 : S∗(M̃ ) � Δ∗(M̃ )

we obtain a chain equivalence

EΔ :M∗(f, v)
∼� Δ∗(M̃ ).

Both chain complexes in the previous formula can be endowed with free
bases over ZG (using lifts of critical points and simplices to M̃), thus EΔ
is a chain equivalence of two fb-complexes and it is easy to see that the
image

τ̄(EΔ) ∈Wh(G)
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of its torsion
τ(EΔ) ∈ K1(ZG)

does not depend on the choices of lifts of critical points or simplices to M̃ .

Theorem 3.10.
τ̄(EΔ) = 0.

A Morse stratification can be considered as a generalized CW decomposi-
tion of M , and Theorem 3.10 is in a sense an analog of T. A. Chapman’s
theorem cited above. This theorem has been known for a long time, see for
example [95]. For a detailed proof in the style of the present exposition see
[110] (Appendix).

4. The Whitehead torsion of the canonical chain equivalence

Now let us proceed to the circle-valued Morse theory. Let M be a closed
manifold, f : M → S1 a Morse map, and v an oriented almost transverse
f -gradient. The Novikov complex N∗(f, v) is a free-finite chain complex of
L-modules, and we have the canonical chain equivalence

Φ : N∗(f, v)→ S∗(M̄)⊗
L
L

(see Section 6 of Chapter 11, page 356). Similarly to the real-valued Morse
theory we can derive from this chain equivalence a torsion invariant, but
contrary to the case of real-valued Morse maps this invariant does not
vanish in general, and its value is related to the dynamical properties of
the gradient flow.

The relevant algebraic tool here is the Whitehead group Wh(L) of the
Novikov ring. Recall that

Wh
(
L

)
= K1

(
L

)
/T ,

where T =
{
(−1)mtk | k ∈ Z, m = 0, 1

}
⊂ L

•
.

It follows from Theorem 3.2 (page 400) that the inclusion W ⊂ � L
•

(where W is the group of the Witt vectors) induces an isomorphism

W ≈� Wh
(
L

)
.

We are going to derive from the chain equivalence Φ a torsion invariant
in Wh

(
L

)
. To do this we have to replace the singular chain complex by

a free-finite complex over L. Observe that the L-complex S∗(M̄ ) is homo-
topy equivalent to a free-finite based complex. (Indeed, such a homotopy
equivalence is easy to construct from a homotopy equivalence K →M with
K a finite CW complex.) Choose any such chain equivalence

h : S∗(M̄)→ C∗
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and form a tensor product of h with L to obtain a chain equivalence of
L-complexes:

S∗(M̄ )⊗
L
L

h� C∗ ⊗
L
L.

We have then a chain equivalence

Φh = h ◦ Φ : N∗(f, v)→ C∗ ⊗
L
L

of free-finite based L-complexes (here as usual we endow the Novikov com-
plex with a geometric basis). Consider the image

τ̄(Φh) ∈Wh
(
L

)
of the torsion τ(Φh) ∈ K1

(
L

)
.

Lemma 4.1. The element τ̄(Φh) ∈ Wh(L) does not depend on the choice
of bases in C∗ and N∗(f, v) and does not depend on the choice of the chain
equivalence h.

Proof. Any two lifts of a given point in S(f) to M̄ differ by the action
of tn with some n ∈ Z. Thus, replacing a lift of S(f) to M̄ by another
lift leads to adding to τ(Φh) of a term of the form n · [t] (where n ∈ Z
and [t] is the class in K1

(
L

)
of the unit t ∈ L•), and the image of τ(Φh)

in the Whitehead group Wh
(
L

)
= K1

(
L

)
/T does not change. A similar

argument proves that τ̄(Φh) does not depend on the choice of a basis in C∗.
Further, let h′ : S∗(M̄)

∼� C′∗ be another chain equivalence where C′∗
is a free-finite based L-complex. The torsion of the composition h′−1 ◦ h
vanishes in the group

Wh(L) = K1(L)/T ,
since this group is trivial. Therefore the torsions of the chain equiva-
lences Φh, Φh′ corresponding to h, and h′ become equal after projection
to Wh(L). �

Definition 4.2. The Witt vector

Det
(
τ̄(Φh)

)
∈ W

is called the Witt invariant of the pair (f, v) and denoted w(f, v).

Theorem 4.3. Let M be a closed manifold, f : M → S1 a Morse map,
and v an oriented almost transverse f -gradient. We have

(8) w(f, v) =
(
ζL(−v)

)−1
.
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Proof. Both sides of (8) are elements of P̂ = Z[[t]]. To prove that they
are equal it suffices to check that for every natural n their images in

P/tnP = Z[t]/tnZ[t]

are equal. Let
wn(v), zn(v) ∈ P/tnP

denote these images. First we shall show that for every n both wn(v) and
zn(v) are invariant with respect to C0-small perturbations of v, and then
we shall prove that for every cellular f -gradient v the equality (8) holds.
Then the theorem follows, since the cellular gradients are C0-dense in the
set of all gradients.

The stability of the truncated zeta function with respect to C0-small
perturbations is already proved in Proposition 1.8, page 387. Let us proceed
to the truncated Witt invariant.

Proposition 4.4. Let v be an almost transverse f -gradient. Let n ∈ N.
There is δ > 0 such that

wn(v) = wn(u)
for every almost transverse f -gradient u with ||u− v|| < δ.

Let λ be a regular value of F ; as usual we denote

V = F−1(λ), V − = F−1
(
]−∞, λ]

)
, Sλ∗ = S∗(V −).

The chain complex Sλ∗ is then homotopically free-finite over P (see Corol-
lary 2.3, page 391). Let

g : Sλ∗ � D∗
be a chain equivalence where D∗ is a finitely generated free chain complex
over P . Recall the chain equivalence

Ψ : N λ
∗ (f, v)→ Sλ∗ ⊗

P
P̂

from Proposition 6.3 of Chapter 11 (page 358). The composition

(9) Ψg = (g ⊗ id) ◦Ψ : N λ
∗ (f, v) � D∗ ⊗

P
P̂

is a chain equivalence. Put C∗ = D∗ ⊗
P
L and let

h = (g ⊗ id) : S∗(M̄ ) = Sλ∗ ⊗
P
L→ D∗ ⊗

P
L = C∗.

Then the map
Φh : N∗(f, v)→ D∗ ⊗

P
L

is homotopic to the tensor product of Ψg by the identity map id : L → L.
To compute the truncated Witt invariant wn(f, v) we can therefore consider
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the tensor product of the map (9) by Pn over P̂ , and compute the torsion
of the resulting chain equivalence of Pn-complexes. The truncated map
Ψ/tnΨ is homotopic to the equivariant Morse equivalence

E∗(λ, n; v) : N∗(λ, n; v) = N λ
∗ (f, v)/tnN λ

∗ (f, v) � Sλ∗ /tnSλ∗ .
Now our assertion follows immediately from Proposition 4.7 of Chapter 11
(page 354). �

Therefore it remains to consider the case of cellular gradients, and the
proof of the theorem will be completed with the next proposition.

Proposition 4.5. Let v be a cellular f -gradient. Then

w(f, v) = (ζL(−v))−1.

Proof. Recall that in Theorem 2.5, page 393 we have constructed a ho-
motopy commutative diagram of chain equivalences

N λ∗
ξ ��

Ψ ���
��

��
��

� F̂∗

ν̂����
��

��
��

Sλ∗ ⊗
P
P̂

Here F∗ is the free finitely generated based P -complex, associated with
the filtration of V − provided by the cellular structure of v. Therefore
the Whitehead torsion invariant τ̄(Φh) is equal to the image in the group
Wh

(
L

)
of the element τ(ξ) ∈ K1(P̂ ). The chain equivalence ξ is a split

monomorphism, as we have proved in Subsection 2.3. The quotient complex
is computed in Proposition 2.9 (page 399), and combining this Proposition
with Lemma 3.9, page 405 we deduce that the torsion of ξ (with respect to
the bases chosen) satisfies

τ(ξ) =
∑
i

(−1)i [Id− tHi(−v)] ∈ K1(P̂ ).

Therefore we obtain the following formula for the determinant of τ(ξ):

Det τ(ξ) =
∏
i

det
(
Id− tHi(−v)

)(−1)i

∈ W.

Recall that by definition (Definition 1.7, page 386) the element ζL(−v) ∈ P̂
is the Lefschetz zeta function of the (partially defined) map

Θ = t−1 ◦ (−v̄)� : V → V.
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Apply now Theorem 2.29 of Chapter 9 (page 301) which asserts that

ζL(Θ) =
∏
i

det
(
Id− t · Hi(−v)

)(−1)i+1

and the proof is complete. �





CHAPTER 14

Selected topics in the Morse-Novikov theory

1. Homology with local coefficients and the de Rham framework
for the Morse-Novikov theory

For a real-valued Morse function f : M → R on a closed manifold M the
Morse inequalities in their simplest form read as

mk(f) � bk(M)

where mk(f) is the number of critical points of f of index k and bk(M)
is the k-th Betti number of M , a common algebro-topological invariant:
bk(M) = dimHk(M,Q).

The simplest lower bound for the number of critical points of a circle-
valued Morse function is as follows:

mk(f) � bk(M, ξ)

where the Novikov Betti number bk(M, ξ) is the rank over Z((t)) of the
completed module

Hk(M̄) ⊗
Z[t,t−1]

Z((t)).

This rank is not so easy to calculate, since it involves the Z[t, t−1]-module
structure of the homology of the cyclic covering M̄ . It turns out however
that there is a simpler way to compute the Novikov Betti number. Namely
bk(M, ξ) is equal to dim(Hk(M,L)) where Hk(M,L) stands for the ho-
mology of M with coefficients in a generic local system associated with ξ.
In the next subsection we explain what it means and how to obtain the
corresponding inequalities without using the Novikov complex (the Witten
deformation method).

1.1. Homology with local coefficients. Let X be a finite connected
CW complex, G its fundamental group and

ρ : G→ GL(1, k) ≈ k∗

be a homomorphism, where k is a field. Consider the universal covering
X̃ → X. The cellular chain complex C∗(X̃) is a complex of free finitely
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generated left ZG-modules. Consider the chain complex

C∗(X, ρ) = k ⊗
ZG

C∗(X̃)

where k is endowed with the structure of ZG-module via the representation
ρ. The homology of this complex is called the homology with local coeffi-
cients with respect to ρ and denoted H∗(X, ρ). In a similar way one defines
the cohomology with local coefficients. If ρ is the trivial representation,
then H∗(X, ρ) is isomorphic to the ordinary homology H∗(X, k).

Now let ξ ∈ H1(X,C) be a cohomology class, and t ∈ C. Consider a
homomorphism

ρt : π1(X) = G→ C∗; ρt(γ) = et〈ξ,γ̄〉,

where γ̄ is the image of γ in H1(X), and 〈·, ·〉 stands for the Kronecker
pairing between homology and cohomology. Let us write

Bk(ξ, t) = dimHk(X, ρt), βk(ξ) = min
t∈C

Bk(ξ, t).

Proposition 1.1. Let ξ ∈ H1(X,C). There is a discrete subset Δ ∈ C
such that for every t ∈ C \Δ we have

Bk(ξ, t) = βk(ξ).

Proof. It follows from the next lemma, which is easily deduced from the
principle of isolated zeros for holomorphic functions.

Lemma 1.2. Let
M : C→Mat(n×m,C)

be a matrix function, such that every matrix coefficient of M is an entire
holomorphic function. Then the function t �→ rk M(t) is constant on the
complement to some discrete subset Δ ⊂ C, and takes on C\Δ its maximal
value. �

In the case when ξ ∈ H1(X,Z) we can say more about Bk(ξ, t) and
βk(ξ).

Proposition 1.3 ([107], Lemma 2, see also [103]). Let ξ ∈ H1(X,Z).
Then

(1) There is a finite subset Γ ⊂ C whose elements are algebraic num-
bers, and such that Bk(ξ, t) = βk(ξ) for every t with et ∈ C \ Γ.

(2) βk(ξ) is equal to the Novikov Betti number bk(X, ξ).

Now we shall give an interpretation of the cohomology H∗(X, ρt) in
the de Rham framework. Let M be a closed manifold. Recall that the
cohomology H∗(M,C) is isomorphic to the de Rham cohomology, defined
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as follows. Consider the vector space Ωk(M) of all C∞ complex differential
forms of degree k. The exterior differential

d : Ωk(M)→ Ωk+1(M)

satisfies d2 = 0, and thus the sequence

Ω∗(M,d) = { · · · � Ωk(M)
d� Ωk+1(M) � · · · }

is a cochain complex, whose cohomology is called the de Rham cohomology
of M . Let ω be any closed form on M and t ∈ C. Define a map

dt : Ωk(M)→ Ωk+1(M)

as follows:

(1) dt(θ) = dθ + tω ∧ θ.
It is easy to check that d2

t = 0, and we obtain an analog of the de Rham
complex:

Ω∗(M,dt) = { · · · � Ωk(M)
dt� Ωk+1(M) � · · · }.

For t = 0 this complex is equal to the ordinary de Rham complex Ω∗(M,d)
described above, so Ω∗(M,dt) can be considered as a deformation of Ω∗(M,d).
It is not difficult to prove that

H∗
(
Ω∗(M,dt)

)
≈ H∗(M,ρt),

where ρt is the representation π1(M)→ GL(1,C) given by the formula

ρt(γ) = e t
∫
γ ω.

The formula (1) for the perturbed de Rham differential dt contains explicitly
a closed 1-form ω representing the given cohomology class ξ, and if ω is
a Morse form one may expect to find a direct relationship between the
deformed de Rham cohomology H∗

(
Ω∗(M,dt)

)
and the zeros of ω. In

the next section we describe the Witten deformation method realizing this
program.

1.2. The Witten deformation method applied to Morse forms.
The Witten method provides a lower bound for the number of zeros of a
Morse form independently of the construction of the Novikov complex:

Theorem 1.4 ([107], Theorem 1). Let ω be a Morse form on a closed
manifold M , denote by ξ its cohomology class. Then for every t ∈ R
sufficiently large we have:

mk(ω) � Bk(ξ, t).
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For the case when ω is cohomologous to zero, this theorem is exactly the
Witten theorem from [163]. In this particular case the local system is
trivial, and the cohomology H∗(M,ρt) is equal to the ordinary de Rham
cohomology of M for any t. Witten’s proof of his theorem generalizes to the
case of arbitrary Morse forms without any changes. Here is an outline of the
proof. It is well known that the cohomology Hk(Ω∗(M,ρt)) is isomorphic
to the space of harmonic forms of degree k with respect to the Laplacian
corresponding to the differential dt. This Laplacian Δt can be computed
explicitly (we assume here that t ∈ R):

(L ) Δtα = Δα+ t2|ω|2α+ tGω(α).

Here Δ is the Laplacian corresponding to the ordinary de Rham differ-
ential, and the linear operator Gω : Ωk(M) → Ωk(M) is a tensor field and
it does not depend on t.

This formula resembles the definition of the Schrödinger operator. The
function t2|ω|2 plays the role of the potential function, its points of mini-
mum coincide with the zeros of ω. For any x /∈ S(ω) we have

t2|ω|2(x)→∞ as t→∞
and therefore the eigenforms of the Laplacian Δt concentrate in a neigh-
bourhood of the set of zeros of ω. To get a better idea of what goes on in
the neighbourhood of zeros of ω, consider an example: M = R1 (endowed
with the Euclidean metric), ω = d(x2) = 2xdx. An explicit computation
shows:

Δtf = −d
2f

dx2
+ t2x2f − tf

(where f is any C∞ function on R). Recall that the Schrödinger operator
corresponding to the 1-dimensional system with potential t2x2 has the form

Ht = −d
2f

dx2
+ t2x2f.

It is well known that the eigenvalues of Ht are of the form t(2n + 1) with
n ∈ N. The first eigenvalue of Δt = Ht− t is therefore 0, it corresponds to
the eigenfunction exp

(
− tx2

2

)
. The other eigenvalues converge to infinity

as t→∞.
It turns out that this pattern is reproduced in the case of the Laplacian

(L ) above. Namely, fix some A > 0. As t → ∞ for every zero of ω of
index p there is exactly one p-eigenform of Δt with eigenvalue less than A.
One can prove that the space of all such forms is a subcomplex A∗(M) of
the deformed de Rham complex Ω∗(M,dt). Moreover, A∗(M) has the same
cohomology as the complex itself. Thus

mp(ω) = dimAp(M) � dimHp
t (M) = Bp([ω], t).
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2. The universal Novikov complex

The construction of the Novikov complex uses a procedure of counting
the flow lines joining critical points of the circle-valued Morse function.
There is a refinement of this construction where one takes into account
the homotopy classes of these flow lines. This construction (similar to the
universal Morse complex from Subsection 4.3 of Chapter 6, page 225) can
be called the universal Novikov complex or the Novikov-Sikorav complex,
since it was first introduced by J.-C. Sikorav in his thesis [147].

Let us first describe the necessary algebraic notions. Let G be a group
and ξ : G → R a group homomorphism. Put Λ = Z[G] and let Λ′ denote
the abelian group of all series of the form λ =

∑
g∈G ngg where ng ∈ Z.

For λ ∈ Λ′ and C ∈ R put

supp (λ,C) = {g ∈ G | ng �= 0 & ξ(g) > C}.
The Novikov ring is defined as follows:

Λ̂ξ = {λ ∈ Λ′ | supp (λ,C) is finite for every C ∈ R}.

It is easy to show that the subset Λ̂ξ ⊂ Λ′ has indeed a natural structure
of a ring, containing Λ as a subring.

Let f : M → S1 be a Morse function on a connected closed manifold
M , and v a transverse oriented f -gradient. Let G = π1(M). Consider the
universal covering

Π : M̃ →M

of M . We have a free left action of G on M̃ , and the quotient space is M .
Pick any lift F : M̃ → R of the function f . Then F is a Morse function,
and the lift ṽ of the vector field v to M̃ is a transverse oriented F-gradient.
The universal Novikov complex which we are about to construct is a free
finitely generated chain complex over Λ̂ξ, where Λ = ZG, and

ξ = f# : G = π1(M)→ Z = π1(S1)

is the homomorphism induced by f .
Let Ck be a free Z-module, generated by the critical points of F of

index k. Let Ĉk be the abelian group, consisting of all series

λ =
∑

p∈Sk(F)

npp with np ∈ Z

such that above any given level surface F−1(C) the series λ contains only
a finite number of critical points p ∈ Sk(F) (in other words, the set

supp (λ,C) = {p | np �= 0 & F(p) > C}
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is finite for every C). It is clear that Ĉk is a free left module over Λ̂ξ, any
lift to M̃ of the set Sk(f) being a basis of Ĉk over Λ̂ξ.

Let p, q be two critical points of F with ind p = ind q + 1, and let γ be
any flow line of (−v), joining p with q. The orientation of v allows us to
attribute a sign ε(γ) ∈ {1,−1} to γ. The following results were proved in
[110].

Lemma 2.1. Let p, q be critical points of F , ind p = ind q + 1. Then:

(1) The set of flow lines of (−v) joining p with q is finite. The sum of
the signs ε(γ) over all these flow lines will be denoted n(p, q; v).

(2) For every p ∈ Sk(F) the series

∂kp =
∑

q∈Sk−1(F)

n(p, q; v)q

is in Ĉk−1. Extending ∂k to Ĉk by linearity we obtain a homomor-
phism ∂k : Ĉk → Ĉk−1.

Theorem 2.2. (1) ∂k ◦ ∂k+1 = 0 for every k.
(2) The resulting free-based chain complex Ñ∗(f, v) is homotopy equiv-

alent to the completed singular chain complex of the universal cov-
ering:

Ñ∗(f, v) ∼ Λ̂ξ ⊗
Λ
S∗(M̃).†

As in the real-valued case one can strengthen the previous theorem,
and obtain a simple homotopy equivalence between the Novikov complex
and the completed simplicial chain complex of the universal covering. Let
us first introduce the corresponding K-theoretic notion.

Definition 2.3. A unit of the ring Λ̂ξ will be called trivial if it is of the
form ±g + u, where g ∈ G and the power series u has its support in the
subset {g ∈ G | ξ(g) < 0}. The group of all trivial units will be denoted
by Uξ, and the image of this group in K1(Λ̂ξ) will be denoted by Ūξ. The
quotient group K1(Λ̂ξ)/Ūξ will be denoted by Ŵh(G, ξ). Two free finitely
generated based chain complexes over Λ̂ξ will be called simply homotopy
equivalent if there is a homotopy equivalence between them such that the
image of its torsion in Ŵh(G, ξ) vanishes.

† The ring Λ being non-commutative in general, we need to distinguish between right
and left modules. In this formula for example we have the tensor product of the right

Λ-module Λ̂ξ by the left Λ-module S∗(M̃).
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Pick any C1 triangulation ofM , and lift it to aG-invariant triangulation
of M̃ . The simplicial chain complex corresponding to this triangulation will
be denoted by Δ∗(M̃), this is a finite chain complex of finitely generated free
Λ̂ξ-modules. Both Ñ∗(f, v) and Δ∗(M̃ ) have natural free bases. Namely,
any lift to M̃ of the set of all critical points of f forms a family of free
generators of Ñ∗(f, v). Similarly, if we choose a lift to M̃ for every simplex
of the triangulation of M we obtain a free base of Δ∗(M̃ ) over Λ. The
following theorem was proved in [110]:

Theorem 2.4. The chain complexes Ñ∗(f, v) and Λ̂ξ ⊗
Λ

Δ∗(M̃) are simply

homotopy equivalent.

Corollary 2.5. If a homotopy class ξ ∈ [M,S1] = Hom(G,Z) = H1(M,Z)
contains a C∞ fibration over a circle, then the completed chain complex
Λ̂ξ ⊗

Λ
Δ∗(M̃) is simply homotopy equivalent to zero.

It turns out that the necessary condition provided by this corollary is
also sufficient under some restrictions ([111], [82]):

Theorem 2.6. Let M be a closed connected manifold, dimM � 6. Let
ξ : π1(M) → Z be an epimorphism such that Ker ξ is a finitely presented
group.

Then ξ = f# for a C∞ fibration f : M → S1 if and only if the chain
complex Λ̂ξ ⊗

Λ
Δ∗(M̃) is simply homotopy equivalent to zero.

Thus there is a natural relation of the theory of the Novikov complex
to the problem of fibring manifolds over a circle. In the next section we
discuss this subject in detail.

3. The Morse-Novikov theory and fibring obstructions

The theory of fibrations of manifolds over a circle was developed in the
1960s and early 1970s. The story began with a theorem of J. Stallings
[154] which says that ifM is an irreducible compact 3-dimensional manifold
and ξ : π1(M)→ Z an epimorphism such that Ker ξ is a finitely generated
group not isomorphic to Z/2Z, then there is a fibration of M over S1 whose
fiber is a 2-dimensional compact manifold.

The next step was done by W. Browder and J. Levine [17] who con-
sidered the case dimM � 6, and solved the problem completely with the
additional assumption π1(M) ≈ Z. Here is their necessary and sufficient
condition for fibring: the homotopy groups of M must be finitely generated
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(or equivalently, the universal covering M̃ is homotopy equivalent to a finite
CW complex).

If we drop the restriction π1(M) ≈ Z the statement and the proof
of the corresponding result are much more complicated. A necessary and
sufficient condition for fibring in the general case was obtained by T. Farrell
[33], [34]. His answer to the fibring problem is as follows. LetM be a closed
connected manifold of dimension � 6, put G = π1(M) and let ξ : G → Z
be an epimorphism. If ξ contains a C∞ fibration f : M → S1, then the
infinite cyclic covering M̄ξ is homotopy equivalent to a finite CW complex
(namely, to the fiber of f). This provides the first necessary condition
for fibring. This condition granted, there is an obstruction c(ξ) for fibring
which is an element of a certain K-theoretic group C(ZG,α) introduced
and studied by T. Farrell. (In the case when the epimorphism ξ : G → Z
splits, this group can be described as the Grothendiek group of the category
of nilpotent matrices over ZH, where H = Ker ξ.) If c(ξ) = 0, then there
arises a second obstruction τ(ξ) which is an element of a certain quotient of
the Whitehead group Wh(G). Finally, if τ(ξ) = 0, then the class ξ contains
a C∞ fibration over S1.

In Farrell’s thesis the obstruction c(ξ) was defined under the assumption
that M̄ξ is finitely dominated, which is weaker than the finiteness condition.
Recall that a CW complex X is called finitely dominated if there exists a
finite CW complex Y and continuous maps f : X → Y and g : Y → X
such that g ◦ f is homotopic to the identity map.

Another approach to the theory of fibring manifolds over a circle was de-
veloped by L. Siebenmann in [144]. Let M be a manifold with dimM � 6,
and let ξ : π1(M) → Z be a homomorphism. Assuming that the infinite
cyclic covering M̄ξ is finitely dominated, L. Siebenmann constructs an ele-
ment σ(ξ) ∈ Wh(π1(M)) such that σ(ξ) is equal to zero if and only if the
class ξ contains a C∞ fibration.

Observe that Corollary 2.5 and Theorem 2.6 of the previous section
provide yet another solution to the problem of fibring manifolds over a
circle. Namely, assuming that Ker ξ is a finitely presented group, the
class ξ contains a C∞ fibration if and only if the completed chain complex
Λ̂ξ ⊗

Λ
 ∗(M̃) is simple homotopy equivalent to zero (here Λ = ZG).

These approaches to the fibring problem can be identified purely alge-
braically. This was done by A. Ranicki [134], [132]. His results express
the finite domination condition in terms of the Novikov homology without
using the geometric construction of the Novikov complex. Here is the main
theorem of [134]:
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Theorem 3.1. Let X be a finite CW complex with universal cover X̃ and
fundamental group π1(X) = π × Z, so that Z[π1(X)] = Z[π][z, z−1]. The
infinite cyclic cover X = X̃/π is finitely dominated if and only if X is
Z[π]((z))- and Z[π]((z−1))- acyclic

H∗
(
X,Z[π]((z))

)
= H∗

(
X,Z[π]((z−1))

)
= 0.

Another theorem of [134] says that if the finite domination condition
holds, then the fibring obstruction provided by the Morse-Novikov theory
is equivalent to the Farrell-Siebenmann obstruction:

Theorem 3.2. Let M be a compact n-dimensional manifold with π1(M)
= π × Z. The infinite cyclic cover M = M̃/π of M is finitely domi-
nated if and only if H∗

(
M,Z[π]((z))

)
= 0, in which case the natural map

Wh(π×Z)→Wh(Z[π]((z))) sends the Farrell-Siebenmann fibring obstruc-
tion Φ(M) ∈ Wh(π × Z) to the Pajitnov fibring obstruction
τ(M,Z[π]((z))) ∈ Wh(Z[π]((z))) and Φ(M) = 0 if and only if
τ(M,Z[π]((z))) = 0. Thus if M is finitely dominated τ(M,Z[π]((z))) = 0 if
(and for n � 6 only if) M fibers over S1, as proved in [111] using S1-valued
Morse theory.

See the book [132] for a detailed exposition of these results.

4. Exactness theorems and localization constructions

Let f : M → S1 be a Morse map. Recall the Novikov inequalities

(N ) mk(f) � bk(M, ξ) + qk(M, ξ) + qk−1(M, ξ)

for the numbers of critical points of f (here ξ ∈ H1(M,Z) ≈ [M,S1] is the
homotopy class of f).

Definition 4.1. The inequalities (N ) are called exact for the given M and
ξ ∈ H1(M,Z) if there is a Morse map f : M → S1 such that

mk(f) = bk(M, ξ) + qk(M, ξ) + qk−1(M, ξ) for every k.

In 1984 M. Farber proved the following theorem:

Theorem 4.2 ([30]). Let M be a connected closed manifold with dimM �
6 and π1(M) ≈ Z. Let ξ ∈ H1(M,Z) be a non-zero cohomology class. Then
the inequalities (N ) are exact for M and ξ.

The algebraic technique of this paper is different from the initial Novikov
setting. Instead of the Novikov completion L = Z((t)) of the ring L =
Z[t, t−1] M. Farber works with the localization

L̃ = S−1L, where S = {P (t) | n ∈ Z, P (t) ∈ Z[t], P (0) = 1}.
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This ring is principal, as it is proved in a paper of D. Quillen [131]. The
ring L̃ can be considered as a subring of L = Z((t)) which is a faithfully flat
module over L̃. Therefore the algebraic properties of the Novikov homology
H∗(M̄ξ)⊗

L
L are very close to the algebraic properties of the localized module

S−1H∗(M̄ξ) = H∗(M̄ξ)⊗
L
L̃.

In particular we have

bk(M, ξ) = rk L̃S
−1Hk(M̄ξ); qk(M, ξ) = t.n.L̃S

−1Hk(M̄ξ),

and therefore

(2) S−1H∗(M̄ξ) = 0 ⇔ H∗(M̄ξ)⊗
L
L̃ = 0.

The Novikov inequalities are exact also for manifolds with any free
abelian fundamental group, although in this case the cohomology class ξ
must be in a general position. The following theorem was proved by the
author:

Theorem 4.3 ([108], [109], [111]). Let M be a connected closed manifold
with dimM � 6 and π1(M) ≈ Zn. Then there is a finite set of integral
hyperplanes {Δi}i∈I in H1(M,Z) such that for any non-zero ξ /∈ ∪iΔi the
inequalities (N ) are exact. The numbers bk(M, ξ), qk(M, ξ) do not depend
on ξ while ξ varies in any connected component of H1(M,R) \⋃iΔi ⊗R.

5. The Morse-Novikov theory of closed 1-forms

Most notions and results of the Morse theory of circle-valued functions can
be generalized to Morse forms. In this section we will briefly describe the
basic results in this direction, referring to the recent book “Topology of
closed 1-forms” by M. Farber [32] for a detailed discussion. Let M be a
closed connected manifold, ω be a Morse form on M . We shall identify the
de Rham cohomology class [ω] with the period homomorphism π1(M)→ R
defined by the formula

γ �→
∫
γ
ω.

Let H = Im [ω] and H ′ = Ker [ω]. The number rk H is called the degree
of irrationality of ω. Observe that the degree of irrationality of ω is � 1 if
and only if ω = λdf for some λ ∈ R and some Morse map f : M → S1. We
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have a commutative diagram

π1(M) ��

[ω] ���
��

��
��

��
H ≈ Zk

ξ�����������

R

where ξ is a monomorphism, and the horizontal arrow is an epimorphism.
Let Λ = ZH. Recall that the Novikov ring Λ̂ξ is by definition the set

of all series of the form

λ =
∑
g∈H

ngg where ng ∈ Z

such that for every C > 0 the set of g ∈ H with ξ(g) > C and ng �= 0
is finite. In our present case Λ̂ξ is a commutative ring and Λ ⊂ Λ̂ξ is its
subring. A theorem of J.-C. Sikorav says that Λ̂ξ is principal (see [108]).

Let M → M denote the covering corresponding to the subgroup H ′ ⊂
π1(M); this is a regular covering with the structural group H. Put

Ĥ∗(M, [ω]) = Hk

(
M

)
⊗
Λ

Λ̂ξ

and

bk(M, [ω]) = rk
Λ̂ξ
Ĥk(M, [ω]), qk(M, [ω]) = t.n.

Λ̂ξ
Ĥk(M, [ω]).

We have the following generalization of Theorem 1.8 of Chapter 11 (page
339):

Theorem 5.1. Let ω be a Morse form on a closed connected manifold M .
There is a chain complex N∗(ω, v) of Λ̂ξ-modules, such that:

(1) Nk(ω, v) is the free Λ̂ξ-module generated by Sk(ω).

(2) Hk

(
N∗(ω, v)

)
≈ Ĥ∗(M, [ω]).

(3) mk(ω) � bk(M, [ω]) + qk(M, [ω]) + qk−1(M, [ω]).

The construction of the Novikov complex Nk(ω, v) is similar to the
case of the Morse forms of irrationality degree 1, explained in Chapter
11. See the papers of S. P. Novikov [102], F. Latour [82], and the book
of M. Farber [32] for details and generalizations. One can generalize the
construction of Nk(ω, v) yet further so as to obtain a refined version of
the Novikov complex, defined over the Novikov completion of the group
ring Zπ1(M) of the fundamental group of M (see [82] and [140]). The
C0-generic rationality of the boundary operators in the Novikov complex
holds also in the case of Morse forms of irrationality degree > 1 (see [112]).
Finally let us mention that the relation of closed orbits of the gradient flow
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to the torsion invariants of the Novikov complex discussed in Chapter 13
for the case of circle-valued Morse functions holds also for Morse forms of
arbitrary irrationality degree (see [140], [141]).

6. Circle-valued Morse theory for knots and links

In this section we give a brief survey of recent developments in the circle-
valued Morse theory of knots and links in S3. Let L ⊂ S3 be an oriented
link, that is, an oriented compact one-dimensional C∞ submanifold of S3.
Let us call a framing of L any orientation preserving diffeomorphism Φ :
L ×B � U where B = B2(0, ρ) is the 2-dimensional open disc of radius
ρ, and U is a neighbourhood of L in S3, such that the following diagram
is commutative:

L ×B Φ �� U

L × 0
��

��

id �� L .
��

��

For any x ∈ L and r < ρ the image Φ(x× S1(0, r)) is called a meridian of
L corresponding to the framing Φ. Any meridian is an oriented circle in
S3 \L . The complement CL = S3 \L has a 1-dimensional cohomology
class ξ ∈ H1(S3 \ L ) characterized by the following property: for any
meridian μ of L the restriction of ξ to μ is the positive generator of the
group H1(μ) ≈ Z. We shall study Morse maps S3 \ L → S1 such that
their homotopy class equals ξ ∈ [S3 \L , S1] ≈ H1(S3 \L ). The manifold
S3 \ L is not compact and to develop a reasonable Morse theory it is
natural to impose a restriction on the behavior of the Morse map in a
neighbourhood of L .

Definition 6.1. Let L ⊂ S3 be a link. A Morse map f : CL → S1 is said
to be regular if there is a framing

Φ : L ×B2(0, ρ)→ U

for L such that(
f ◦ Φ

)
(x, z) =

z

|z| ; f ◦ Φ : L ×
(
B2(0, ρ) \ {0}

)
→ S1.

It is not difficult to prove that the set of critical points of a regular Morse
map f is finite.

Definition 6.2. The minimal possible number of critical points of a regular
Morse map f : S3 \L → S1 is called the Morse-Novikov number of the link
L and denoted by MN (L ).
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The invariant MN (L ) was introduced and studied in [119]. In the
present section we give a survey of this work and other developments in
this domain.

6.1. Background. The first result directly related to the circle-valued
Morse theory of knots and links is the Stallings theorem, which we already
discussed in Section 3. The theorem gives a necessary and sufficient con-
dition for a link L to be fibred (the reader will find an exposition of the
Stallings theorem for the case of complements to knots in the book [18]).

The universal Novikov homology of 3-manifolds was studied by J.-
C. Sikorav (see his thesis [147]). He proves in particular that the universal
Novikov homology of S3 \L vanishes if and only if L is fibred.

In the papers [47] and [48] H. Goda defined an important numerical
invariant of a link L endowed with a Seifert surface R. (Recall that a
C∞ connected oriented 2-submanifold R is called a Seifert surface for L
if ∂R = L .) H. Goda’s definitions and results are formulated in the lan-
guage of handlebodies and sutured manifolds; we will translate them to the
language of Morse functions and critical points.

Definition 6.3. Let L be an oriented link and R a Seifert surface for
L . The handle number h(R) of the surface R is by definition one half of
the minimal possible number of critical points of a regular Morse function
f : S3 \L → S1, such that R \L is a regular level surface of f (it is not
difficult to show that the number of critical points of any regular Morse
function is even).

It is clear that 2h(R) �MN (L ) and

MN (L ) = 2min
R

h(R).

In the cited papers H. Goda develops efficient methods for constructing
Morse functions with a given regular surface R, thus providing computable
upper bounds for the number MN (L ). In particular, it follows from his
results that MN (An) = 2 where An is the boundary of the n-twisted
unknotted annulus (see the figure on page 426). Another computation of
MN (An) can be found in the paper of M. Hirasawa and Lee Rudolph [60].

Another theorem due to H. Goda [48] says that the handle number
of the Murasugi sum R1 � R2 of two Seifert surfaces R1, R2 satisfies the
inequality

h(R1 �R2) � h(R1) + h(R2).
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n twists

In the paper [87] A. Lazarev studied the homology with local coeffi-
cients of the complement to a knot S3 \ K. He indicated a relationship
between knot polynomials and the Novikov numbers of S3 \ K. The ho-
mology with local coefficients for the complements of the links with several
components was studied by A. Alania [2].

In the paper [71] Akio Kawauchi found a relation between the Novikov
homology of the complement to a link in S3, and the so-called ×-distance
between the link and a fibred link. To formulate his results we need some
more definitions. For a link L in S3 we denote by �L the number of
its components. Let L0,L1 be two links with �L0 = �L1. We say that
d×(L0,L1) � 1 if L0, L1 are isotopic to links L ′

0, respectively L ′
1 having

both a regular projection onto some plane in R3 such that the diagram of
L ′

0 with respect to this projection is obtained from the diagram of L ′
1 by

at most one crossing move.
We say that d×(L0, L1) � k if there is a sequence L ′

0, . . . ,L
′
k of links

such that L0 = L ′
0, L1 = L ′

k and for every i we have d×(L ′
i , L ′

i+1) �
1. We define d×(L0,L1) as the minimum of all natural numbers k with
d×(L0, L1) � k. The following result is proved in [71]:

Theorem 6.4. Let L be any link, and L0 any fibred link with �L0 = �L .
Then

d×(L ,L0) � b̂1(S3 \L , ξ) + q̂1(S3 \L , ξ).

This theorem suggests a possible relation between the notion of the ×-
distance and the Morse-Novikov numbers; this domain is still unexplored.

6.2. The Morse-Novikov inequalities for MN (L ). Let L be an ori-
ented link, and f : S3 \L → S1 be a regular Morse function. The manifold
S3 \L is not compact, and Proposition 2.4 of Chapter 11 (page 341) can
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not be applied directly. However one can show using the regularity condi-
tion that the proof of this proposition is still valid in the present context,
with only minor modifications. Thus we obtain the next result:

Theorem 6.5. If f : CL → S1 is a regular Morse function, then

mi(f) � b̂i(S3 \L , ξ) + q̂i(S3 \L , ξ) + q̂i−1(S3 \L , ξ),

where as usual mi(f) stands for the number of critical points of f of index
i.

Since the cohomology class ξ is determined by the orientation of the link,
we shall omit it in the notation and write b̂i(S3 \L ) and q̂i(S3 \L ). The
numbers b̂i(S3 \L ), q̂i(S3\L ) satisfy certain relations due to the Poincaré
duality. Namely one can prove that

b̂i(S3 \L ) = q̂i(S3 \L ) = 0 for i � 3 and i = 0,

and
b̂1(S3 \L ) = b̂2(S3 \L ), and q̂2(S3 \L ) = 0.

Thus we arrive at the following inequalities:

(3) m2(f) � b̂1(S3 \L ) + q̂1(S3 \L ) � m1(f).

The structure of the Novikov homology module Ĥ∗(S3 \L ) is related to
the classical polynomials of the knot. To explain this relation let us first
recall some definitions from elementary commutative algebra. Let T be a
finitely generated L-module. Consider a free resolution of T :

0 � T � F0
�D F1

� · · · ,
with F0 ≈ Lm and F1 ≈ Ln, and m � n. The ideals Es(D) generated by
the (m−s)×(m−s)-subdeterminants of D are invariants of T (that is, they
do not depend on the particular choice of the resolution). We denote by
αs(T ) the greatest common divisor of all the elements of the ideal Es(D).
In general, αs(T ) /∈ Es(D).

Theorem 6.6 ([119]). Let T = H1(S3 \L ), and let αs = αs(T ).
1. The module T̂ = T ⊗

L
L is isomorphic to the following sum of cyclic

modules:†

T̂ ≈
m−1⊕
s=0

L/γsL, where γs = αs/αs+1.

2. The Novikov Betti number b̂1(S3 \L ) is equal to the number of those αs
that are equal to zero.

† With the conventions 0/0 = 0 and αm = 1.
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3. The Novikov torsion number q̂1(S3 \L ) is equal to the number of those
γs that are non-zero and non-monic.

A regular Morse function f : S3 \L → S1 is called minimal if for every
regular function g : S3 \L → S1 we have

mk(f) � mk(g) for every k.

Proposition 6.7 ([119]). Let L be a link. There exists a minimal regular
Morse function f : S3 \L → S1 such that:

(1) m0(f) = m3(f) = 0.
(2) One of the regular level surfaces of f is connected.
(3) m1(f) = m2(f).

Let us mention a challenging problem due to M. Boileau and C. Weber.
It is not difficult to prove that the Morse-Novikov number of the connected

sum K1 K2 of two knots K1,K2 satisfies the inequality

MN (K1 K2) �MN (K1) +MN (K2).

Thus it is natural to ask:

Is it true that MN (K1 K2) =MN (K1) +MN (K2)?

6.3. Twisted Novikov homology. The lower bounds for Morse-Novikov
numbers considered in the previous subsection are in general not sufficient
to compute the Morse-Novikov number of a link. To get an idea about the
strength of these inequalities, let us consider the problem of detecting fibred
knots. If a knot is fibred, then its Novikov homology is equal to zero. It
is not difficult to prove via a simple homological algebra that the Novikov
homology of a knot vanishes if and only if its Alexander polynomial is monic
(that is, the leading term of this polynomial equals ±1). This condition is
sufficient to detect all the fibred knots with � 10 crossings (due to a theorem
of T. Kanenobu [70]). The first examples of non-fibred knots with monic
Alexander polynomial have 11 crossings; they are presented in Figures 45
and 46.
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FIGURE 45.

The Conway knot

FIGURE 46.

The Kinoshita-Terasaka knot

It is natural to expect that a more sophisticated version of Novikov
homology would be sufficient to prove that these knots are not fibred and
obtain lower bounds for their Morse-Novikov numbers. This is indeed so,
and the corresponding version of the Novikov homology was introduced by
H. Goda and the author in the paper [49]. We will describe it now. Let X
be a connected CW complex; let G = π1X, and let ξ : G→ Z be a homo-
morphism. Let ρ : G→ GL(n,Z) be a map such that ρ(g1g2) = ρ(g2)ρ(g1)
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for every g1, g2 ∈ G. Such a map will be called a right representation of
G. The group homomorphism ξ : G → Z extends to a ring homomor-
phism Z[G]→ L, which will be denoted by the same symbol ξ. The tensor
product ρ ⊗ ξ (where ξ is considered as a representation G → GL(1, L))
induces a right representation ρξ : G → GL(n,L). The composition of
this right representation with the natural inclusion L ⊂ � L gives a right
representation

ρ̂ξ : G→ GL(n,L).

Let us form a chain complex

(4) Ĉ∗(X̃; ξ, ρ) = L
n ⊗
ρ̂ξ

C∗(X̃).

Here X̃ is the universal cover of X, C∗(X̃) is the cellular chain complex
of X̃ (it is a left module over Z[G]), and L

n is a right ZG-module via the
right representation ρ̂ξ. Then (4) is a chain complex of free left modules
over L, and the same is true for its homology. The modules

Ĥ∗(X; ξ, ρ) = H∗
(
Ĉ∗(X̃ ; ξ, ρ)

)
will be called the ρ-twisted Novikov homology or simply the twisted Novikov
homology if no confusion is possible. When these modules are finitely gen-
erated we set

b̂i(X; ξ, ρ) = rk L

(
Ĥi(X; ξ, ρ)

)
, q̂i(X; ξ, ρ) = t.n.L

(
Ĥi(X; ξ, ρ)

)
,

where t.n. stands for the torsion number of the L-module, that is, its
minimal possible number of generators over L.

The numbers b̂i and q̂i can be recovered from the canonical decompo-
sition of Ĥi(X; ξ, ρ) into a direct sum of cyclic modules. Namely, let

Ĥi(X; ξ, ρ) = L
αi ⊕

( βi⊕
j=1

L/λ
(i)
j L

)
where λ(i)

j are non-zero non-invertible elements of L and

λ
(i)
j+1 |λ

(i)
j for every j.

(Such a decomposition exists since L is a principal ideal domain.) Then

αi = b̂i(X; ξ, ρ) and βi = q̂i(X; ξ, ρ).

It is not difficult to show that we can always choose λ(i)
j to be elements of

L.
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When ρ is a trivial 1-dimensional representation, we obtain the usual
Novikov homology, which can be also calculated from the infinite cyclic
covering X̄ξ associated to ξ, namely

Ĥ∗(X; ξ, ρ) = L⊗
L
H∗(X̄ξ) for ρ = 1 : G→ GL(1,Z).

6.4. The twisted version of the Novikov inequalities. Let L ⊂ S3

be an oriented link; put

CL = S3 \L , G = π1(CL ).

Recall the canonical element ξ ∈ H1(CL ) characterized by the property
that the restriction of ξ to every meridian μ is the positive generator of
the group H1(μ) ≈ Z. We shall identify the cohomology class ξ with the
corresponding homomorphism G→ Z.

Let ρ : G → GL(n,Z) be any right representation of G. The proof of
the next theorem is similar to the proof of the main theorem in [110] (with
the necessary modifications due to the non-compactness of the complement
to L ).

Theorem 6.8. Let f : CL → S1 be a regular Morse map. There is a chain
complex N∗ of free L-modules such that

(1) for every i the number of free generators of Ni equals n×mi(f);
(2) H∗(N∗) ≈ Ĥ∗(CL ; ξ, ρ).

We shall denote Ĥ∗(CL , ξ, ρ) by Ĥ∗(CL , ρ). The numbers b̂i(CL , ξ, ρ) and
q̂i(CL , ξ, ρ) will be denoted by b̂i(CL , ρ) and q̂i(CL , ρ). (We omit the
cohomology class ξ in the notation since it is determined by the orientation
of the link.)

Corollary 6.9. Let f : CL → S1 be any regular map. Then

(5) mi(f) � 1
n

(
b̂i(CL , ρ) + q̂i(CL , ρ) + q̂i−1(CL , ρ)

)
for every i. �

Corollary 6.10. If L is fibred, then

Ĥ∗(CL , ρ) = 0 and b̂i(CL , ρ) = q̂i(CL , ρ) = 0

for every representation ρ and every i.

Proposition 6.11. The twisted Novikov numbers satisfy the following re-
lations:

b̂i(CL , ρ) = q̂i(CL , ρ) = q̂2(CL , ρ) = 0 for i = 0, i � 3,

b̂1(CL , ρ) = b̂2(CL , ρ).
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Proof. Pick a regular Morse map f : CL → S1 satisfying the conditions
(1) – (3) of Proposition 6.7. The first assertion of our proposition follows
since f has only critical points of indices 1 and 2. Since m1(f) = m2(f), the
Euler characteristics of the chain complex N∗ is equal to 0 and we deduce
the second assertion. �

Thus the non-trivial part of the Novikov inequalities is as follows:

m1(f) � 1
n

(
b̂1(L , ρ) + q̂1(L , ρ)

)
� m2(f).

Now we shall investigate the twisted Novikov homology for the con-
nected sum of knots. Let K be the connected sum of two oriented knots
K1,K2. We have:

π1(S3 \K ) = π1(S3 \K1) ∗
Z
π1(S3 \K2),

where Z is the infinite cyclic group generated by a meridian μ of K (see
[18], Ch.7, Prop. 7.10). In particular the groups π1(S3 \K1), π1(S3 \K2)
are naturally embedded into π1(S3 \K ), and some meridian element μ ∈
π1(S3 \K ) is the image of some meridian elements

μ1 ∈ π1(S3 \K1), μ2 ∈ π1(S3 \K2).

Now let

ρ1 : π1(S3 \K1)→ GL(n,Z), ρ2 : π1(S3 \K2)→ GL(n,Z)

be two right representations. Assume that ρ1(μ1) = ρ2(μ2). Form the
product representation

ρ1 ∗ ρ2 : π1(S3 \K )→ GL(n,Z).

Theorem 6.12. Ĥ∗(K , ρ1 ∗ ρ2) ≈ Ĥ∗(K1, ρ1)⊕ Ĥ∗(K2, ρ2).

Proof. The complement CK is the union of two subspaces C1, C2 with Ci
having the homotopy type of CKi

(for i = 1, 2). The intersection C1 ∩ C2

is homeomorphic to the twice punctured sphere Δ′ = S2 \ {∗, ∗}. The
universal covering of CK is therefore the union of two subspaces, which have
the Novikov homology respectively equal to Ĥ∗(K1, ρ1) and Ĥ∗(K2, ρ2).
The intersection of these two subspaces has the same Novikov homology as
Δ′, and this module vanishes. Then a standard application of the Mayer-
Vietoris sequence proves the result sought. �

Corollary 6.13. Denote by mK the connected sum of m copies of the
knot K . Let ρ : π1(S3 \ K ) → GL(n,Z) be a representation. Let ρm :
π1(S3 \mK )→ GL(n,Z) be the product of m copies of the representation
ρ. Then

q̂1(mK , ρm) = m · q̂1(K , ρ).
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Proof. This follows from the purely algebraic equality:

t.n.(mN) = m ·
(
t.n.(N)

)
where N is any finitely generated module over a principal ideal domain,
and mN stands for the direct sum of m copies of N . �

6.5. The Kinoshita-Terasaka and Conway knots. The Kinoshita-
Terasaka knot KT was introduced in the paper [74], and the Conway knot
C was discovered by J. Conway much later [25]. These two knots are very
much alike (see the figures in Subsection 6.3), and many classical invari-
ants take the same value on them. Still these knots are different, as was
proved by R. Riley in [137], and they can be distinguished by the twisted
Alexander polynomials (as shown by M. Wada, see [159]).

These knots are not fibred. Indeed, for a fibred knot the degree of
its Alexander polynomial is equal to twice the genus of the knot, and the
Alexander polynomial is trivial for both knots. In the paper [49], we proved
the following result.

Theorem 6.14. There are right representations

ρ1 : π1(S3 \ C)→ SL(5,Z), ρ2 : π1(S3 \ KT)→ SL(5,Z),

such that q̂1(C, ρ1) �= 0, q̂1(KT, ρ2) �= 0.

The representations ρ1, ρ2 were found with the help of K. Kodama’s
KNOT program [78]. By Corollary 6.13, this theorem implies

MN (mC) � 2m/5, MN (mKT) � 2m/5 for every m.

Applying H. Goda’s methods one can construct regular Morse functions on
the complements of KT and C with exactly two critical points (see [49] for
more details). Therefore

MN (mKT) � 2m, MN (mC) � 2m.

6.6. The asymptotic Morse-Novikov number of a knot. Let K ⊂
S3 be an oriented knot. Let mK denote the connected sum of m copies of
K . Observe that

MN (m1K ) +MN (m2K ) �MN
(
(m1 +m2)K

)
,

therefore the sequence

μm(K ) =
MN (mK )

m

converges (see [126], B.1, Ex. 98); its limit will be called the asymptotic
Morse-Novikov number of K and denoted by μ(K ). If the Morse-Novikov
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number is additive (cf. the Boileau-Weber problem, page 428), then obvi-
ously μ(K ) =MN (K ).

Corollary 6.15. The asymptotic Morse-Novikov numbers of Kinoshita-
Terasaka knot KT and of the Conway knot C satisfy

2
5 � μ(KT), μ(C) � 2. �



History and Sources

The whole field as it exists now was initiated by S. P. Novikov. He was mo-
tivated by his joint work with I. Schmeltser about applications of the vari-
ational methods to the Kirchhof equations (see [101], [104]). The problem
in theoretical mechanics studied in these papers turned out to be equivalent
to a problem of minimial action paths with respect to a certain Lagrangian.
The only difference with the classical setting was that the Lagrangian was
not a single-valued function but a multi-valued one, in other words the
differential of this Lagrangian was a closed non-exact one-form. In the
two cited papers the critical point theory for such multi-valued functions
was developed already sufficiently far to obtain important physical applica-
tions. In particular the authors have shown the existence of many periodic
trajectories in the Kirchhof problem.

The resulting topological theory is the subject of S. P. Novikov’s article
[102]. This remarkable paper opens with the following challenge, which
stimulated the development of the theory for several subsequent years:

Let M be a finite or infinite dimensional manifold and ω a closed 1-
form, dω = 0. Integrating ω over paths in M defines a “multivalued func-
tion” S which becomes single-valued on some covering M̂

π� M with a
free abelian monodromy group: dS = π∗ω. The number of generators of the
monodromy group is equal to the number of rationally independent integrals
of the 1-form ω over integral cycles of M .

PROBLEM. To construct an analogue of Morse theory for the multi-
valued functions S. That is, to find a relationship between the stationary
points dS = 0 of different index and the topology of the manifold M .

S. P. Novikov outlined in this paper an approach to this problem, based
on the construction of the Novikov complex (he focuses in this paper
mainly on the case of circle-valued Morse functions). The paper contin-
ues with the Morse-type inequalities which are derived from the existence
of the Novikov complex (ibidem, p.225):

(N ) mk(f) � bk(M, ξ) + qk(M, ξ) + qk−1(M, ξ).
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In the article [105] S. P. Novikov asked whether these inequalities are
exact for the case π1(M) ≈ Z. This problem was solved by M. Farber [30].
It is interesting to observe that the notion of the Novikov complex or any
other chain complex generated by the critical points of the Morse function
in question does not appear in this work. One by-product of these results
is an alternative proof of the Novikov inequalities (which was actually the
first rigorous proof of these inequalities).

The first proof of the properties of the Novikov complex of the circle-
valued Morse function was given by the author in a 1991 preprint [110]
(published in 1995). The case of Morse forms of arbitrary degree of irra-
tionality was considered by F. Latour [82].

In the beginning of the 1980s S. P. Novikov formulated the Exponential
Growth Conjecture which says that generically the boundary operators in
the Novikov complex have a non-zero convergence radius, or equivalently,
the incidence coefficients nk(p, q; v) have at most exponential growth in
k. In 1995 the author proved that for a C0-generic gradient of any circle-
valued Morse function the boundary operators are rational functions ([112],
[113]). This confirms the exponential growth conjecture for the C0-generic
case (see Chapter 12 for a detailed discussion of this subject). The dynam-
ical aspects of this problem are discussed in the papers of V. I. Arnold [3],
[4]. The analytical approach to this conjecture was developed in the works
of D. Burghelea and S. Haller [19], [20].

In 1996 M. Hutchings and Y. J. Lee proved that the torsion of the
Novikov complex associated to a circle-valued Morse function is equal to
the zeta function of its gradient flow (see [64], [65]). Their result was
generalized by the author to the case when the Novikov complex is not
acyclic, and defined over the completion of the group ring of the funda-
mental group ([115], [117], [121]). The methods used in these articles are
different from the Hutchings-Lee original techniques; they are based on the
theory of cellular gradients (see Part 3 and Chapter 12).
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[80] I. Kupka, Contribution à la théorie des champs génériques, Contributions to Dif-
ferential Equations 2 (1963), pp. 457–484, 3 (1964), pp. 411–420.

[81] S. Lang, Algebra, Addison-Wesley (1965).
[82] F. Latour, Existence de 1-formes fermées non singulières dans une classe de co-

homologie de de Rham, Publ. IHES 80 (1995).
[83] J. Latschev, A generalization of the Morse complex, PhD thesis, SUNY, 1998.
[84] J. Latschev, Gradient flows of Morse-Bott functions, Mathematische Annalen, 318

no. 4 (2000), pp. 731–759.
[85] F. Laudenbach, On the Thom-Smale complex, In the book An extension of a theo-

rem by Cheeger and Müller, Asterisque 205 (1992), pp. 219–233.
[86] F. Laudenbach, J. -C. Sikorav, Persistance d’intersection avec la section nulle

au cours d’une isotopic hamiltonienne dans un fibre cotangent, Invent. Math. 82
(1985), pp. 349–357.

[87] A. Lazarev (А. Лазарев), Гомологии Новикова в теории узлов, Мат. Заметки,
т. 51 N◦ 3, 1992. English translation: Novikov homologies in knot theory, Math-
ematical Notes 51 (1992), pp. 259–261.

[88] A. M. Lyapunov (А. М. Ляпунов). Общая проблема устойчивости движения,
1892. French Translation: Problème général de la stabilité du mouvement, Ann.
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