
Contents

Introduction 2

Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

1 Preliminaries 7

1.1 The geometric situation . . . . . . . . . . . . . . . . . . . . . . . . . 7

1.2 The commutative index problem . . . . . . . . . . . . . . . . . . . . . 9

1.3 The algebra of differential forms . . . . . . . . . . . . . . . . . . . . . 11

1.3.1 The universal graded differential algebra . . . . . . . . . . . . 11

1.3.2 Supercalculus . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1.3.3 The algebra A∞ and its properties . . . . . . . . . . . . . . . 15

1.3.4 Properties of Ω̂∗A∞ . . . . . . . . . . . . . . . . . . . . . . . . 16

1.4 Lagrangian projections . . . . . . . . . . . . . . . . . . . . . . . . . . 18

1.4.1 Definition and properties . . . . . . . . . . . . . . . . . . . . . 18

1.4.2 The Maslov index . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 The Fredholm operator and its index 22

2.1 The operator D on M . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.1 Definition of D . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2.1.2 Comparison with Ds . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 The operator DI on [0, 1] . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.2.1 Definition and comparison with DIs . . . . . . . . . . . . . . . 25

2.2.2 Generalized eigenspace decomposition . . . . . . . . . . . . . . 26

2.3 The operator DZ on the cylinder . . . . . . . . . . . . . . . . . . . . 30

2.4 The index of D+ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.5 A perturbation with closed range . . . . . . . . . . . . . . . . . . . . 35

1



3 Heat semigroups and kernels 37

3.1 Complex heat kernels . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3.1.1 The heat kernel of e−tD
2
Is . . . . . . . . . . . . . . . . . . . . . 37

3.1.2 The heat kernel of e−tD
2
s . . . . . . . . . . . . . . . . . . . . . 39

3.2 The heat semigroup on compact manifolds . . . . . . . . . . . . . . . 44

3.3 The heat semigroup on [0, 1] . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.1 The semigroup . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3.2 The integral kernel . . . . . . . . . . . . . . . . . . . . . . . . 48

3.4 The heat semigroup on the cylinder . . . . . . . . . . . . . . . . . . . 51

3.5 The heat semigroup on M . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5.1 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.5.2 The resolvents of D(ρ)2 . . . . . . . . . . . . . . . . . . . . . . 59

3.5.3 An approximation of the semigroup . . . . . . . . . . . . . . . 63

3.5.4 The semigroup e−tD
2
s . . . . . . . . . . . . . . . . . . . . . . . 64

3.5.5 The semigroup e−tD(ρ)2 . . . . . . . . . . . . . . . . . . . . . . 67

3.5.6 The integral kernel . . . . . . . . . . . . . . . . . . . . . . . . 69

4 The superconnection and the index theorem 73

4.1 The superconnection AIt associated to DI . . . . . . . . . . . . . . . . 74

4.1.1 The family e−(AI
t )

2
. . . . . . . . . . . . . . . . . . . . . . . . 74

4.1.2 The integral kernel of e−(AI
t )

2
. . . . . . . . . . . . . . . . . . . 75

4.1.3 The η-form . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.2 The superconnection associated to DZ . . . . . . . . . . . . . . . . . 81

4.3 The superconnection A(ρ)t associated to D(ρ) . . . . . . . . . . . . . 82

4.3.1 The family e−A(ρ)
2
t . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3.2 The integral kernel of e−A(ρ)
2
t . . . . . . . . . . . . . . . . . . . 84

4.4 The index theorem and its proof . . . . . . . . . . . . . . . . . . . . . 87

4.4.1 The supertrace . . . . . . . . . . . . . . . . . . . . . . . . . . 87

4.4.2 The limit of Trse
−A(ρ)2t for t→∞ . . . . . . . . . . . . . . . . 88

4.4.3 The limit of Trse
−A2

t for t→ 0 . . . . . . . . . . . . . . . . . . 95

4.4.4
d

dt
Trse

−A(ρ)2t and
d

dρ
Trse

−A(ρ)2t . . . . . . . . . . . . . . . . . . 96

4.4.5 The index theorem . . . . . . . . . . . . . . . . . . . . . . . . 101

2



5 Definitions and Technics 103

5.1 Hilbert C∗-modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103

5.1.1 Bounded operators . . . . . . . . . . . . . . . . . . . . . . . . 103

5.1.2 Fredholm operators . . . . . . . . . . . . . . . . . . . . . . . . 104

5.1.3 Regular operators . . . . . . . . . . . . . . . . . . . . . . . . . 106

5.1.4 Decompositions of Hilbert C∗-modules . . . . . . . . . . . . . 110

5.2 Banach space valued functions . . . . . . . . . . . . . . . . . . . . . . 111

5.2.1 Function spaces and tensor products . . . . . . . . . . . . . . 111

5.2.2 L2-spaces and integral operators . . . . . . . . . . . . . . . . . 112

5.2.3 Hilbert-Schmidt operators . . . . . . . . . . . . . . . . . . . . 114

5.2.4 Pseudodifferential operators . . . . . . . . . . . . . . . . . . . 117

5.3 Projective systems and function spaces . . . . . . . . . . . . . . . . . 119

5.3.1 Integral operators . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.3.2 Projections and the Chern character . . . . . . . . . . . . . . 122

5.4 Holomorphic semigroups . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.4.1 Generalities . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.4.2 Square roots of generators and perturbations . . . . . . . . . . 130

3



Introduction

The aim of this thesis is the formulation and proof of a noncommutative analogue
of a particular family index theorem, namely the one proven by Bunke and Koch in
[BK]. Before precising the problem we sketch what is meant by “noncommutative
analogue”:

Family index theory describes Fredholm operators depending continuously on a pa-
rameter from some compact space. The index of a family of Fredholm operators
{Fb}b∈B on a complex Hilbert space H is an element in K0(B). If {KerFb}b∈B and
{CokerFb}b∈B are vector bundles on B, then it is just the difference of the classes
of these bundles.

One may reformulate this setting by replacing the space B by the C∗-algebra C(B) of
continuous functions on B and the Hilbert space H by the C(B)-module C(B,H) of
continuous H-valued functions on B. The family of operators yields a C(B)-module
map on C(B,H). The index, now a formal difference of projective C(B)-modules,
is an element in the C∗-algebraic K-theory K0(C(B)) which is naturally isomorphic
to K0(B).

The theory of Fredholm operators on Hilbert C∗-modules introduced by Mǐsčenko
and Fomenko [MF] is a generalisation of this different view on family index theory to
arbitrary C∗-algebras. Mǐsčenko and Fomenko also elaborated the theory of Sobolev
C∗-modules and elliptic operators over C∗-algebras on compact manifolds.

For the theory of operators on Hilbert C∗-modules we refer the reader to the books
of Wegge-Olson [WO], in particular for the theory of Fredholm operators, and of
Lance [La], in particular for the theory of unbounded operators.

In differential geometry a family index theorem usually calculates the Chern char-
acter of the index bundle in the de Rham cohomology of the base space that is
assumed to be a manifold.

A straightforward noncommutative analogue of differential forms on a manifold was
found by Karoubi [Kar] who defined a ZZ-graded differential algebra (Ω̂∗(A), d) as-
sociated to a unital Fréchet algebra A and the de Rham homology of A. He also
introduced connections on projective right A-modules and a Chern character associ-
ated to a connection. If A is a local Banach algebra [Bl], the Chern character yields
a homomorphism

ch : K0(A)→ HdR
∗ (A) .

Unfortunately the de Rham homology of a C∗-algebra does not behave well, in par-
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ticular the de Rham homology of a commutative C∗-algebra is not the cohomology
of the corresponding compact space.

In the general context one way out – unsatisfying because it depends on choices – is
to introduce an additional structure on a C∗-algebra A, namely a dense subalgebra
A∞ of A such that K0(A∞) is canonically isomorphic to K0(A). Then the Chern
character yields a map

ch : K0(A)→ HdR
∗ (A∞) .

The choice of A∞ depends on the situation, in the family situation one would choose
A∞ = C∞(B).

In the present thesis we define and investigate noncommutative η-forms associated
to a Dirac operator on the unit interval. The algebra enters in the definition of
boundary conditions that make the operator invertible. These η-forms occur in a
noncommutative index theorem on a noncompact manifold with boundary which we
prove. We give a preciser overview of our result:

Let {Ai}i∈IN0 be a projective system of Banach algebras such that A0 = A is a
C∗-algebra and such that there are dense embeddings Ai ↪→ A for all i ∈ IN0 and let
A∞ be its projective limit. Some further technical conditions have to be imposed
to the system in order to make the theory work ([Lo], §2.1).
Let

I0 =

(
i 0
0 −i

)
∈M2d(C) .

We call a projection P ∈M2d(A) Lagrangian if PI0P = 0 and P (A2d)⊕I0P (A2d) =
A2d. To a pair (P0, P1) of Lagrangian projections onto transverse submodules with
P0, P1 ∈ M2d(A∞) we associate the operator DI , that is defined to be the operator
I0

d
dx

with

domDI = {f ∈ C∞([0, 1],A2d
∞) | P0f(0) = f(0) and P1f(1) = f(1)} .

Furthermore we define a superconnection AI associated to DI and an η-form η(AI)

associated to AI . It is an element in Ω̂∗(A∞)/[Ω̂∗(A∞), Ω̂∗(A∞)]s, where [ , ]s
denotes the supercommutator.

Let (P0,P1,P2) with Pk ∈ M2d(A∞), k = 0, 1, 2, be a triple of Lagrangian projec-
tions on pairwise transverse submodules of A2d. Let DIk , k = 0, 1, 2 be the operator
associated to (Pkmod3,Pk+1mod 3). As in the family case it turns out that there are
superconnections AIk , k = 0, 1, 2, associated to DIk , k = 0, 1, 2 such that the sum
η(AI0) + η(AI1) + η(AI2) is closed. Its homology class is the Chern character of the
index of a Dirac operator D+ on a two dimensional spin manifold M with cylindric
ends isometric to [0,∞) × [0, 1]. The projections P0,P1,P2 enter in the definition
of boundary conditions for D+ making it a Fredholm operator between appropriate
Hilbert A-modules.

Furthermore it turns out that the index τ(P0,P1,P2) ∈ K0(A) of D+ can be
calculated algebraically in terms of the projections P0,P1,P2. It is a gener-
alization of the Maslov index in the following sense: For A = C the spaces
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Lk := Pk(C2d), k = 0, 1, 2, are Lagrangian subspaces of C2d with respect to the
skew-hermitian form induced by I0 and the standard scalar product on C2d. The
dimension of τ(P0,P1,P2) is the Maslov index associated to the triple (L1, L1, L2)
[Wa].

Our main result (th. 4.4.11) is:

Theorem. It holds

ch τ(P0,P1,P2) = −2[η(AI0) + η(AI1) + η(AI2)] ∈ HdR
∗ (A∞) .

It is the analogue of [BK], th. 1.1.

The proof follows the lines of the proof of Bunke and Koch based on heat kernel
methods. The main problems in our context are to prove the existence of the heat
semigroups associated to DI and to D = D+ ⊕D−, where D− is the adjoint of D+,
to show that they have smooth integral kernels and to find the heat kernel estimates
needed in the proof.

We explain our methods for DI :

On the Hilbert A-module L2([0, 1],A2d) the semigroup e−tD
2
I can be easily defined

by the functional calculus of regular operators [La]. The aim is to show that it is
a family of integral operators with integral kernels in C∞([0, 1] × [0, 1],M2d(A∞))
and to find estimates for the integral kernel, in particular for its behaviour at small
times.

For that we have to show that the semigroup e−tD
2
I restricts to a semigroup on the

Banach space L2([0, 1],A2n
i ) for any i ∈ IN. We can easily construct the heat kernel

if the boundary conditions are given by orthogonal submodules. It turns out thatDI

with general boundary conditions is unitarily equivalent to a bounded perturbation
of the operator with orthogonal boundary conditions.

Then using a perturbation lemma about holomorphic semigroups we can define the
semigroup e−tD

2
I on L2([0, 1],A2n

i ).

In order to get estimates for the norm of the semigroup we study the resolvent set
of the generator.

We prove that e−tD
2
I is a family of integral operator by comparing it with an approx-

imation by a family of integral operators using Duhamel’s principle. It will follow
that the integral kernel of e−tD

2
I is in C∞([0, 1]× [0, 1],M2n(A∞)). The comparison

also allows to obtain estimates for the heat kernel.

Before the organisation of this thesis is described, I want to thank all people who
supported this work: in particular my supervisor Ulrich Bunke for discussions, Mar-
git Rösler for the introduction into the theory of semigroups, and my friends and
family for moral support.
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Summary

The proof of the theorem is organised in the following way:

In the first chapter the manifold M is described and we explain in more detail the
family index theorem of Bunke and Koch [BK].

Then the differential algebra Ω̂∗(A∞), the homology HdR
∗ (A∞) and the Chern char-

acter are introduced and investigated. Furthermore Lagrangian projections and the
Maslov index are defined and studied.

In the second chapter we introduce the operator D = D+⊕D− onM with boundary
conditions defined by a triple of Lagrangian projections (P0,P1,P2).

Furthermore the operator DI is defined and its properties on the Hilbert A-module
L2([0, 1],A2n) are studied.

Then we show that D+ is Fredholm when acting between appropriate Hilbert C∗-
modules and that its index equals τ(P0,P1,P2). We define a compact perturbation
D(ρ) of D with closed range.

The third chapter is devoted to heat semigroups and their integral kernel, in partic-
ular those associated to DI and D(ρ).

In chapter four we introduce superconnections in order to define the η-form. Now
finally the statement of the index theorem is well-defined. The remainder of the
chapter is devoted to its proof. We have to introduce another family of operators
e−A(ρ)

2
t where A(ρ)t is a rescaled superconnection associated to D(ρ). As before we

show that it is a family of integral operators with smooth integral kernels and obtain
estimates for the integral kernels for small t.

As usual the proof of the index theorem compares the limit of the supertrace of
e−A(ρ)

2
t for t→∞, which is the Chern character of the index of D+, with the limit

for t→ 0.

In chapter five many tools are presented: We introduce the function spaces we deal
with, as for example the L2- spaces, and study operators on them. In particular
we recall the properties of Fredholm operators and regular operators on Hilbert
C∗-modules, study Hilbert-Schmidt operators and pseudodifferential operators and
develop the tools from holomorphic semigroup theory we need.

Notation and conventions: If not specified the vector spaces and algebras are
complex, manifolds are smooth.

We often deal with ZZ/2-graded spaces. Then the suffix [ , ]s denotes the supercom-
mutator, trs the supertrace. In a graded context the tensor products are graded.
For an ungraded space V , we denote by V + resp. V − the same space endowed with
a graduation: all elements are positive resp. negative.

Tensor products denoted by ⊗ are completed. The way of completion is indicated
by a suffix in all but two cases: In the case of Hilbert C∗-modules ⊗ means the
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Hilbert C∗-module tensor product, and if one of the spaces is nuclear, then ⊗ means
⊗π or ⊗ε. The algebraic tensor product is denoted by ⊙.
By a differentiable function on an open subset of [0, 1]n we understand a function
that can be differentiably continued to an open subset of IRn. This induces the
notion of a differentiable function on a manifold with corners, in our case M ×M .

For a subset S ⊂ X in some set X we denote by 1S : X → {0, 1} its characteristic
function. If X is a metric space, y ∈ X and S ⊂ X then d(y, S) := inf

x∈S
d(x, y). For

S1, S2 ⊂ X we set d(S1, S2) := inf
x∈S1

d(x, S2)

If E resp. F is a vector bundle on a space X resp. Y and pi(x1, x2) = xi, i = 1, 2
for (x1, x2) ∈ X × Y , then E � F denotes the vector bundle p∗1E ⊗ p∗2F on X × Y .

The value of the constant C which we use in estimates may vary during a series of
estimates without an explicit remark.
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Chapter 1

Preliminaries

1.1 The geometric situation

In this section we define the spin manifold M and a Clifford module E on it. The
Dirac operator associated to it will be the main object of our study. Another aim
of this section is to fix the notation.

For k ∈ ZZ/6 let Zk be a copy of IR× [0, 1]. With the metric and orientation induced
by the euclidian metric of IR2 it is an oriented Riemannian manifold with boundary.
Let (xk1, x

k
2) be the euclidian coordinates of Zk.

For r ≥ −1
2
, b ≤ 1

3
and k ∈ ZZ/6 let

Fk(r, b) := {(xk1, xk2) ∈
(
]r,∞[×[0, 1]

)
∪
(
]− 1, r]× ([0, b[∪]1− b, 1])

)
} ⊂ Zk .

We define
F (r, b) :=

( ∪
k∈ZZ/6

Fk(r, b)
)
/ ∼

with (xk1, x
k
2) ∼ (−3

2
− xk−1

1 , 1− xk−1
2 ) for (xk1, x

k
2) ∈ (]− 1,−1

2
[×[0, b[) and k ∈ ZZ/6.

Then F (r, b) inherites the structure of an oriented Riemannian manifold from the
sets Fk(r, b).

The open set F (−1
2
, 1
3
)\F (−1

3
, 1
4
) is diffeomorphic to the open ring B1(0)

◦\B1/2(0) ⊂
IR2 via an oriented diffeomorphism ϕ. We define the manifold with boundary

M := F (−1
2
, 1
3
) ∪ϕ B1(0)

◦ .

For r > −1
2
, b ≤ 1

3
we identify F (r, b) and Fk(r, b) with the corresponding subsets

in M . Note that with the coordinates above the sets Fk(r, b) are coordinate patches
of M .

Make M into an oriented Riemannian manifold by extending the orientation and
metric from F := F (0, 1

4
) to the whole of M . This allows us to identify TM and

T ∗M . Endow TM with the Levi-Civita connection.

9



The connected components of ∂M are labelled ∂kM, k ∈ ZZ/6, such that ∂kM ∪
Fk(r, b) ⊂ {xk2 = 0} and ∂k+1M ∪ Fk(r, b) ⊂ {xk2 = 1} for all k ∈ ZZ/6.

For r ≥ 0 and b ≤ 1
4
we define an open covering U(r, b) = {Uk}k∈J of M as follows:

Let J be the disjoint union of ZZ/6 with an one-element set {♣}. For k ∈ ZZ/6 let
Uk := Fk(r, b) and let U♣ :=M \ F (r + 1, b/2).

For r ≥ 0 let Mr :=M \ F (r, 0).
We can embed M diffeomorphically into IR2, even with a diffeomorphism that is an
isometry outside Mr for some r > 0. The image of the embedding is illustrated by
the following picture:

F5(r, b)

∂5M

F4(r, b)

∂4M

F3(r, b)

∂3M

F2(r, b)

∂2M

F1(r, b)

∂1M

F0(r, b) ∂0M

M

Choose a spin structure on M and fix d ∈ IN. Let S be the spinor bundle endowed
with a hermitian metric such that it is a selfadjoint Clifford module and with a
Clifford connection. Let E be the graded vector bundle ((C+)d ⊕ (C−)d) ⊗ S. The
hermitian metric on S and the standard hermitian product on Cd induce a hermitian
metric < ·, · > on E. Furthermore there are connections on E and its dual E∗

induced by the Clifford connection on S.

Let c : TM → EndE be the Clifford multiplication. The Dirac operator associated
to the Clifford module E is denoted by ∂M .

The oriented orthonormal frames ((−1)kdxk1, (−1)kdxk2) of TM |Fk(0,
1
4
) patch together

to an oriented orthonormal frame (e1, e2) of TM |F .
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The even endomorphism

I = c(e1)c(e2) : E
±|F → E±|F

defines a skew-hermitian form on E±|F , namely

E|F ⊗ E|F → C, (x, y) 7→< x, Iy > .

The holonomy of TM |F is 4πZZ (measured with respect to any trivialisiation of TM
on the whole of M), thus there are nonvanishing parallel sections of S+|F and S−|F .
We choose a parallel unit section s of S+|F and fix once and for all the trivialisation
of E|F defined for x ∈ F by

E+
x = ((C+)d ⊗ S+

x )⊕ ((C−)d ⊗ S−
x )→ (C+)d ⊕ (C+)d ,

(v ⊗ s(x))⊕ (w ⊗ ic(e1)s(x)) 7→ (v, w) ,

and
E−
x = ((C+)d ⊗ S−

x )⊕ ((C−)d ⊗ S+
x )→ (C−)d ⊕ (C−)d ,

(v ⊗ ic(e1)s(x))⊕ (w ⊗ s(x)) 7→ (v, w) .

With respect to the trivialisation the endomorphism I on E+ corresponds to I0 and
I|E− corresponds to −I0 with

I0 :=

(
i 0
0 −i

)
∈M2d(C) .

1.2 The commutative index problem

In this section we outline the index problem we want to transfer into a noncommu-
tative context. For more details we refer to [BK].

Let C2d be endowed with the standard hermitian product < , > and the skew-
hermitian form induced by I0 and < , >.

Let B be a compact space and let (L0, L1, L2) be a triple of pairwise transverse
Lagrangian subbundles of the trivial bundle B × C2d. For any i = 0, 1, 2 and b ∈ B
the Lagrangian subspace Li(b) ⊂ C2d defines a parallel Lagrangian subbundle of
E+|F via the trivialisation fixed in the previous section.

Let D+(b) be the Dirac operator associated to E with

domD+(b) := {s ∈ C∞
c (M,E+) | s(x) ∈ Li(b) for x ∈ ∂iM ∪ ∂i+3M, i = 0, 1, 2} .

It turns out that for any b ∈ B the kernel and cokernel of the closure of D+(b) are
finite dimensional and that the K-theory class of the index bundle of the family
{D+(b)}b∈B equals the K-theory class of the Maslov index bundle of (L0, L1, L2)
whose definition is as follows:
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The triple (L0, L1, L2) induces a nondegenerate hermitian form h on L0; namely let
v = v1 + v2, w = w1 + w2 ∈ L0(b) with v1, w1 ∈ L1(b), v2, w2 ∈ L2(b), then

hb(v, w) :=< v2, I0w1 > .

The Maslov index bundle is the element [L+
0 ]− [L−

0 ] ∈ K0(B) where L+
0 and L−

0 are
subbundles of L0 with L

+
0 ⊕L−

0 = L0 and such that h is positive on L+
0 and negative

on L−
0 .

If B is a manifold and the bundles are smooth, then by a generalization of the Atiyah-
Patodi index theorem the Chern character of the index bundle can be expressed in
terms of η-forms. We outline their definition:

Let ∂ be the differentiation operator on C∞([0, 1],C2d).

For i ̸= j and any b ∈ B the operator DI(b) := I0∂ with domain

domDI(b) := {s ∈ C∞([0, 1],C2d) | s(0) ∈ Li(b), s(1) ∈ Lj(b)}

is essentially selfadjoint and its closure has a bounded inverse on L2([0, 1],C2d).

There is a family of rescaled superconnections AIt associated to σDI on C1 ⊗ C2d

where C1 is the Clifford algebra of the vector space C: it is the graded complex
unital algebra generated by the odd element σ with σ2 = 0.

Let Trσ(a + σb) := Tr(a) (we do not want to specify here the space on which the
trace Tr acts).

Then the η-form

η(Li, Lj) :=
1

2
√
π

∫ ∞

0

t−
1
2TrσDIe

−(AI
t )

2

dt ∈ Ω∗(B)

is well-defined.

The index theorem says

ch(indD+) = −2[η(L0, L1) + η(L1, L2) + η(L2, L0)] ∈ H∗
dR(B) .

Before we formulate a noncommutative version of this problem we present what will
play the role of the algebra Ω∗(B), the Chern character, the de Rham cohomology
H∗
dR(B) and the Lagrangian subbundles. This is done in the next sections.
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1.3 The algebra of differential forms

1.3.1 The universal graded differential algebra

Let B be an involutive locally m-convex Fréchet algebra with unit. In particular the
group of invertible elements Gl(B) in B is open and the map Gl(B)→ Gl(B), a 7→
a−1 is continuous [Ma].

In this section we recall the definition of the topological universal graded differential
algebra Ω̂∗B introduced by Karoubi [Kar] and collect its main properties. Most of
the definitions of this section are taken from [Kar] or are an immediate generalisation
from the algebraic case described in [CQ].

We write ⊗π for the completed projective tensor product.

Let
Ω̂kB := B ⊗π (⊗kπ(B/C))

and

Ω̂∗B :=
∞∏
k=0

Ω̂kB .

Consider Ω̂∗B as a ZZ-graded vector space with the following additional structures:

Product: There is a graded continuous product on Ω̂∗B: It is defined for elementary
tensors by

(b0⊗b1⊗. . .⊗bk)(bk+1⊗bk+2⊗. . . bn) :=
k∑
j=0

(−1)k−j(b0⊗b1⊗. . .⊗bjbj+1⊗bj+2⊗. . . bn) .

It is continuous, since the multiplication map B ⊗π B → B is continuous by the
universal property of the projective tensor product. With the product Ω̂∗(B) is a
locally m-convex Fréchet algebra.

Differential: There is a continuous differential d of degree one on the graded algebra
Ω̂∗B defined on elementary tensors by

d(b0 ⊗ b1 ⊗ . . .⊗ bk) := 1⊗ b0 ⊗ b1 ⊗ . . .⊗ bk .

It satisfies the graded Leipniz’s rule: For α ∈ Ω̂kB and β ∈ Ω̂∗B it holds

d(αβ) = (dα)β + (−1)kα(d β) .

Furthermore it holds

b0 ⊗ b1 ⊗ . . .⊗ bk = b0 d b1 d b2 . . . d bk .

If B is a Banach algebra, then d is a map of norm one.
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Involution: We extend the ∗-operation on B to a continuous involution on Ω̂∗B by
setting

(b0 ⊗ b1 ⊗ . . .⊗ bk)∗ := (1⊗ b∗k ⊗ b∗k−1 ⊗ . . .⊗ b∗1)b∗0
or equivalently

(b0 d b1 d b2 . . . d bk)
∗ = (d b∗k d b

∗
k−1 . . . d b

∗
1)b

∗
0 .

For ω1, ω2 ∈ Ω̂∗B it holds
(ω1ω2)

∗ = ω∗
2ω

∗
1 ,

and for ω ∈ Ω̂kB
(dω)∗ = (−1)k d(ω∗) .

With these structures Ω̂∗B is an involutive graded differential Fréchet locally m-
convex algebra. It behaves functorially in B.

If ω ∈ Ω̂∗B, its part in degree n is denoted by ωn .

Let

Ω̂≤mB := Ω̂∗B/
∞∏

k=m+1

Ω̂kB .

We identify Ω̂≤mB as a graded vector space with the subspace of forms up to degree

m in Ω̂∗B.

Now we come to the definitions of the homology and the Chern character of B:

The Fréchet space [Ω̂∗B, Ω̂∗B]s generated by the supercommutators in Ω̂∗B is pre-

served by d by Leipniz’s rule. It follows that (Ω̂∗B/[Ω̂∗B, Ω̂∗B]s, d) is a complex.

Definition 1.3.1. The de Rham homology of B is

HdR
∗ (B) := H∗(Ω̂∗B/[Ω̂∗B, Ω̂∗B]s, d) .

On the right hand side we take the topological homology, i.e. we quotient out the
closure of the range of d in order to obtain a Hausdorff space.

We extend d to the a map d : Mn(Ω̂∗B) → Mn(Ω̂∗B), A 7→ d(A) by applying
d component by component. Note the difference between dA = d ◦A and d(A).
Sometimes we write (dA) for d(A).

For A ∈Mn(Ω̂k(B)) it holds

dA = (dA) + (−1)kA d .
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Definition 1.3.2. Let P ∈Mn(B) be a projection. Then

ch(P ) :=
∞∑
k=0

(−1)ktrP (d(P ))2k ∈ Ω̂∗B/[Ω̂∗B, Ω̂∗B]s

is the Chern character form of P .

Proposition 1.3.3. 1. If P : [0, 1] → Mn(B) is a differentiable path of projec-
tions, then

ch(P (1))−ch(P (0)) = 1
2

∞∑
k=1

(−1)k d
(
trP (1)(dP (1))2k−1)−trP (0)(dP (0))2k−1)

)
.

In particular ch(P (1))− ch(P (0)) is exact.

2. The Chern character form is closed.

3. If B is a local Banach algebra [Bl], then the Chern character form induces a
homomorphism

ch : K0(B)→ HdR
∗ (B), ch([P ]− [Q]) := ch(P )− ch(Q) .

Proof. First note that for a projection P ∈Mn(B) and for v ∈ Bn it holds

0 = d((1− P )Pv) = (1− P ) dPv − (dP )Pv ,

hence P (dP )P = 0 and (1 − P ) dP = (dP )P . From 0 = d((1 − P )P ) it follows
(dP )P = (1− P )(dP ), therefore

P (dP )2 = (dP )2P .

1) Let P ′ be the derivative of P . It holds

0 = ((1− P )P )′ = (1− P )P ′ − P ′P ,

hence PP ′P = 0 and (1− P )P ′ = P ′P .

It holds
(trP (d(P ))2k)′ = trP ′(d(P ))2k + trP ((d(P ))2k)′ .

The first term on the right hand side vanishes by

trP ′(d(P ))2k = trP ′P (d(P ))2k + trPP ′(d(P ))2k

= trP ′P (d(P ))2kP + trPP ′(d(P ))2kP

= 2 trPP ′P (d(P ))2k

= 0 .
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The second term vanishes for k = 0 and for k > 0 it is exact by

trP ((d(P ))2k)′ =
2k−1∑
i=0

tr(P (dP )i(dP )′(dP )2k−i−1)

= k tr(dP )2k−1P (dP )′ + k tr((dP )2k−2P (dP )(dP )′

= k tr(dP )2k−1(dP )′

= 1
2
(tr(dP )2k)′

= 1
2
d(trP (dP )2k−1)′

2) It holds

d trP (dP )2k = tr(dP )2k+1

= tr(1− P )(dP )2k+1(1− P ) + trP (dP )2k+1P

= 0 .

3) follows from 1) and 2).

1.3.2 Supercalculus

Let B be as before.

In this section all spaces and tensor products are ZZ/2-graded. If no graduation is
specified we assume the trivial graduation.

Let V = V + ⊕ V − be a ZZ/2-graded complex vector space with dimV + =
m, dimV − = n and consider Ω̂∗B as a ZZ/2-graded space wiht the even/odd-grading.

The space V ⊗ Ω̂∗B is a free ZZ/2-graded right Ω̂∗B-module. It is furthermore a left
supermodule of the superalgebra End(V )⊗ Ω̂∗B. (Note that our setting differs from
the corresponding one defined in [BGV], since we consider right Ω̂∗B-modules. This
sometimes causes different signs.)

The supertrace trs : End(V )→ C extends to a supertrace

trs : End(V )⊗ Ω̂∗B → Ω̂∗B/[Ω̂∗B, Ω̂∗B]s

trs(T ⊗ ω) := trs(T )ω .

By dividing out the supercommutator we ensure that trs([T1, T2]s) = 0 for T1, T2 ∈
End(V )⊗ Ω̂∗B.
Note that the differential d acts on elements of V ⊗ Ω̂∗B resp. End(V )⊗ Ω̂∗B by

d(A⊗ ω) = (−1)degAA⊗ dω

for A ∈ V ± resp. A ∈ End±(V ) and ω ∈ Ω̂∗B.

16



Since trs(A⊗ ω) = 0 if A ∈ End−(V ) it follows

trs d(T ) = d trsT

for T ∈ End(V )⊗ Ω̂∗B.
Furthermore from Leipniz’s rule it follows for A⊗ω ∈ End±(V )⊗Ω̂kB, v ∈ V ⊗Ω̂∗B:

d((A⊗ ω)v) = d(A⊗ ω)v + (−1)degA+k(A⊗ ω) d v .

Let now M be a Riemannian manifold, possibly with boundary. In §5.2.3 we intro-
duce the notion of Hilbert-Schmidt operators. We use the notation of §5.2.2 and
§5.2.3 in the following.

A trace class operator on L2(M,V ⊗ Ω̂≤µB) is an operator T =
∑n

i=1AiBi

where Ai, Bi are Hilbert-Schmidt operators such that (x 7→ kAi
(x, ·)) ∈

C(M,L2(M,EndV ⊗ Ω̂≤µB)) and (y 7→ kAi
(·, y)) ∈ C(M,L2(M,EndV ⊗ Ω̂≤µB)),

and analogoulsy for Bi, i = 1, . . . , n.

In particular T is a Hilbert-Schmidt operator with continuous integral kernel kT .
We define

TrsT :=

∫
M

trskT (x, x) ∈ Ω̂≤µB/[Ω̂≤µB, Ω̂≤µB] .

It holds
|TrsAiBi| ≤ ∥Ai∥HS∥Bi∥HS

and
Trs[Ai, Bi]s = 0 .

1.3.3 The algebra A∞ and its properties

Let (Aj, ιj+1,j : Aj+1 → Aj)j∈IN0 be a projective system of involutive Banach alge-
bras with unit satisfying the following conditions ([Lo], §2.1):

• The algebra A := A0 is a C∗-algebra.

• For any j ∈ IN0 the map ιj+1,j : Aj+1 → Aj is injective.

• For any j ∈ IN0 the map ιj : A∞ := lim←−
i

Ai → Aj has dense range.

• For any j ∈ IN0 the algebra Aj is stable with respect to the holomorphic
functional calculus in A.

The projective limit A∞ is an involutive locally m-convex Fréchet algebra with unit.

The motivating example is Aj = Cj(M) for a closed smooth manifold M .

Proposition 1.3.4. The following properties hold for any j ∈ IN0 and n ∈ IN:
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1. The map ιj : A∞ → Aj is injective.

2. The algebras Mn(A∞) and Mn(Aj) are stable with respect to the holomorphic
functional calculus in Mn(A).

3. The map ι0∗ : K0(A∞)→ K0(A) is an isomorphism.

Proof. 1) follows immediately.

2) follows from [Bo], prop. A.2.2.

3) follows from [Bo], th. A.2.1.

1.3.4 Properties of Ω̂∗A∞
The projective system (Aj, ιj+1,j)j∈IN0 induces two projective systems of involutive
graded differential Fréchet algebras.

One of them is given by the maps

ιj+1,j∗ : Ω̂∗Aj+1 → Ω̂∗Aj .

Furthermore (Ω̂≤mAj)m,j∈IN is a projective system of involutive Banach graded dif-
ferential algebras. The limits coincide:

The inclusion Ω̂≤mAj → Ω̂∗Aj is left inverse to the projection Ω̂∗Aj → Ω̂≤mAj. The
induced maps between the projective limits are inverse to each other. It follows

lim←−
j

Ω̂∗Aj ∼= lim←−
j,m

Ω̂≤mAj .

Furthermore the inclusions ιj∗ : Ω̂∗A∞ → Ω̂∗Aj induce a map

ι∗ : Ω̂∗A∞ → lim←−
j

Ω̂∗Aj .

It is an isomorphism by the following proposition:

Proposition 1.3.5. There are the following canonical isomorphisms of involutive
Fréchet locally m-convex graded differential algebras:

1. Ω̂∗A∞ ∼= lim←−
j

Ω̂∗Aj ,

2. Ω̂∗A∞ ∼= lim←−
j,m

Ω̂≤mAj .

There is the following canonical isomorphism of graded Fréchet spaces:

3. Ω̂∗A∞/[Ω̂∗A∞, Ω̂∗A∞]s ∼= lim←−
j,m

Ω̂≤mAj/[Ω̂≤mAj, Ω̂≤mAj]s .
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Proof. 1): It is enough to prove that the right hand side and the left hand side are
isomorphic as topological vector spaces. This follows from the fact that projective
limits and projective tensor products commute ([Kö] 41.6).

2) follows from the remarks preceeding the proposition.

The following lemma implies 3).

The importance of this proposition for our purposes is the following: Since it is
easier to deal with Banach spaces than with Fréchet spaces we will prove our index

theorem in Ω̂≤mAj/[Ω̂≤mAj, Ω̂≤mAj]s, making sure that the expressions in the index
theorem behave well when taking the projective limit. By the proposition this will

prove the index theorem in Ω̂∗A∞/[Ω̂∗A∞, Ω̂∗A∞]s.

Lemma 1.3.6. Let (Aj, ιj+1,j)j∈IN be a projective system of Banach spaces and let
(Bj, ιj+1,j|Bj

)j∈IN be a projective system such that Bj is a closed subspace of Aj for
all j ∈ IN.

Let A∞ := lim←−
j

Aj and B∞ = lim←−
j

Bj and assume further that the image of A∞ is

dense in Aj and the image of B∞ is dense in Bj for any j ∈ IN.

Then it holds canonically
A∞/B∞ ∼= lim←−

j

Aj/Bj .

Proof. For j ∈ IN let ιj : A∞ → Aj be the induced maps. We prove that the map

ι∞ : A∞/B∞ → lim←−
j

Aj/Bj

is an isomorphism:

It is well-defined since ιj(B∞) ⊂ Bj for all j ∈ IN.

It is injective: Let a ∈ A∞/B∞ with ι∞a = 0, then for ã ∈ A∞ with [ã] = a it holds
ιj ã ∈ Bj for all j ∈ IN, so ã ∈ B∞, thus a = 0.

It is surjective: For simplicity we assume that the norms of the maps ιj+1,j are
smaller or equal to one. This can be obtained by rescaling the norms inductively.

Let a ∈ lim←−
j

Aj/Bj and choose aj ∈ Aj such that [aj] ∈ Aj/Bj is the image of a with

respect to the map
lim←−
j

Aj/Bj → Aj/Bj .

By modifying the sequence inductively we can assume that it holds :

(∗) |ιj+1,jaj+1 − aj| ≤ j−1 .

The modification is as follows: We define a′1 := a1. Assume a′j is defined. It holds
ιj+1,jaj+1−a′j ∈ Bj. Since the image of B∞ is dense in Bj, we may choose bj+1 ∈ B∞
with

|ιjbj+1 − (ιj+1,jaj+1 − a′j)| ≤ j−1
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and define a′j+1 := aj+1 + ιj+1bj+1.

For n ≥ j let ιn,j : An → Aj be the injection. From (∗) it follows that for any
j ∈ IN the sequence (ιn,j(an))n≥j is a Cauchy sequence in Aj. Its image in Aj/Bj is
constant. Let ãj ∈ Aj be its limit.

It holds ιj+1,j ãj+1 = ãj and [ãj] = [aj] ∈ Aj/Bj. It follows that there is an element
ã ∈ A∞ with ιj ã = ãj. It holds ι∞[ã] = a.

1.4 Lagrangian projections

Let A be as before.

In this section we define and study the analogue of Lagrangian subbundles and of
the Maslov index bundle.

Definition 1.4.1. Let n ∈ IN.

Two selfadjoint projections P1, P2 ∈Mn(A) are called transverse if

RanP1 ⊕ RanP2 = An .

We will often use the following criterium of transversality: Two selfadjoint pro-
jections P1, P2 are transverse if and only there exist a, b ∈ Gl(A) such that
aP1+bP2 ∈Mn(A) is invertible, and this is equivalent to the invertibility of aP1+bP2

for any a, b ∈ Gl(A).

1.4.1 Definition and properties

Definition 1.4.2. For n ∈ IN let A2n be the Hilbert A-module endowed with the
standard A-valued scalar product and let

I0 =

(
i 0
0 −i

)
: An ⊕An → An ⊕An .

A Lagrangian projection on A2n is a selfadjoint projection P ∈M2n(A) with

PI0 = I0(1− P ) .

Note that if A = C(B) for some compact space B, then the Lagrangian projections
are in one-to-one correspondence with the subbundles of B×C2n that are Lagrangian
with respect to the skew-hermitian form induced by I0. The transversality of two
projections is equivalent to the transversality of the corresponding subbundles.

Note furthermore that any Lagrangian projection P on A2n is a Lagrangian projec-
tion on Mn(A)2 as well, where we consider Mn(A)2 as a Hilbert Mn(A)-module.

Denote

Ps :=
1
2

(
1 1
1 1

)
.
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Lemma 1.4.3. 1. For any Lagrangian projection P of A2n there is a unitary
p ∈Mn(A) such that

P = 1
2

(
1 p∗

p 1

)
.

2. For any Lagrangian projection P on A2n the unitary

U =

(
1 0
0 p∗

)
∈M2n(A)

with p as in 1) fulfills UI0 = I0U and UPU∗ = Ps .

Proof. 1) Since P is selfadjoint, there are a, b, c ∈ Mn(A) with a = a∗, c = c∗ such

that P =

(
a b
b∗ c

)
. From PI0 = I0(1− P ) it follows(

ia −ib
ib∗ −ic

)
=

(
i(1− a) −ib
ib∗ −i(1− c)

)
,

thus a = c = 1
2
. From P 2 = P it follows furthermore that 2b is unitary.

2) is clear.

Lemma 1.4.4. Let P ∈ M2n(A∞) be a Lagrangian projection of A2n transverse to
Ps. Let P̃ ∈M2n(C) be a complex Lagrangian projection. Then for any 0 < ε1 < ε2
there is a smooth path of unitaries U : [0, ε2]→M2n(A∞) such that

1. U(0)PU(0)∗ = P̃ ,

2. U equals 1 on a neighbourhood of ε2,

3. U is constant on [0, ε1],

4. U is diagonal with respect to the decomposition A2n = An ⊕An.

Note that 4) implies UI0 = I0U .

Proof. It is enough to prove the assertion for P̃ = Ps.

Let p be as in the previous lemma applied to P .

Since P and Ps are transverse, P − Ps is invertible. It follows that p− 1 and p∗ − 1
are invertible, so log p and log p∗ are well-defined if we choose the complement of
[0,∞) in C as a domain for the logarithm.

Let χ : [0, 1] → [0, 1] be a smooth function with χ|[0,ε1] = 0 and χ(t) = 1 for
t ∈ [ ε2−ε1

2
, ε2]. Then the smooth path of unitaries

γ : [0, ε2]→Mn(A), γ(t) := exp(2πiχ(t) + (1− χ(t)) log p∗)
connects p∗ with 1. It holds γ(t) ∈Mn(A∞) for all t ∈ [0, ε2] sinceMn(A∞) is stable
under holomorphic function calculus in Mn(A) by prop. 1.3.4.

Let

U :=

(
1 0
0 γ

)
.

It satisfies the conditions.
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1.4.2 The Maslov index

Let (P0, P1, P2) be a triple of pairwise transverse Lagrangian projections on A2n.
Then we can write any x ∈ A2n uniquely as x = x1 + x2 with xi ∈ RanPi, i = 1, 2,
namely x1 = P1(P1 − P2)

−1x and x2 = −P2(P1 − P2)
−1x.

The form
h : RanP0 × RanP0 → A, (x, y) 7→< x2, I0y1 >

is hermitian and its radical vanishes [Wa]. It can be represented by the matrix

A := −P0(P1 − P2)
−1P2I0P1(P1 − P2)

−1P0 ∈M2n(A) .

Since A is the composition of projections and invertibles, the range of A is closed,
thus the restriction of A to the range of P0 is invertible. Hence the hermitian form
h is non-singular and defines an element in K0(A) [Ros].

Definition 1.4.5. The Maslov index τ(P0, P1, P2) of a triple of pairwise transverse
Lagrangian projections (P0, P1, P2) is the class of the hermitian form h in K0(A).

We can express the Maslov index in terms of A as follows:

τ(P0, P1, P2) = [1{x>0}(A)]− [1{x<0}(A)] ∈ K0(A) .

Note that an even permutation of the projections leaves the Maslov index unchanged
whereas an odd permutation turns it into its negative.

Proposition 1.4.6. For i = 0, 1, 2 let Pi : [0, 1] → M2n(A) be continuous paths
of Lagrangian projections such that Pi(t) − Pj(t) is invertible for all i ̸= j and all
t ∈ [0, 1].

Then the Maslov index τ(P0(t), P1(t), P2(t)) does not depend on t.

Proof. The selfadjoint element A(t) ∈ M2n(A) defined by (P0(t), P1(t), P2(t)) as
above depends continuously on t for all t ∈ [0, 1]. It follows that the projections
1{x>0}(A(t)) and 1{x<0}(A(t)) also depend continuously on t, thus their K-theory
classes are constant.

Let A = C(B) for some compact space B and let (P0, P1, P2) be a triple of pair-
wise transverse Lagrangian projections in M2n(C(B)). Let (L0, L1, L2) be the cor-
responding triple of Lagrangian subbundles of B × C2n. Then the Maslov index
bundle [L+

0 ]− [L−
0 ] defined in §1.2 corresponds to τ(P0, P1, P2) under the canonical

isomorphism K0(B) ∼= K0(C(B)).

Now we study in more detail the Maslov index of a pair (P0, P1, P2) with P0 = Ps.
The general case can be reduced to that case by lemma 1.4.3.

The Cayley transform yields a bijective map from the space of selfadjoint elements
in Md(A) to space of projections transverse to Ps, namely

a 7→ P (a) := 1
2

(
1 a−i

a+i
a+i
a−i 1

)
.
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Lemma 1.4.7. Let a1, a2 be selfadjoint elements of Mn(A). Then P (a1) and P (a2)
are transverse projections if and only if a1 − a2 is invertible.

Proof. Let U := 1√
2

(
1 1
1 −1

)
. Then it holds

UP (aj)U
∗ = (a2j + 1)−1

(
a2j −iaj
iaj 1

)
.

Now P (a1) and P (a2) are transverse if and only if

(a21 + 1)UP (a1)U
∗ − (a22 + 1)UP (a2)U

∗

is invertible and this is the case if and only if a1 − a2 is invertible.

Lemma 1.4.8. Let (Ps, P1, P2) be a triple of pairwise transverse projections and let
a1, a2 ∈Mn(A) be such that Pi = P (ai), i = 1, 2. Then it holds:

1. There are continuous paths P1, P2 : [0, 2] → M2n(A) such that Ps, P1(t), P2(t)
are pairwise transverse for all t ∈ [0, 2] and such that P1(2) = P (2p+− 1) and
P2(2) = P (1− 2p+) with p+ := 1{x>0}(a1 − a2).

2. It holds
τ(Ps, P1, P2) = [1{x>0}(a1 − a2)]− [1{x<0}(a1 − a2)] .

Proof. 1) For t ∈ [0, 1] define a1(t) :=
1
2
(t(a1− a2)+ (1− t)a1) and a2(t) := 1

2
(t(a2−

a1) + (1 − t)a2). Then a1(t) − a2(t) = a1 − a2 is invertible, thus the projections
P (a1(t)) and P (a2(t)) are transverse. Furthermore a1(0) = a1 and a1(1) = a1 − a2
whereas a2(0) = a2 and a2(1) = a2 − a1.
Let p+ := 1{x>0}(a1 − a2). For t ∈ [1, 2] let a1(t) be a path of invertible selfadjoint
elements with a1(1) = a1 − a2 and a1(2) = p+ − (1− p+) and let a2(t) = −a1(t).
Then the paths P (a1(t)) and P (a2(t)) satisfy the conditions.

2) By 1) and prop. 1.4.6 it holds τ(Ps, P1, P2) = τ(Ps, P (2p
+ − 1), P (1− 2p+)).

Note that the Cayley transform of 2p+ − 1 is i(2p+ − 1). By computing the matrix
A one sees that it holds 1{x>0}(A) = p+ and 1{x<0}(A) = (1− p+).
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Chapter 2

The Fredholm operator and its
index

2.1 The operator D on M

2.1.1 Definition of D

Now we come back to the geometric situation described in §1.1.
We tensorize the bundle E with the C∗-algebra A in order to get an A-vector bundle
[MF]. Furthermore for i, µ ∈ IN0 we consider the bundle E⊗ Ω̂≤µAi of right Ω̂≤µAi-
modules. Keep in mind that E can be trivialized on M via a global orthonormal
frame. Thus we do not need a theory of Banach space bundles in this context.

Parallel transport is defined on E ⊗A resp. E ⊗ Ω̂≤µAi .
The hermitian metrics on E extends to an A-valued scalar product < ·, · > on E⊗A
and to an Ω̂≤µAi-valued non-degenerated product on E⊗ Ω̂≤µAi (see §5.2.3 for this
notion).

By the trivialisation of E|F fixed in §1.1 we identify (E|F ⊗ A, I)x for x ∈ F with
(A4d, I0⊕ (−I0)) as a Hilbert A-module with a skew-hermitian structure, and (E ⊗
Ω̂≤µAi)x for x ∈ F with (Ω̂≤µAi)4d as a right Ω̂≤µAi-module with an Ω̂≤µAi-valued
non-degenerated product.

For a triple R = (P0, P1, P2) of Lagrangian projections of A2d we define the following
function spaces:

Let

C0
R(M,E ⊗ Ω̂≤µAi) := {f ∈ C0(M,E ⊗ Ω̂≤µAi) | (Pi ⊕ Pi)f(x) = f(x)

for x ∈ ∂iM ∪ ∂i+3M, i = 0, 1, 2} .

Define for k ≥ 1 by induction

Ck
R(M,E ⊗ Ω̂≤µAi) := {f ∈ Ck(M,E ⊗ Ω̂≤µAi) | f, ∂Mf ∈ Ck−1

R (M,E ⊗ Ω̂≤µAi)}

24



and
C∞
R (M,E ⊗ Ω̂≤µAi) :=

∩
k∈IN

Ck
R(M,E ⊗ Ω̂≤µAi) .

Let these spaces be endowed with the subspace topologies.

Further suffixes, like c or 0 . . . , have their usual meaning.

Furthermore we introduce Schwartz spaces on M :

Let r ≥ 0, 0 ≤ b ≤ 1
4
.

Let {ϕk}k∈J be a partition of unity subordinate to the covering U(r, b). For k ∈ ZZ/6
the embedding Fk(r, b) ↪→ Zk and the trivialisation of E|F induce a map

C∞(M,E ⊗ Ω̂≤µAi)→ C∞(Zk, (Ω̂≤µAi)4d), f 7→ ϕkf .

First for k ∈ ZZ/6 we define the Schwartz space

S(Zk, (Ω̂≤µAi)4d) := S(IR)⊗π C∞([0, 1], (Ω̂≤µAi)4d) .

Let now S(M,E ⊗ Ω̂≤µAi) as a vector space be the largest subspace of C∞(M,E ⊗
Ω̂≤µAi) such that for all k ∈ ZZ/6 the maps

S(M,E ⊗ Ω̂≤µAi)→ S(Zk, (Ω̂≤µAi)4d), f 7→ ϕkf

are well-defined, and let the topology on S(M,E⊗ Ω̂≤µAi) be the weakest topology
such that these maps and the embedding into C∞(M,E ⊗ Ω̂≤µAi) are continuous.

Then S(M,E ⊗ Ω̂≤µAi) is a Fréchet space. It does not depend on the choice of r
and b.

Let SR(M,E ⊗ Ω̂≤µAi) be the space S(M,E ⊗ Ω̂≤µAi) ∩ C∞
R (M,E ⊗ Ω̂≤µAi) with

the topology induced by S(M,E ⊗ Ω̂≤µAi).

Let L2(M,E ⊗ A) be the completion of C∞
c (M,E ⊗ A) with respect to the norm

induced by the A-valued scalar product

< f, g >:=

∫
M

< f(x), g(x) > dx .

It is a Hilbert A-module. (For fixing notation a short summary about Hilbert A-
modules is given in §5.1.1.) By lemma 5.1.20 any orthonormal basis of the Hilbert
space L2(M,E) is an orthonormal basis of L2(M,E ⊗A) and hence L2(M,E ⊗A)
is isomorphic to l2(A).
Now we are able to define the main object of our inquiry:

Let (P0,P1,P2) be a triple of pairwise transverse Lagrangian projections of A2d with
Pi ∈M2d(A∞), i = 0, 1, 2.

Let D : domD → L2(M,E ⊗ A) be the closure of the Dirac operator ∂M with
domain C∞

Rc(M,E ⊗A) for R = (P0,P1,P2) and let D+ resp. D− be the restriction
of D to the sections of E+ resp. E−.

Note that D is a symmetric unbounded operator on L2(M,E ⊗A).
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2.1.2 Comparison with Ds

Fix a triple of pairwise transverse Lagrangian projections (Ps0 := Ps,Ps1 ,Ps2) with
Ps1 ,Ps2 ∈ M2d(C). Define the operator Ds on L2(M,E ⊗ A) analogously to the
operator D for R = (Ps0 ,Ps1 ,Ps2). By [BK] the operator Ds restricts to a selfadjoint
operator on the Hilbert space L2(M,E). In this section we will see that the operator
D is unitarily equivalent to a bounded perturbation of Ds.

Let W ∈ C∞(M,End+E ⊗A∞) be such that

• WW ∗ = 1,

• W (x)(Pi ⊕Pi)W (x)∗ = (Psi ⊕ Psi ) for all x ∈ ∂iM ∪ ∂i+3M with i = 0, 1, 2,

• W is parallel on M \ F and on a neighbourhood of ∂M ,

• for all k ∈ ZZ/6 the restriction ofW on Fk(0,
1
4
) depends only on the coordinate

xk2.

• W commutes with the Clifford multiplication.

The definition of W is motivated by the following result:

Proposition 2.1.1. 1. It holds WDW ∗ = Ds + Wc(dW ∗) with c(dW ∗)|F :=
c(e2)∂e2W

∗ and c(dW ∗)|M\F := 0. In particular Wc(dW ∗) ∈ C∞(M,End−E⊗
A∞).

2. The operator D is regular and selfadjoint.

Proof. 1) For R = (Ps0 ,Ps1 ,Ps2) and f ∈ C∞
cR(M,E ⊗A) it holds (WDW ∗f)|M\F =

(Dsf)|M\F and

(WDW ∗f)|F = (Dsf)|F +W [c(e2)∂e2 ,W
∗]s(f |F )

= (Dsf)|F +Wc(e2)(∂e2W
∗)(f |F ) .

2) The restriction of Ds to the Hilbert space L2(M,E) is selfadjoint. Hence (1 +
D2
s) has a bounded inverse on L2(M,E). It follows that the range of (1 + D2

s) on
L2(M,E⊗A) is dense. Thus Ds is regular. By an analogous argument the operators
Ds ± i have dense range. From lemma 5.1.17 it follows that Ds is selfadjoint.

By 1) the operator D is a bounded perturbation of Ds. It follows that D is selfad-
joint. Prop. 5.1.13 implies that D is regular as well.

The existence of a sectionW fulfilling the properties above is proved in the following
lemma and proposition:

Lemma 2.1.2. There is a parallel unitary section U ∈ C∞(M,EndE+ ⊗A∞) such
that UP0U

∗ = Ps0 = Ps.
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Proof. By the isomorphism E+ ⊗A ∼= (A+)d ⊗ S+ ⊕ (A−)d ⊗ S− any A ∈ M2d(A)

of the form

(
a 0
0 b

)
with a, b ∈Md(A) defines a parallel section of EndE+ ⊗A.

By lemma 1.4.3 there is a unitary U ∈ M2d(A∞) of that form such that UP0U
∗ =

Ps0 = Ps.

Proposition 2.1.3. For any 0 < b < 1
4
there is a sectionW ∈ C∞(M,End+E⊗A∞)

satisfying the properties above and such thatW is parallel onM\F (r, b) for all r ≥ 0.

Proof. By the previous lemma we may assume P0 = Ps.

In the following we identify ∂M × [0, b] with {x ∈M | d(x, ∂M) ≤ b}.
Since for i = 1, 2 the projection Pi is transverse to Ps, by lemma 1.4.4 there are
smooth paths Wi : [0, b] → M2d(A∞) of unitaries with [Wi, I0] = 0 such that
Wi(0)PiW ∗

i (0) = Psi and such thatWi is equal to the identity in a neighbourhood of
b and constant on [0, b

2
]. They induce maps W̃i := id×Wi : (∂iM ∪∂i+3M)× [0, b]→

M2d(A∞). The map

∪i(W̃i ⊕ W̃i) : ∂M × [0, b]→M4d(A∞)

can be extended by the identity to a smooth section W ∈ C∞(M,End+E ⊗ A∞).
By construction W has the right properties.

2.2 The operator DI on [0, 1]

2.2.1 Definition and comparison with DIs

Now we switch our attention to the unit interval.

Let ∂ be the differentiation operator.

For a pair R = (P0, P1) of transverse Lagrangian projections with Pj ∈
M2d(A∞), j = 0, 1, let

C0
R([0, 1], (Ω̂≤µAi)2d) := {f ∈ C0([0, 1], (Ω̂≤µAi)2d) | Pjf(j) = f(j) for j = 0, 1} .

Furthermore for k ∈ IN we define inductively the function spaces

Ck
R([0, 1], (Ω̂≤µAi)2d)
:= {f ∈ Ck([0, 1], (Ω̂≤µAi)2d) | f, I0∂f ∈ Ck−1

R ([0, 1], (Ω̂≤µAi)2d)} .

Let
C∞
R ([0, 1], (Ω̂≤µAi)2d) :=

∩
k∈IN

Ck
R([0, 1], (Ω̂≤µAi)2d) .

The topology on these spaces is the induced topology.

27



Given a pair (P0, P1) of transverse Lagrangian projections on A2d we write DI for
the closure of the operator I0∂ as an unbounded operator on the Hilbert A-module
L2([0, 1],A2d) with domain C∞

R ([0, 1],A2d).

If (P0, P1) = (Ps, 1− Ps) then we sometimes write DIs for DI .

Proposition 2.2.1. Let P0, P1 ∈M2d(A∞) be transverse Lagrangian projections of
A2d. Then for any 0 < x1 < x2 < 1 there is U ∈ C∞([0, 1],M2d(A∞)) such that

1. UU∗ = 1,

2. UI0 = I0U ,

3. U(0)P0U(0)
∗ = Ps,

4. U(1)P1U(1)
∗ = 1− Ps,

5. U is constant on [0, x1] and on [x2, 1].

Proof. By lemma 1.4.3 there is a unitary U0 ∈ M2d(A∞) with U0I0 = I0U0 and
U0P0U

∗
0 = Ps. Since U0P1U

∗
0 is transverse to Ps, we can apply lemma 1.4.4 to P = P1

and P̃ = 1 − Ps in order to get a smooth path of unitaries U1 : [0, 1] → M2d(A∞)
such that U(t) := U1(t)U0 has the right properties.

Proposition 2.2.2. Let (P0, P1) a pair of transverse Lagrangian projections of A2d

with P0, P1 ∈M2d(A∞) and let DI be the associated operator.

1. Let U be as in the previous proposition with U(0)P0U(0)
∗ = Ps and

U(1)P1U(1)
∗ = 1 − Ps. Then it holds UDIU

∗ = DIs + UI0(∂U
∗) and

UI0(∂U
∗) ∈ C∞([0, 1],M2d(A∞)).

2. The operator DI is regular and selfadjoint.

Proof. 1) For f ∈ C∞
R ([0, 1],A2d

∞) with R = (Ps, 1− Ps) it holds

UDIU
∗f = UI0∂U

∗f

= DIsf + U [I0∂, U
∗]f

= DIsf + UI0(∂U
∗)f .

2) follows as in prop. 2.1.1.

2.2.2 Generalized eigenspace decomposition

In the next two propositions we define a decomposition of L2([0, 1],A2d) in free
finitely generated A-modules that are preserved by DI . For d = 1 these can be
understood as analogues of eigenspaces of DI .
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Assume that the boundeary conditions ofDI are given by a pair (P0, P1) of transverse
Lagrangian projections of A2d with P0 = Ps.

By lemma 1.4.3 the general case can be reduced to that case.

Let p ∈Md(A) be such that P1 =
1
2

(
1 p∗

p 1

)
.

The transversality of P0 and P1 implies that 1− p is invertible. It follows that log p
is defined for log : C \ [0,∞)→ C .

Proposition 2.2.3. Assume d = 1.

Then for k ∈ ZZ the right A-module spanned by the function

fk(x) =
1√
2

((
1
0

)
exp[(−1

2
log p+ πki)x] +

(
0
1

)
exp[(1

2
log p− πki)x]

)
is preserved by DI and it holds DIfk = λkfk with λk := −1

2
i log p− πk.

The system {fk}k∈ZZ is an orthonormal basis of the Hilbert A-module L2([0, 1],A2).

Note that it holds λkfk = fkλk and σ(λk) ⊂]− πk,−π(k − 1)[.

Proof. In the following we call a system {ak}k∈ZZ ⊂ A square-summable if it is in
l2(A).
It holds < fk, fl >= δkl.

In order to prove that these functions form a basis we first show that there is an
orthogonal projection onto the closure of their span. This implies that the span is
orthogonally complemented. The second step will be to see that the complement is
trivial. Then the claim follows from prop. 5.1.20.

The system
{e±l (x) := v±e

2πilx}l∈ZZ,±

with v+ :=

(
1
0

)
, v− :=

(
0
1

)
is an orthonormal basis of L2([0, 1],A2) by prop.

5.1.20.

It holds

< fk, e
±
l > = 1√

2

∫ 1

0

exp((∓1
2
log p∗ ∓ πki)x) exp(2πilx) dx

= 1√
2

(
(−1)k exp(∓1

2
log p∗)− 1

∓1
2
log p∗ + πi(2l ∓ k)

)
,

hence for any l ∈ ZZ and for ± the system {< fk, e
±
l >}k∈ZZ is square-summable.

Then
Pe±l :=

∑
k∈ZZ

fk < fk, e
±
l > ,

is well-defined.
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The linear extension of P to the algebraic span of the functions e±l has norm one.
It follows that its closure is an orthogonal projection

P : L2([0, 1],A2)→ span{fk | k ∈ ZZ} .

It remains to show that the kernel of the projection P is trivial.

Let g =

(
g1
g2

)
∈ L2([0, 1],A2) with < fk, g >= 0 for all k ∈ ZZ.

Hence for all k ∈ ZZ it holds

(∗)
∫ 1

0

exp((−1
2
log p∗ − πki)x)g1(x) + exp((1

2
log p∗ + πki)x)g2(x) dx = 0 .

Since exp(−1
2
(log p∗) x)g1(x) is in L

2([0, 1],A), there is a unique square-summable
system {λl}l∈ZZ in A such that∑

l∈ZZ

λle
2πilx = exp(−1

2
(log p∗) x)g1(x) .

Inserting this in (∗) and evaluating the integral for k even leads to

λk/2 −
∫ 1

0

exp((1
2
log p∗ + πki)x)g2(x)dx = 0 .

It follows
exp(1

2
(log p∗) x)g2(x) =

∑
l∈ZZ

(−λl)e−2πilx .

Substituting again and evaluating (∗) for k = 2ν + 1 with ν ∈ ZZ, we obtain

0 =

∫ 1

0

∑
l∈ZZ

λl(e
πi(2(l−ν)−1)x − e−πi(2(l−ν)−1)x)dx

= −
∑
l∈ZZ

λl
4

πi(2(l − ν)− 1)
.

Note that for any l ∈ ZZ the function

al : ZZ→ C, ν 7→ 2

πi(2(l − ν)− 1)

is in l2(C). We claim that {al}l∈ZZ is an orthonormal basis of l2(C). Then it follows
that {al}l∈ZZ is an orthonormal basis of l2(A) as well, thus λl = 0 for all l ∈ ZZ and
hence g1 = g2 = 0.

The Fourier transform of

a0 : ν 7→
−2

πi(2ν + 1)
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is
h(x) = −ie−πix(1[0,1/2](x)− 1]1/2,1](x)) ∈ L2(IR/ZZ) .

From al(ν) = a0(ν − l) it follows that the Fourier transform of al is h(x)e
−2πilx.

It holds hh∗ = 1, hence {h(x)e−2πilx}l∈ZZ is an orthonormal basis of L2(IR/ZZ). This
implies that {al}l∈ZZ is an orthonormal basis of l2(C).

For general d there is a decomposition of L2([0, 1]A2d) in A-modules of rank d:

Proposition 2.2.4. For k ∈ ZZ let Uk ⊂ L2([0, 1],A2d) be the right A-module
spanned by the column vectors of

1√
2

(
exp[(−1

2
log p+ πki)x]

exp[(1
2
log p− πki)x]

)
∈ C∞([0, 1],M2d×d(A∞)) .

Each Uk is a free right A-module of rank d and it holds

L2([0, 1],A2d) =
⊕̂
k∈ZZ

Uk .

The sum is orthogonal.

For f ∈ Uk it holds f ∈ domDI and

DIf =

(
λk 0
0 λk

)
f ∈ Uk

with λk = −1
2
i log p− πk.

Proof. The projections P0, P1 ∈ M2d(A) are Lagrangian projections on Md(A)2 as
we remarked after def 1.4.1.

Let D̃I be the closure of I0∂ on L2([0, 1],Md(A)2) with domain C∞
R ([0, 1],M2d(A))

with R = (P0, P1). Then it holds D̃I = ⊕dDI with respect to the decomposition

L2([0, 1],Md(A)2) = L2([0, 1],A2d)d

induced by the decomposition of a matrix into its column vectors.

By the previous proposition L2([0, 1],Md(A)2) as a Hilbert Mn(A)-module has an
orthonormal basis {fk}k∈ZZ such that

D̃Ifk =

(
λk 0
0 λk

)
fk .

For k ∈ ZZ let Pk be the orthogonal projection onto the span of fk
in L2([0, 1],Md(A)2). It is diagonal with respect to the decomposition
L2([0, 1],Md(A)2) = L2([0, 1],A2d)d.

Hence it holds

L2([0, 1],A2d) =
⊕̂
k∈ZZ

PkL
2([0, 1],A2d) .

The assertion follows now since PkL
2([0, 1],A2d) = Uk. The module Uk is free since

exp[(−1
2
log p+ πki)x] is invertible in Md(A) for all x ∈ [0, 1].
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Corollary 2.2.5. Let λ ∈ C. The operator DI − λ has a bounded inverse on
L2([0, 1],A2d) if and only if exp(−2iλ) /∈ σ(p).

Proof. By the previous proposition L2([0, 1],A2d) decomposes into the orthogonal

sum of submodules Uk preserved by (DI − λ), and (DI − λ)|Uk
=

(
λk 0
0 λk

)
− λ

is invertible if and only if e−2iλ /∈ σ(p). Furthermore for λ with e−2iλ /∈ σ(p) the
inverse of (DI−λ)|Uk

is uniformly bounded in k. Hence the closure of ⊕k(DI−λ)|Uk

has a bounded inverse by cor. 5.1.22. In particular ⊕kDI |Uk
is selfadjoint. Since DI

is a selfadjoint extension of ⊕kDI |Uk
, it follows that DI is the closure of ⊕kDI |Uk

.
Hence DI − λ has a bounded inverse if exp(−2iλ) /∈ σ(p).

2.3 The operator DZ on the cylinder

Let X = IR, IR/ZZ. Endow X × [0, 1] with the euclidean metric and a spin structure
and let (x1, x2) be the euclidian coordinates of X × [0, 1]. Let S = S+ ⊕ S− be the
spinor bundle onX×[0, 1] endowed with a hermitian metric such that it is selfadjoint
as a Clifford module and with a Clifford connection. Then ((A+)d ⊕ (A−)d)⊗ S is
graded A-vector bundle on X × [0, 1] with an A-valued scalar product induced by
the hermitian metric on S and the standard A-valued scalar product on Ad. Let ∂Z
be the Dirac operator on the Clifford module

(
(A+)2d ⊕ (A−)2d

)
⊗ S.

We choose a parallel unit section s of S+ and identify ((A+)d⊕ (A−)d)⊗S with the
trivial bundle (X × [0, 1])×

(
(A+)2d ⊕ (A−)2d

)
by the isomorphisms

((A+)d ⊗ S+
x )⊕ ((A−)d ⊗ S−

x )→ (A+)d ⊕ (A+)d ,

(v ⊗ s(x))⊕ (w ⊗ ic(dx1)s(x)) 7→ (v, w) ,

and
((A+)d ⊗ S−

x )⊕ ((A−)d ⊗ S+
x )→ (A−)d ⊕ (A−)d ,

(v ⊗ ic(dx1)s(x))⊕ (w ⊗ s(x)) 7→ (v, w)

for x ∈ X × [0, 1].

Let I = c(dx1)c(dx2). It holds I = I0 ⊕ (−I0) and furthermore

∂Z = c(dx1)(∂x1 − I∂x2) .

We associate an unbounded operator DZ on L2(X × [0, 1],A4d) to a pair (P0, P1) of
transverse Lagrangian projections of A2d with Pi ∈ M2d(A∞), i = 0, 1: Let DZ be
the closure of ∂Z with domain

{f ∈ C∞
c (X × [0, 1], (A∞)4d) | (Pi ⊕ Pi)f(x, i) = f(x, i) for all x ∈ X, i = 0, 1} .

As defined in §5.1.3 we write H(DZ) for the Hilbert A-module whose underlying
right A-module is domDZ and whose A-valued scalar product is < f, g >DZ

=<
f, g > + < DZf,DZg >.
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Proposition 2.3.1. 1. The operator DZ is selfadjoint on L2(X× [0, 1],A4d) and
has a bounded inverse.

2. If X = IR/ZZ, then the inclusion i : H(DZ)→ L2(IR/ZZ×[0, 1],A4d) is compact.

Proof. The proof is as in the family case [BK]:

1) By lemma 1.4.3 we may assume P0 = Ps. Recall from prop. 2.2.4 that the
operator DI with boundary conditions (P0, P1) induces a decomposition

L2([0, 1], (A+)2d) =
⊕̂
l∈ZZ

Ul

such that for l ∈ ZZ there is λl ∈Md(A) with DIf =

(
λl 0
0 λl

)
f for f ∈ Ul.

Let Ul,+ := Ul and Ul,− := ic(dx1)Ul in L
2([0, 1],A4d). Then⊕

l∈ZZ

(Ul,+ ⊕ Ul,−)L2(X)

is dense in L2(X × [0, 1],A4d).

First consider the case X = IR:

For l ∈ ZZ let ∂l,± be the closure of (∂x1 ± λl) : Ul,±S(IR)→ Ul,±L
2(IR) and let ∂e be

the closure of c(dx1)
(⊕

l∈ZZ,± ∂l,±
)
.

The operator DZ is an extension of ∂e.

We claim that ∂e has a bounded inverse on L2(IR× [0, 1],A4d).

The Fourier transform on L2(IR) induces an automorphism on Ul,±L
2(IR). Conju-

gation by it transforms ∂l,± into multiplication by

ix1 ±
(
λl 0
0 λl

)
.

Since σ(λl) ⊂ IR∗, the operator ∂l,± has a bounded inverse and the norm of the
inverse tends to zero for l → ±∞. It follows by cor. 5.1.22 that the closure of
⊕l,±∂l,± has a bounded inverse.

Hence the operator ∂e has a bounded inverse. In particular it is selfadjoint. Since
DZ is a symmetric extension of ∂e, it holds DZ = ∂e. For X = IR the assertion
follows.

Now we study X = IR/ZZ. The spaces Ul,±L
2(IR/ZZ) decompose further into the

direct sum

Ul,±L
2(IR/ZZ) =

⊕̂
k∈ZZ

Vkl,±

with Vkl,± := e2πikx1Ul,±. Note that Vkl,± is isomorphic to Ad as a Hilbert A-module.
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Let ∂kl,± ∈ B(Vkl,±) be defined by

∂kl,±f := (∂x1 ± λl)f =

(
2πik ± λl 0

0 2πik ± λl

)
f

and let ∂e be the closure of c(dx1)
(⊕

k,l∈ZZ,± ∂kl,±
)
.

The operator DZ is an extension of ∂e.

Since |(2πik ± λl)−1| tends to zero for k, l → ±∞, the closure of ⊕kl,±∂kl,± has a
bounded – even compact – inverse by cor. 5.1.22 and hence ∂e has a compact inverse
as well.

Now 1) follows as above.

Furthermore it follows that for X = IR/ZZ the operator D−1
Z ∈ B(L2(IR/ZZ ×

[0, 1],A4d)) is compact. This implies 2) since i = D−1
Z DZ : H(DZ) → L2(IR/ZZ ×

[0, 1],A4d).

2.4 The index of D+

For an open precompact subset U of M we define H1
R0(U,E ⊗A) to be the closure

of C∞
Rc(U,E ⊗A) in H(D) (see §5.1.3 for the definition of H(D)).

Note that H(D) is isomorphic to l2(A) as a Hilbert A-module, since L2(M,E ⊗A)
is isomorphic to l2(A) and since L2(M,E ⊗A) and H(D) are isomorphic by lemma
5.1.12. Recall that the boundary conditions of D are given by (P0,P1,P2).

Lemma 2.4.1. For any r ≥ 0 the inclusion i : H1
R0(Mr, E ⊗ A) → L2(M,E ⊗ A)

is compact.

Proof. Let V := {Vk}k∈L be an open covering of Mr such that the index set L is a
finite subset of IN with 1 ∈ L and satisfying the following conditions:

• V1 =M \ F (r, 1/6);

• for k > 1 there is an isometry Vk ∼=]0, 1
2
[×[0, 1

5
[. In particular Vk is in the flat

region and has one boundary component.

First we prove that the maps ik : H
1
R0(Vk, E ⊗A)→ L2(Vk, E ⊗A) are compact for

all k ∈ L.
The compactness of i1 follows from the Sobolev embedding theorem ([MF], lemma
3.3).

For k ̸= 1 let i ∈ {0, 1, 2} be such that ∂Vk ⊂ (∂iM ∪ ∂i+3M) and set Pk := Pi. Let
Dk be the operator DZ on the bundle (IR/ZZ× [0, 1])×A4d with boundary conditions
given by (Pk, 1− Pk).
Since ik factorizes through the map H(Dk)→ L2(IR/ZZ× [0, 1],A4d) and since this
map is compact by prop. 2.3.1, the map ik is compact as well.
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Let {ϕk}k∈L be a smooth partition of unity subordinate to the covering V such that
for all x ∈ ∂M and k ∈ L it holds ∂e2ϕk(x) = 0. Since multiplication with ϕk is a
bounded map from H1

R0(Mr, E ⊗A) to H1
R0(Vk, E ⊗A) and since i =

∑
k∈L

ikϕk, the

inclusion i is compact.

Let H(D)+ be the subspace of H(D) containing all even elements.

Proposition 2.4.2. The operator

D+ : H(D)+ → L2(M,E− ⊗A)

is a Fredholm operator.

Proof. We apply prop. 5.1.4: By constructing a parametrix for D+ we show
that D+ is Fredholm in the sense of Mǐsčenko/Fomenko. Then it follows D+ ∈
B(H(D)+, L2(M,E− ⊗A)) from lemma 5.1.12, hence lemma 5.1.8 implies that D+

is Fredholm.

The construction of the parametrix is analogous to the construction in the family
case [BK]:

Choose a smooth partition of unity {ϕk}k∈J subordinate to the covering U(0, 1
4
)

defined in §1.1 and a system of smooth functions {γk}k∈J on M such that for all
k ∈ J it holds

• supp γk ⊂ Uk and γkϕk = ϕk,

• ∂e2γk(x) = 0 = ∂e2ϕk(x) = 0 for all x ∈ ∂M .

Define local parametrices Qk of D on Uk as follows:

By §1.1 the set Uk is a subset of Zk for k ∈ ZZ/6. Let DZk
be the operator on

L2(Zk,A4d) associated to (Pkmod3,P(k+1)mod 3) as defined in §2.3. By prop. 2.3.1 it
is invertible, hence we can set

Qk := D−1
Zk

: L2(Zk,A4d)→ H(DZk
) .

Since the symbol of D is elliptic and since U♣ is precompact, there is a parametrix
Q♣ : L2(U♣, E⊗A)→ H1

R0(U♣, E⊗A) such that DQ♣−1 resp. Q♣D−1 is compact
on L2(U♣, E ⊗ A) resp. H1

R0(U♣, E ⊗ A) [MF]. Furthermore Q♣ can be chosen to
be an odd operator on L2(U♣, E ⊗A).
We claim that

Q :=
∑
k∈J

γkQkϕk : L
2(M,E ⊗A)→ H(D)

is a parametrix of D. Since Q is odd, it then follows that Q− : L2(M,E− ⊗ A) →
H(D)+ is a parametrix of D+.

In the following calculations the operators DZk
and the restriction of D to Uk are

denoted by D as well. Let ∼ denote equality up to compact operators.
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On L2(M,E ⊗A) it holds

DQ− 1 =
∑
k∈J

[D, γk]Qkϕk +
∑
k∈J

γkDQkϕk − 1

∼
∑
k∈J

c(dγk)Qkϕk .

Since c(dγk)Qkϕk is bounded from L2(M,E ⊗A) to H1
R0(Mr, E ⊗A) for any k ∈ J

and r > 0 big enough, c(dγk)Qkϕk is a compact operator on L2(M,E ⊗A) for any
k ∈ J by the previous lemma. Hence DQ− 1 is compact.

The proof that Q is a left parametrix of D is similar:

On H(D) it holds

QD − 1 =
∑
k∈J

γkQk[D,ϕk] +
∑
k∈J

γkQkDϕk − 1

∼
∑
k∈J

γkQkc(dϕk) .

Here c(dϕk) : H(D)→ L2(Uk, E ⊗A) is a compact operator by the previous lemma
since supp c(dϕk) is precompact for all k ∈ J . Since γkQk : L

2(Uk, E ⊗A)→ H(D)
is bounded, the operator QD − 1 : H(D)→ H(D) is compact.

Lemma 2.4.3. Let P0, P1, P2 : [0, 1] → M2d(A) be continuous paths of Lagrangian
projections that are pairwise transverse at any t ∈ [0, 1], and let Dt be the closure of
∂M on L2(M,E⊗A) with domain C∞

R(t)c(M,E⊗A) with R(t) = (P0(t), P1(t), P2(t)).

Let indD+
t be the index of the Fredholm operator D+

t : H(Dt)
+ → L2(M,E ⊗A).

Then it holds
indD+

0 = indD+
1 ∈ K0(A) .

Proof. There is a continuous path of unitaries [0, 1]→ C∞(M,EndE+ ⊗A∞), t 7→
Wt, such that WtD

+
t W

∗
t = D+

s + Wtc(dW
∗
t ). By prop. 5.1.13 it holds D+

s +
Wtc(dW

∗
t ) ∈ B(H(Ds)

+, L2(M,E− ⊗ A)). Hence the family D+
s + Wtc(dW

∗
t ) :

H(Ds)
+ → L2(M,E− ⊗ A) is a continuous path of Fredholm operators. By prop.

5.1.9 it holds indW0D
+
0 W

∗
0 = indW1D

+
1 W

∗
1 . The assertion follows.

Proposition 2.4.4. The index of D+ : H(D)+ → L2(M,E− ⊗A) is

indD+ = τ(P0,P1,P2) ∈ K0(A) .

Proof. The argument is analogous to the one in [BK].

By lemma 2.1.2 we may assume P0 = Ps.

Let aj := i
pj+1

pj−1
∈ M2d(A). Then in the notation of §1.4.2 it holds Pj = P (aj), j =

1, 2.

Let p+ := 1{x>0}(a1 − a2).
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From lemma 1.4.8 it follows τ(P0,P1,P2) = [p+]− [1− p+] ∈ K0(A).
Furthermore by lemma 1.4.8 there are continuous paths P1, P2 : [0, 2]→ M2d(A) of
Lagrangian projections with Pj(0) = Pj, j = 1, 2, further with P1(2) = P (2p+ − 1)
and P2(2) = P (1− 2p+) and such that Ps, P1(t), P2(t) are pairwise transverse for all
t ∈ [0, 2].

For t ∈ [0, 2] let Dt be the Dirac operator on L2(M,E ⊗ A) whose boundary
conditions are given by the triple (Ps, P1(t), P2(t)). The previous lemma implies
indD+

0 = indD+
2 .

We show that the index of D+
2 equals [p+]− [1− p+]:

Let Q0 =
1
2

(
1 1
1 1

)
∈M2(C), Q1 =

1
2

(
1 −i
i 1

)
and Q2 =

1
2

(
1 i
−i 1

)
.

It holds P1(2) = (Q1⊗p+)⊕ (Q2⊗ (1−p+)) and P2(2) = (Q2⊗p+)⊕ (Q1⊗ (1−p+))
with respect to the decomposition

E+ ⊗A = (S ⊗ p+An)⊕ (S ⊗ (1− p+)An) .

The Dirac operator ∂M respects the decomposition. By [BK] the Dirac operator
associated to the bundle (C+ ⊕C−)⊗ S has index 1 if the boundary conditions are
given by the triple (Q0, Q1, Q2), and index −1 if the boundary conditions are given
by (Q0, Q2, Q1). It follows

indD+
2 = [p+]− [1− p+] .

2.5 A perturbation with closed range

Choose an orthonormal basis {ψi}i∈IN ⊂ L2(M,E−) such that ψi ∈ C∞
c (M,E−) and

suppψi ∈ M \ ∂M for all i ∈ IN. By lemma 5.1.20 it is an orthonormal basis of
L2(M,E− ⊗A) as well.
SinceD+ is a Fredholm operator, there is a projectiveA-module P ⊂ L2(M,E−⊗A)
and a closed A-module Q ⊂ RanD+ such that P ⊕ Q = L2(M,E− ⊗ A). By
prop. 5.3.3 there is N ∈ IN such for LN := span{ψi | i = 1, . . . ,N} it holds
LN + P = L2(M,E− ⊗A). In particular it follows

LN +RanD+ = L2(M,E− ⊗A) .

Let M ′ := M ∪ ∗ be the disjoint union of M and one isolated point. Let E ′+ be
the hermitian vector bundle E+ ∪ (∗ × CN ) on M ′, where we endow CN with the
standard hermitian product, and let E ′− be the hermitian bundle E−∪(∗×{0}). Let
E ′ = E ′+⊕E ′−. ExtendD by zero to a selfadjoint odd operatorD on L2(M ′, E ′⊗A).
As D is regular, D′ is regular as well.
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Furthermore D′ : H(D′)→ L2(M ′, E ′ ⊗A) is a Fredholm operator and it holds

indD′+ = indD+ + [AN ] .

Let ek ∈ L2(M ′, E ′+), k = 1, . . . ,N , with ek(x) = 0 for x ∈ M, k = 1, . . . ,N , and
such that {ek(∗)}k=1,...,N is the standard basis of CN .

Define the finite integral operator K on L2(M ′, E ′ ⊗A) by

Kf :=
N∑
k=1

ek < ψk, f > +ψk < ek, f > .

Since K is an odd selfadjoint compact operator, D′+ ρK is selfadjoint and odd and
for ρ ∈ IR it holds

ind(D′+ + ρK+) = indD′+ .

Furthermore D′ + ρK is regular by prop 5.1.13.

By construction D′++ρK+ is surjective for ρ ̸= 0. Hence by prop. 5.1.13 and prop.
5.1.15 its kernel is a projective submodule of H(D′)+, and the kernel of D′− + ρK−

is trivial.

Set D(ρ) := D′ + ρK.

Proposition 2.5.1. For ρ ∈ IR the operator D′+ + ρK+ is a Fredholm operator.
For ρ ̸= 0 it holds

indD+ = ind(D′+ + ρK+)− [AN ] = [KerD(ρ)]− [AN ] .

From now on we write D,E,M for D′, E ′,M ′ and we extend the operator Ds by
zero to our new manifold M . Furthermore we redefine the open covering U(r, b)
from §1.1 by adding the isolated point to the set U♣.
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Chapter 3

Heat semigroups and kernels

3.1 Complex heat kernels

In this section we recall properties of the heat kernels associated to the Dirac oper-
ators on complex vector bundles.

3.1.1 The heat kernel of e−tD
2
Is

Since DIs is selfadjoint on L2([0, 1],C2d), the operator −D2
Is

generates a semigroup

e−tD
2
Is on L2([0, 1],C2d).

In this section we determine the corresponding family of integral kernels by using
the method of images (see [Ta], 3.7) and study its properties.

The space L2([0, 1],C2d) decomposes into an orthogonal sum

L2([0, 1], PsC
2d)⊕ L2([0, 1], (1− Ps)C2d)

and the semigroup e−tD
2
Is is diagonal with respect to this decomposition.

We define a right inverse

˜ : L2([0, 1],C2d)→ L2(IR/4ZZ,C2d)

of the map
L2(IR/4ZZ,C2d)→ L2([0, 1],C2d), f 7→ f |[0,1]

by requiring that the image of L2([0, 1], (1− Ps)C2d) resp. L2([0, 1], PsC
2d) consists

of functions that are odd resp. even with respect to y = 0 and y = 2 and even resp.
odd with respect to y = 1 and y = 3.

Since for R = (Ps, 1− Ps) it holds

C∞
R ([0, 1],C2d) = C∞

l ([0, 1], PsC
2d)⊕ C∞

r ([0, 1], (1− Ps)C2d)
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with

C∞
l ([0, 1], PsC

2d)

:= {f ∈ C∞([0, 1], PsC
2d) | (i∂)2kf(1) = 0, (i∂)2k+1f(0) = 0 ∀k ∈ IN0}

and

C∞
r ([0, 1], (1− Ps)C2d)

:= {f ∈ C∞([0, 1], (1− Ps)C2d) | (i∂)2kf(0) = 0, (i∂)2k+1f(1) = 0 ∀k ∈ IN0} ,

the embedding ˜ maps the space C∞
R ([0, 1],C2d) into C∞(IR/4ZZ,C2d).

It intertwines the operators D2
Is

on C∞
R ([0, 1],C2d) and −∂2 on C∞(IR/4ZZ,C2d).

It is well-known (see [Ta], 3.7) that the heat kernel for the holomorphic semigroup
on L2(IR/4ZZ) generated by ∂2 is

H(t, x, y) = (4πt)−
1
2

∑
k∈ZZ

e−
(x−y+4k)2

4t .

Hence for f ∈ L2([0, 1], (1− Ps)C2d) and x ∈ [0, 1] it holds

(e−tD
2
Isf)(x) = (et∂

2

f̃)(x)

=

∫ 1

0

H(t, x, y)f(y)dy +

∫ 2

1

H(t, x, y)f(2− y)dy

+

∫ 3

2

H(t, x, y)(−f(y − 2))dy +

∫ 4

3

H(t, x, y)(−f(4− y))dy .

Thus the action of e−tD
2
Is on the space L2([0, 1], (1 − Ps)C2d) is given by the scalar

integral kernel

(x, y) 7→ H(t, x, y) +H(t, x, 2− y)−H(t, x, y + 2)−H(t, x, 4− y) .

Analogously we conclude that the action of e−tD
2
Is restricted to L2([0, 1], PsC

2d) is
given by the integral kernel

(x, y) 7→ H(t, x, y)−H(t, x, 2− y)−H(t, x, y + 2) +H(t, x, 4− y) .

This yields the integral kernel kt of e
−tD2

Is .

In the following we write C∞
R ([0, 1],M2d(C)) for the subspace of those functions in

C∞([0, 1],M2d(C)) whose column vectors are in C∞
R ([0, 1],C2d).

Lemma 3.1.1. The map

(0,∞)→ C∞([0, 1], C∞
R ([0, 1],M2d(C))), t 7→

(
y 7→ kt(·, y)

)
,

is smooth.

For ϕ, ψ ∈ C∞([0, 1]) with suppϕ ∩ suppψ = ∅ the map t 7→
(
y 7→

ϕ(·)kt(·, y)ψ(y)
)

can be continued by zero to a smooth map from [0,∞) to
C∞([0, 1], C∞

R ([0, 1],M2d(C))).
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Proof. This follows from the corresponding well-known properties of H.

Lemma 3.1.2. Let m,n ∈ IN0. Then there is C > 0 such that for all x, y ∈ [0, 1]
and all t > 0 it holds

|∂mx ∂ny kt(x, y)| ≤ C(1 + t−
m+n+1

2 )(e−
c(x,y)2

4t ) .

Proof. This follows from the explicit formula of H above. When estimating the
derivatives we take into account that for any m ∈ IN the function (x, y, t) 7→
(x−y)2m

tm
e−

(x−y)2

4t can be continuously extended by zero to t = 0.

3.1.2 The heat kernel of e−tD
2
s

The operator Ds that was defined in §2.1.2 acts on the Hilbert space L2(M,E) as a
selfadjoint operator.

In this section we investigate the integral kernel of e−tD
2
s after having proved its

existence.

Let Z = [0, 1]× IR.

Let DZ be the operator defined in §2.3 with boundary conditions given by a pair
(P0, P1) with P0, P1 ∈ M2d(C). Then DZ is selfadjoint on L2(Z,C4d). We study
the semigroup e−tD

2
Z on L2(Z,C4d) as well, since later we will compare e−tD

2
s on the

cylindric ends with e−tD
2
Z for appropriate boundary conditions.

Since the proofs are standard, we only sketch them.

Note first that a solution u : IR→ domDs of the initial-value problem

d

dt
u(t) = iDsu(t), u(0) = f

with f ∈ C∞
Rc(M,E) is unique, and also a solution of the corresponding problem for

DZ , this follows from an energy estimate.

Lemma 3.1.3. For Ds on L
2(M,E) it holds:

If f ∈ C∞
Rc(M,E), then for any x ∈ supp(eitDsf) it follows d(x, supp f) ≤ |t|.

An analogous result holds for DZ on L2(Z,C4d).

This property is called “finite propagation speed property”.

Proof. We use a cutting-and-pasting argument.

For j ∈ ZZ/6 let Vj := {x ∈ M | d(x, ∂jM) < 1
4
} and let W := M \ ∂M . These sets

cover M .

There is an oriented isometric embedding Vj ↪→ IR2 mapping Vj to {x2 ≥ 0} and ∂Vj
to {x2 = 0}. The operator ∂M on Vj extends to a translation invariant differential
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operator ∂IR2 : C∞
c (IR2,C4d)→ L2(IR2,C4d). LetDIR2 be its closure as an unbounded

operator on L2(IR2,C4d).

We apply the method of images in order to obtain an embedding

˜ : C∞
Rc(Vj, E) ↪→ C∞

c (IR2,C4d)

intertwining the operators Ds and DIR2 :

Let

C∞
l (Vj,Psjmod 3E

+)

:= {f ∈ C∞
c (Vj,Psjmod3E

+) | (∂2k+1
e2

f)(x) = 0, ∀k ∈ IN0, ∀x ∈ ∂jM} ,

and

C∞
r (Vj, (1− Psjmod 3)E

+)

:= {f ∈ C∞
c (Vj, (1− Psjmod3)E

+) | (∂2ke2 f)(x) = 0, ∀k ∈ IN0, ∀x ∈ ∂jM} .

Then it holds

C∞
Rc(Vj, E

+) = C∞
l (Vj,Psjmod 3E

+)⊕ C∞
r (Vj, (1− Psjmod3)E

+) ,

and

C∞
Rc(Vj, E

−) = c(e1)C
∞
l (Vj,Psjmod3E

+)⊕ c(e1)C∞
r (Vj, (1− Psjmod 3)E

+) .

For f ∈ C∞
l (Vj,Psjmod 3E

+) resp. f ∈ C∞
r (Vj, (1− Psjmod 3)E

+) we define f̃ by first

extending f by zero to the half plane {x2 ≥ 0} and then reflecting such that f̃ is
even resp. odd with respect to {x2 = 0}.
For f ∈ C∞

Rc(Vj, E
−) we set f̃ := ic(e1)̃ (ic(e1)f).

For DIR2 the finite propagation speed property holds. Hence the assertion of the
lemma holds for all f ∈ C∞

Rc(Vj, E) with supp f ⊂ {x ∈ M | d(x, ∂jM) < 3
16
} and

for |t| < 1
16
.

For f ∈ C∞
c (W,E) with supp f ⊂ {x ∈ M | d(x, ∂M) > 1

16
} and for |t| < 1

16
the

assertion holds by the standard theory of hyperbolic equations on open subsets of
IR2.

Since any f ∈ C∞
c (M,E) can be written as f = fW+f0+. . . f5 with fW ∈ C∞

c (W,E)
and fj ∈ C∞

Rc(Vj, E), the assertion holds for any f ∈ C∞
c (M,E) and for |t| < 1

16
,

and by the group property of eitDs it follows for all t ∈ IR.

The proof for DZ is analogous.

For k ∈ IN0 let Hk(C, Ds) be the Hilbert space whose underlying vector space is
domDk

s and whose scalar product is given by

< f, g >Hk :=< (1 +D2
s)

k
2 f, (1 +D2

s)
k
2 g > .

Define Hk(C, DZ) analogously.
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Lemma 3.1.4. Let k ∈ IN, k ≥ 2.

1. There is an embedding Hk(C, DZ)→ Ck−2(Z,C4d).

2. There is an embedding Hk(C, Ds)→ Ck−2(M,E).

Proof. We sketch the proof of 2), the proof of 1) is analogous.

Let DIR2 be as in the previous proof.

For fixed r > 0 the constants in the G̊arding inequality for the elliptic operator
(1 +D2

IR2)k on balls Br(x), x ∈ IR2, can be chosen independent of x.

Since for j ∈ ZZ/6 the embedding C∞
Rc(Vj, E) ↪→ C∞

c (IR2,C4d) that was defined in
the previous proof intertwines the Dirac operators Ds on C∞

Rc(Vj, E) and DIR2 on
C∞
c (IR2,C4d), the G̊arding inequality for the operator (1+D2

s)
k on balls B1/8(x) ⊂M

with x ∈ ∂M holds with constants independent of x as well.

Since M is of bounded geometry we can also find global constants for the G̊arding
inequality for (1+D2

s)
k on balls Br(x) ⊂M not intersecting the boundary and with

r small enough.

Then the assertion follows from the Sobolev embedding theorem on balls by standard
arguments.

Corollary 3.1.5. The operators e−tD
2
Z on L2(Z,C4d) and e−tD

2
s on L2(M,E) are

integral operators with smooth integral kernels.

Proof. This follows from the previous two lemmata (see [Ro], lemma 5.6).

Lemma 3.1.6. Let f : [0,∞)× [0,∞)→ IR be a function and assume that for any
ε, δ > 0 there is C > 0 such that for all r > ε it holds

f(r, t) ≤ Ce−
(r−ε/2)2

(4+δ)t .

Then for all ε, δ > 0 there is C > 0 such that for all r > ε it holds

f(r, t) ≤ Ce−
r2

(4+δ)t .

Proof. Choose 0 < a < 1 with 1−a
4+δ/2

> 1
4+δ

and let m > 2
a
.

Then there is C > 0 such that for all r > ε it holds

f(r, t) ≤ Ce−
(r−ε/m)2

(4+δ/2)t .

It follows

f(r, t) ≤ Ce−
(1−a)r2

(4+δ/2)t e
r

(4+δ/2)t
(−ar+ 2ε

m
)e−

(ε/m)2

(4+δ/2)t

≤ Ce−
r2

(4+δ)t .

In the last step we used the fact that r
(4+δ/2)t

(−ar + 2ε
m
) < 0 for r > ε.
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Lemma 3.1.7. Let N be closed spin manifold resp. let N = M,Z. If N is closed
let EN be a Clifford module on N and let DN be the associated Dirac operator. If
N =M resp. N = Z, then let EN = E resp. EN = Z ×C4d and let DN = Ds resp.
DN = DZ. Let kt be the integral kernel of e−tD

2
N .

For any ε, δ > 0 there is C > 0 such that for all t > 0, r > ε and x ∈ N it holds∫
N\Br(x)

|kt(x, y)|2dy ≤ Ce−
r2

(4+δ)t .

Analogous estimates hold for the partial derivatives in x and y with respect to unit
vector fields on N .

Proof. Let k ∈ 2IN with k > dimN
2

.

Let S(x, ε) := {u ∈ C∞
c (Bε(x), EN) | ∥(1 +D2

N)
− k

2u∥ ≤ 1}.
Then by the Sobolev embedding theorem resp. by lemma 3.1.4 there is C > 0 such
that for any x ∈ N it holds∫

N\Br(x)

|kt(x, y)|2dy ≤ C sup
u∈S(x,ε/2)

∥e−tD2
Nu∥2N\Br(x) .

As in the proof of [CGT], prop. 1.1, it follows:

∫
N\Br(x)

|kt(x, y)|2dy ≤ Ct−1/2

∞∫
r−ε/2

|(1 + (
d

ids
)2)k/2e−s

2/4t|ds

= C

∞∫
r−ε/2√

t

|(1 + t−1(
d

ids′
)2)k/2e−s

′2/4|ds′ .

Thus there is l ∈ IN such that it holds∫
N\Br(x)

|kt(x, y)|2dy ≤ C(1 + t−l)

∞∫
r−ε/2√

t

(1 + s′l)e−s
′2/4ds′

≤ C(1 + t−l)e−
(r−ε/2)2

(4+δ/2)t

≤ Ce−
(r−ε/2)2

(4+δ)t .

Then the assertion follows by applying the previous lemma to f(r, t) :=
sup
x∈N

∫
N\Br(x)

|kt(x, y)|2dy.
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Lemma 3.1.8. Let kt be as in the previous lemma.

For any ε, δ > 0 there is C <∞ such that for all x, y ∈ N with d(x, y) > ε and all
t > 0 it holds

|kt(x, y)| ≤ Ce−
d(x,y)2

(4+δ)t .

Analogous estimates hold for the partial derivatives in x and y with respect to unit
vector fields on N .

Proof. Let S(y, ε) and k ∈ 2IN be as in the proof of the previous lemma. By the
Sobolev embedding theorem resp. lemma 3.1.4 there is C > 0 such that it holds for
all r > ε and all x, y ∈ N with d(x, y) ≥ r:

|kt(x, y)| ≤ C sup
u∈S(y,ε/4)

∥(1 +D2
N)

k
2 e−tD

2
Nu∥2N\Br−ε/4(y)

.

Analogously to the proof of the previous lemma it follows

|kt(x, y)| ≤ Ce−
(r−ε/2)2

(4+δ)t .

Then the result follows from 3.1.6 with f(r, t) := sup
x,y∈N : d(x,y)=r

|kt(x, y)|.

For the next lemma assume that U ⊂M is an open set for which one or both of the
following properties hold:

1. U is precompact and U ∩ ∂M = ∅,

2. or there is k ∈ ZZ/6 such that U ⊂ Fk(0,
1
4
).

In the first case there is a compact manifold N and a hermitian Clifford module
EN on N such that there is an isometric Clifford module isomorphism E|U → EN ,
whose base map is an isometry. We identify E|U with its image in EN . Then Ds

coincides with DN on U .

In the second case U is a subset of Zk by §1.1. LetDZk
be the operatorDZ on Zk×C4d

with boundary conditions given by (Pkmod 3,P(k+1)mod 3). Then Ds coincides with
DZk

on U .

Lemma 3.1.9. Let U be as in 1) resp. 2). Let kt be the integral kernel of the heat
semigroup of Ds on M and let k′t be the integral kernel of the heat semigroup of DN

resp. DZk
.

For any T > 0 and ε, δ > 0 there is C > 0 such that for all 0 < t < T, r > ε and
x, y ∈ U with Br(x) ⊂ U and Br(y) ⊂ U it holds

|kt(x, y)− k′t(x, y)| ≤ e−
r2

(4+δ)t .

Analogous estimates hold for the partial derivatives with respect to unit vector fields
on U .
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Proof. The notation is as in the proof of lemma 3.1.7.

The estimate follows from

|kt(x, y)− k′t(x, y)| = sup
ϕ∈S(x,ε)

sup
ψ∈S(y,ε/2)

| < ϕ, e−tD
2
sψ > − < ϕ, e−tD

2
Nψ > |

≤ Ct−
1
2 sup
ϕ∈S(x,ε)

sup
ψ∈S(y,ε/2)

| < ϕ,

∫
IR

e−s
2/4t(eisDs − eisDN )ψ > |

≤ Ct−
1
2

∞∫
r−ε/2

|(1 + (
d

ids
)2)ke−s

2/4t|

Here we used that it holds (eisDs − eisDN )ψ = 0 for |s| ≤ r− ε/2 by the finite prop-
agation speed property (lemma 3.1.3) and the uniqueness of solutions of hyperbolic
equations.

3.2 The heat semigroup on compact manifolds

Let B be a Banach algebra with unit.

Let N be a closed spin manifold of dimension n. Let EN be a hermitian Clifford
module on N that is trivial as a vector bundle and let DN be the associated Dirac
operator.

Let kt ∈ C∞(N ×N,EN � EN) be the induced heat kernel.

According to cor. 5.2.4 the heat kernel defines a family of bounded operators on
L2(N,EN ⊗ B). The operators are smoothing, thus they restrict to a family of
bounded operators on Cm(N,EN ⊗ B) for any m ∈ IN0. In order to show that the
family extends to a holomorphic semigroup we have to study its behaviour for small
t.

We define −D2
N as a closed operator on L2(N,EN⊗B) by requiring that C∞(N,EN⊗

B) is a core of −D2
N .

For t→ 0 the heat kernel can be estimated as follows:

Lemma 3.2.1. Let ε > 0 be smaller than the injectivity radius of N and let χ :
[0,∞)→ [0, 1] be a smooth monotonously decreasing function such that χ(r) = 1 for
r ≤ ε/2 and χ(r) = 0 for r ≥ ε.

Let A be a differential operator of order m on C∞(N,EN).

Then there is C > 0 such that for all x, y ∈ N and for all t > 0 it holds:

|Axkt(x, y)| ≤ C + Ct−(n+m)/2e−d(x,y)
2/4tχ(d(x, y))

m∑
i=0

d(x, y)it
i
2 .

Proof. This follows from [BGV], prop. 2.46, and its proof.
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Proposition 3.2.2. Let A be a differential operator of order m on C∞(N,EN ⊗
B). Then there is C > 0 such that the action of the integral kernel Axkt(x, y) on
L2(N,EN ⊗ B) is bounded by C(1 + t−m/2) for all t > 0.

Proof. Choose a finite open covering {Uν}ν∈I of N of normal coordinate patches and
assume that for any x, y ∈ Uν the shortest geodesics connecting x and y is in Uν .

Then there are c1, c2 > 0 such that for all ν ∈ I and all x, y ∈ Uν it holds

c1|x− y|ν ≤ d(x, y) ≤ c2|x− y|ν ,

where | · |ν denotes the euclidian distance on Uν defined by the coordinates.

Let {ϕν}ν∈I be a partition of unity subordinate to the covering {Uν}ν∈I .
Let ε > 0 be smaller than the injectivity radius of N and so small, that for any
ν ∈ I it holds {x ∈ N | d(x, suppϕν) ≤ ε} ⊂ Uν . Then for χ as in the previous
lemma it follows

ϕν(x)χ(d(x, y)) ≤ ϕν(x)χ(c1|x− y|ν)1Uν (y) .

By the previous lemma there is C > 0 such that for all x, y ∈ N and t > 0 it holds:

|Axkt(x, y)| ≤ C+Ct−(n+m)/2
∑
ν∈J

ϕν(x)
(
e−c

2
1|x−y|2ν/4tχ(c1|x−y|ν)

m∑
i=0

ci2|x−y|iνt
i
2

)
1Uν (y) .

The ν-th term of the outer sum is supported on Uν×Uν and is of the form ϕν(x)f(x−
y)1Uν (y) in the coordinates of Uν × Uν with f ∈ L1(IRn) and there is C > 0 such
that

∥f∥L1 ≤ Ctn/2(1 + tm/2)

for all t > 0.

The assertion follows now from prop. 5.2.3 and cor. 5.2.5.

Proposition 3.2.3. 1. The family of integral kernels kt(x, y) defines a bounded
strongly continuous semigroup on L2(N,EN ⊗ B) that may be extended to a
bounded holomorphic semigroup. Its generator is −D2

N .

2. The family of integral kernels kt(x, y) defines a bounded strongly continuous
semigroup on Cm(N,EN ⊗ B) for any m ∈ IN0.

Proof. 1) By the previous proposition the action of the integral kernel kt(x, y) on
L2(N,EN ⊗ B) is uniformly bounded for t > 0. On L2(N,EN) ⊙ B it converges
strongly to the identity. Thus kt(x, y) induces a bounded strongly continuous semi-
group on L2(N,EN ⊗ B).
On C∞(N,EN ⊗ B) the action of the generator coincides with the action of −D2

N .
Since C∞(N,EN ⊗B) is invariant under the semigroup and dense in L2(N,EN ⊗B),
it is a core for the generator. Hence the generator is −D2

N .
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By the previous proposition there is C > 0 such that on L2(N,EN ⊗B) it holds for
all 0 < t < 1:

∥D2
Ne

−tD2
N∥ < Ct−1 .

Since for t > 0 it holds Ran e−tD
2
N ⊂ C∞(N,EN ⊗B) ⊂ domD2

N , it follows, by prop.
5.4.3, that e−tD

2
N extends to a holomorphic semigroup.

Since the integral kernel of D2
Ne

−tD2
N is exponentially decaying in the supremum-

snorm for t→∞ it follows that D2
Ne

−tD2
N is exponentially decaying as an operator

on L2(N,EN ⊗ B).
By prop. 5.4.3 this shows that the holomorphic extension is bounded.

2) follows from the fact that kt(x, y) defines a strongly continuous bounded semi-
group on Cm(N,EN) by [BGV], th. 2.30, and that Cm(N,EN⊗B) ∼= Cm(N,EN)⊗ε
B.

3.3 The heat semigroup on [0, 1]

3.3.1 The semigroup

Let (P0, P1) be a pair of transverse Lagrangian projections of A2d with P0, P1 ∈
M2d(A∞) and let DI be the associated operator on L2([0, 1],A2d) defined in §2.2.1.
We now define an action of DI on L2([0, 1], (Ω̂≤µAi)2d): Let DI , as an un-

bounded operator on L2([0, 1], (Ω̂≤µAi)2d), be the closure of I0∂ with domain

C∞
R ([0, 1], (Ω̂≤µAi)2d).

We determine the resolvent set of DI :

Let U ∈ M2d(A∞) be a unitary with UI0 = I0U and UP0U
∗ = Ps and let p ∈

Md(A∞) be such that

UP1U
∗ = 1

2

(
1 p∗

p 1

)
.

The unitaries U and p exist by lemma 1.4.3.

Proposition 3.3.1. Let λ ∈ C with exp(−2iλ) /∈ σ(p). Then it holds:

1. The operator DI − λ has a bounded inverse on L2([0, 1], (Ω̂≤µAi)2d).

2. The inverse (DI − λ)−1 maps C l
R([0, 1], (Ω̂≤µAi)2d) isomorphically onto

C l+1
R ([0, 1], (Ω̂≤µAi)2d) for any l ∈ IN0.

3. The inverse (DI − λ)−1 maps L2([0, 1], (Ω̂≤µAi)2d) continuously to

C([0, 1], (Ω̂≤µAi)2d).

Proof. The inverse of DI − λ is given by

((DI − λ)−1f)(x) =

∫ x

0

I0e
I0λ(x−y)f(y)dy +

∫ 1

0

eI0λ(x−y)A(y)f(y)dy
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with

A(y) = U∗ i

p− e−2iλ

(
p e−2iλ(1−y)

pe−2iλy e−2iλ

)
U .

It is easily seen that this map fulfills 1),2) and 3).

We define DI as an unbounded operator on C l
R([0, 1], (Ω̂≤µAi)2d), l ∈ IN0, by set-

ting domDI := C l+1
R ([0, 1], (Ω̂≤µAi)2d). By the previous proposition DI is a closed

operator on C l
R([0, 1], (Ω̂≤µAi)2d).

As before DI is also denoted by DIs if R = (Ps, 1− Ps).
Now we show that −D2

I generates a holomorphic semigroup on L2([0, 1], (Ω̂≤µAi)2d)
as well as on C l

R([0, 1], (Ω̂≤µAi)2d). This will be done by first proving that −D2
Is

generates a holomorphic semigroup and then applying prop. 5.4.10.

Furthermore the knowledge of the resolvent set of −D2
I yields a norm estimate of

the semigroup e−tD
2
I for large t.

Lemma 3.3.2. Assume that R = (Ps, 1− Ps).

The operator −D2
Is

is the generator of a bounded holomorphic semigroup e−tD
2
Is on

L2([0, 1], (Ω̂≤µAi)2d)and on C l
R([0, 1], (Ω̂≤µAi)2d) for any l ∈ IN0.

Proof. Let kt be the integral kernel of e
−tD2

Is (see §3.1.1) and let S(t) be the induced
integral operator.

By lemma 3.1.2 and prop. 5.2.3 the family S(t) is uniformly bounded
on L2([0, 1], (Ω̂≤µAi)2d) for t > 0 and the family D2

Is
S(t) is bounded on

L2([0, 1], (Ω̂≤µAi)2d) by C(1 + t−1)e−ωt for some C, ω > 0 and all t > 0.

Since S(t) converges strongly to the identity on L2([0, 1],C2d)⊙ Ω̂≤µAi for t→ 0, it
is a strongly continuous semigroup.

By prop. 5.4.3 it extends to a bounded holomorphic semigroup.

The kernel H from §3.1.1 defines a bounded holomorphic semigroup on
Ck(IR/4ZZ, (Ω̂≤µAi)2d) as well by prop. 3.2.3. This implies that S(t) restricts to

a bounded holomorphic semigroup on Ck
R([0, 1], (Ω̂≤µAi)2d). In particular it follows

that C∞
R ([0, 1], (Ω̂≤µAi)2d) is a core of the generator of S(t) on L2([0, 1], (Ω̂≤µAi)2d).

Thus the generator is −D2
Is
.

Proposition 3.3.3. The operator −D2
I generates a holomorphic semigroup e−tD

2
I

on L2([0, 1], (Ω̂≤µAi)2d) as well as on Ck
R([0, 1], (Ω̂≤µAi)2d) for all k ∈ IN0, and there

are C, ω > 0 such that for all t ≥ 0 it holds

∥e−tD2
I∥ ≤ Ce−ωt

on L2([0, 1], (Ω̂≤µAi)2d) and on Ck
R([0, 1], (Ω̂≤µAi)2d).
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Proof. The following arguments hold on L2([0, 1], (Ω̂≤µAi)2d) as well as on

Ck
R([0, 1], (Ω̂≤µAi)2d):

The operator DI−U∗DIsU is bounded by prop. 2.2.2. Since U∗DIsU has a bounded
inverse by prop. 3.3.1 and −U∗D2

Is
U generates a bounded holomorphic semigroup

by the previous lemma, we can apply prop. 5.4.10: It follows that −D2
I generates a

holomorphic semigroup.

By prop. 3.3.1 there is ω > 0 such that the spectrum of D2
I on L

2([0, 1], (Ω̂≤µAi)2d)
as well as on C l

R([0, 1], (Ω̂≤µAi)2d) is in ]ω,∞[, hence by prop. 5.4.2 there is C > 0
with ∥e−tD2

I∥ ≤ Ce−ωt .

3.3.2 The integral kernel

Let DI and let R = (P0, P1) be as in the previous section.

By cutting and pasting we construct an approximation of the semigroup e−tD
2
I :

Let DI0 be defined analogously to DI with boundary conditions given by (P0, 1 −
P0), and let DI1 be defined analogously to DI with boundary conditions given by
(1− P1, P1).

From lemma 1.4.3 and §3.1.1 it follows that e
−tD2

Ik , k = 0, 1 is an integral operator
for t > 0. Let ekt (x, y) be its integral kernel.

Let ϕ0 : [0, 1]→ [0, 1] be a smooth function with suppϕ0 ⊂ [0, 2
3
[ and supp(1−ϕ0) ⊂

]1
3
, 1] and let ϕ1 := (1 − ϕ0). Furthermore choose smooth functions γ0, γ1 : [0, 1] →

[0, 1] with

• γk|suppϕk = 1, k = 0, 1 ,

• supp γ′k ∩ suppϕk = ∅, k = 0, 1 ,

• supp γ0 ⊂ [0, 5
6
] and supp γ1 ⊂ [1

6
, 1] .

Let
et(x, y) = γ0(x)e

0
t (x, y)ϕ0(y) + γ1(x)e

1
t (x, y)ϕ1(y)

and write Et for the corresponding integral operator. Set E0 := 1.

Then Et is strongly continuous on L2([0, 1], (Ω̂≤µAi)2d) and on C l
R([0, 1], (Ω̂≤µAi)2d)

at any t ≥ 0.

For f ∈ C∞
R ([0, 1], (Ω̂≤µAi)2d) the function [0,∞) → L2([0, 1], (Ω̂≤µAi)2d), t 7→

Etf is even differentiable. Hence by Duhamel’s principle (prop. 5.4.5) it holds in
L2([0, 1], (Ω̂≤µAi)2d) for f ∈ C∞

R ([0, 1], (Ω̂≤µAi)2d):

(∗) e−tD
2
If − Etf = −

∫ t

0

e−(t−s)D2
I (
d

ds
+D2

I )Etf ds .

In the next proposition we apply this equation: We prove that e−tD
2
I is an integral

operator with smooth integral kernel for t > 0 by showing that the right hand side
is an integral operator with smooth integral kernel.
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Before we fix some notation: In the following the norm on M2d(Ai) is denoted by
| · |.
Furthermore Ck

R([0, 1],M2d(Ω̂≤µAi)) with k ∈ IN0 resp. k = ∞ means subspace

of Ck([0, 1],M2d(Ω̂≤µAi)) containing those functions whose column vectors are ele-

ments of Ck
R([0, 1], (Ω̂≤µAi)2d). Then any bounded operator on Ck

R([0, 1], (Ω̂≤µAi)2d)
acts as a bounded operator on Ck

R([0, 1],M2d(Ω̂≤µAi)) in an obvious way.

Proposition 3.3.4. For t > 0 the operator e−tD
2
I is an integral operator. For its

integral kernel kt it holds:

1. The map

(0,∞)→ C∞([0, 1], C∞
R ([0, 1],M2d(A∞))), t 7→

(
y 7→ kt(·, y)

)
is well-defined and smooth.

2. It holds kt(x, y) = kt(y, x)
∗.

3. For any m,n ∈ IN0 and any δ > 0 there is C > 0 such that it holds

|∂mx ∂ny kt(x, y)− ∂mx ∂ny et(x, y)| ≤ Ct
∑
k=0,1

e−
d(y,supp γ′k)2

(4+δ)t 1suppϕk(y)

for all t > 0 and all x, y ∈ [0, 1].

Proof. Let f ∈ C∞
R ([0, 1], (Ω̂≤µAi)2d). From (∗) it follows

e−tD
2
If − Etf =

∑
k=0,1

∫ t

0

∫
[0,1]

e−sD
2
I (γ′k∂ + ∂γ′k)e

k
t−s(·, y)ϕk(y)f(y) dyds .

By lemma 3.1.1 the map

t 7→
(
y 7→ (γ′k∂ + ∂γ′k)e

k
t (·, y)ϕk(y)

)
can be extended by zero to a smooth map from [0,∞) to
C∞([0, 1], C∞

R ([0, 1],M2d(Ai)).
Since e−sD

2
I acts as a uniformly bounded operator on C∞

R ([0, 1],M2d(Ai)) by lemma
3.1.1 it follows that the operator on the right hand side is an integral operator with
smooth integral kernel.

Hence also e−tD
2
I is an integral operator with smooth integral kernel. Its integral

kernel satisfies 1) by the preceeding arguments.

The selfadjointness of e−tD
2
I implies 2).
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Since d(suppϕk, supp γ
′
k) > ε for some ε > 0, there is C > 0 by lemma 3.1.2 such

that for all x, y ∈ [0, 1] and t > 0 it holds:

|∂mx ∂ny
(
kt(x, y)− et(x, y)

)
|

≤ C
∑
k=0,1

∫ t

0

∥e−sD2
I (γ′k∂ + ∂γ′k)∂

n
y

(
ekt−s(·, y)ϕk(y)

)
∥Cmds 1suppϕk(y)

≤ C
∑
k=0,1

∫ t

0

e−
d(y,supp γ′k)2

(4+δ)(t−s) ds 1suppϕk(y)

≤ C
∑
k=0,1

te−
d(y,supp γ′k)2

(4+δ)t 1suppϕk(y) .

This shows statement 3).

Corollary 3.3.5. Let kt(x, y) be the integral kernel of e−tD
2
I .

For any m,n ∈ IN0 and δ, ε > 0 we find C > 0 such that for all x, y ∈ [0, 1] with
d(x, y) > ε and t > 0 it holds

|∂mx ∂ny kt(x, y)| ≤ Ce−
d(x,y)2

(4+δ)t + Ct
∑
k=0,1

e−
d(y,supp γ′k)2

(4+δ)t 1suppϕk(y).

Proof. This follows from the previous proposition and lemma. 3.1.2.

Corollary 3.3.6. Let kt(x, y) be the integral kernel of e−tD
2
I .

Let ω be as in prop. 3.3.2. For any m,n ∈ IN0 there is C > 0 such that for any
t > 0 and any x, y ∈ [0, 1] it holds

|∂mx ∂ny kt(x, y)| ≤ C(1 + t−
m+n+1

2 )e−ωt .

Proof. There is C > 0 such that for all x, y ∈ [0, 1] and all 0 < t < 1 it holds

|∂mx ∂ny kt(x, y)− ∂mx ∂ny et(x, y)| ≤ Ct
∑
k=0,1

e−
d(y,supp γ′k)2

5t 1suppϕk(y) ,

hence by lemma 3.1.2

|∂mx ∂ny kt(x, y)| ≤ C(1 + t−
m+n+1

2 ) .

For all t > 1 and y ∈ [0, 1] it holds

kt(·, y) = e−(t−1)D2
Ik1(·, y) .

The assertion follows now since (y 7→ k1(·, y)) ∈ Cn([0, 1], Cm
R ([0, 1],M2d(Ai))) and

since by prop. 3.3.3 implies the action of e−(t−1)D2
I on Cm

R ([0, 1],M2d(Ai)) is bounded
by Ce−ωt for some C, ω > 0 and any t > 1.
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The following facts will be needed when we define the η-form.

Lemma 3.3.7. Let kt be the integral kernel of e−tD
2
Is .

Then for all x, y ∈ [0, 1] and t > 0 it holds

tr(DIs)xkt(x, y) = 0.

Proof. Let S := 2Ps − 1 ∈ Gl2d(C). It holds S2 = 1, SI + IS = 0, SPs = Ps and
S(1− Ps) = −(1− Ps).

This implies SDIe
−tD2

Is +DIe
−tD2

IsS = 0. Therefore it holds

S(DIs)xkt(x, y) + (DIs)xkt(x, y)S = 0 ,

hence
tr(DIs)xkt(x, y) = tr(−S(DIs)xkt(x, y)S) = −tr(DIs)xkt(x, y) .

It follows tr(DIs)xkt(x, y) = 0.

Corollary 3.3.8. Let now (DIkt) be the integral kernel of DIe
−tD2

I . It holds uni-
formly on [0, 1]:

lim
t→0

tr(DIkt)(x, x) = 0 .

Proof. By the previous lemma it holds tr(DI)xet(x, y) = 0 for all x, y ∈ [0, 1]. Then
the assertion follows from the estimate in prop. 3.3.4.

3.4 The heat semigroup on the cylinder

Let Z = IR× [0, 1].

Let R = (P0, P1) be a pair of pairwise transverse Lagrangian projections of A2d with
P0, P1 ∈ M2d(A∞) and let DZ be the associated operator on L2(Z,A4d) defined in
§2.3.
In this section we define an action of DZ as an unbounded operator on
L2(Z, (Ω̂≤µAi)4d) and study its properties. If not specified the notation is as in
§2.3.
First we define the following function spaces and operators:

Let

C0
R(Z, (Ω̂≤µAi)4d) := {f ∈ C0(Z, (Ω̂≤µAi)4d) |

(Pi ⊕ Pi)f(x, i) = f(x, i) for x ∈ IR, i = 0, 1} ,

and define for k ∈ IN inductively

Ck
R(Z, (Ω̂≤µAi)4d) := {f ∈ Ck(Z, (Ω̂≤µAi)4d) | f, ∂Zf ∈ Ck−1

R (Z, (Ω̂≤µAi)4d)} .
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Furthermore set

C∞
R (Z, (Ω̂≤µAi)4d) :=

∩
k∈IN

Ck
R(Z, (Ω̂≤µAi)4d) .

Further suffixes, like c or 0 . . . , have their usual meaning.

These spaces are endowed with the subspace topologies.

For a Fréchet space V we define the Schwarz spaces

S(Z, V ) := S(IR)⊗ C∞([0, 1], V ) .

Moreover let SR(Z, (Ω̂≤µAi)4d) be S(Z, (Ω̂≤µAi)4d) ∩ C∞
R (Z, (Ω̂≤µAi)4d) as a vector

space with the topology induced by S(Z, (Ω̂≤µAi)4d).

Let DZ as an unbounded operator on L2(Z, (Ω̂≤µAi)4d) be the closure of ∂Z with

domain SR(Z, (Ω̂≤µAi)4d).

Note that at the moment it is not clear whether D2
Z is closed on L2(Z, (Ω̂≤µAi)4d).

We define ∆ as the closure of −∂2x1 − ∂
2
x2

with domain SR(Z, (Ω̂≤µAi)4d).

Let ∆IR be the closure of −∂2x1 with domain SR(Z, (Ω̂≤µAi)4d).

Let D̃I be the closure of I∂x2 as an unbounded operator on L2(Z, (Ω̂≤µAi)4d) with
domain SR(Z, (Ω̂≤µAi)4d).

LetDI be the operator on L
2([0, 1], (Ω̂≤µAi)2d) from §3.3.1 with boundary conditions

defined by (P0, P1). Let k
I
t be the integral kernel of e−tD

2
I . It exists by lemma 3.3.4.

By prop. 3.3.1 the operator DI has a bounded inverse on L2([0, 1], (Ω̂≤µAi)2d).
Since the space L2(Z, (Ω̂≤µAi)4d) can be identified with L2(IR, L2([0, 1], (Ω̂≤µAi)4d))
by lemma 5.2.2, it follows that D̃I has a bounded inverse on L2(Z, (Ω̂≤µAi)4d). Hence
−D̃2

I is closed.

By an analogous argument it follows that −D̃2
I generates a bounded holomorphic

semigroup on L2(Z, (Ω̂≤µAi)4d) with integral kernel kIt (x2, y2)⊕ kIt (x2, y2) for t > 0,
where kIt is the integral kernel of e−tD

2
I . It exists by lemma 3.3.4.

It holds ∆ = ∆IR + D̃2
I . Hence we have a natural candidate for the integral kernel

of a semigroup generated by −∆, namely

kZt (x, y) :=
1√
4πt

e−
(x1−y1)

2

4t (kIt (x2, y2)⊕ kIt (x2, y2)) .

In the next proposition the corresponding family of integral operator is studied.
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In the following let ω > 0 be such that it holds on L2(Z, (Ω̂≤µAi)4d) for all t ≥ 0:

∥e−tD̃2
I∥ ≤ Ce−ωt .

The existence of such an ω follows from prop. 3.3.3.

Proposition 3.4.1. 1. The integral kernel kZt (x, y) defines a holomorphic semi-
group on L2(Z, (Ω̂≤µAi)4d) whose generator is −∆.

2. For any m ∈ IN0 the kernel kZt (x, y) is the integral kernel of a holomorphic
semigroup on Cm

R (Z, (Ω̂≤µAi)4d). It is denoted by e−t∆ as well.

3. Let A be a differential operator of order m on C∞(Z, (Ω̂≤µAi)4d). Then it

holds for the operator Ae−t∆ on L2(Z, (Ω̂≤µAi)4d) as well as for Ae−t∆ :

Cn
R(Z, (Ω̂≤µAi)4d)→ Cn(Z, (Ω̂≤µAi)4d) with n ∈ IN0:

There is C > 0 such that

∥Ae−t∆∥ ≤ C(1 + t−m/2)e−ωt

for all t > 0.

Proof. 1) By lemma 5.2.3 the kernel 1√
4πt
e−

(x1−y1)
2

4t defines a uniformly bounded

family of operators on L2(Z, (Ω̂≤µAi)4d) for t > 0. For t → 0 it converges strongly

to the identity on L2(Z) ⊙ (Ω̂≤µAi)4d, thus it is a strongly continuous semigroup.

The space SR(Z, (Ω̂≤µAi)4d) is invariant under the action of the semigroup and the
generator’s action on that space is given by ∂2x2 . Hence the generator is −∆IR.

By checking the assumptions of prop. 5.4.3 we show that the semigroup e−t∆IR

extends to a holomorphic one:

The operator (i∂x1)e
−t∆IR equals the convolution with the function g(x1) :=

−c(dx1) 1√
4πt

(
x1
2t

)
e−x

2
1/4t. Since there is C > 0 such that for 0 < t < 1 it holds

∥g∥L1 ≤ Ct−1/2 it follows

∥(i∂x1)e−t∆IR∥ ≤ Ct−1/2 ,

on L2(Z, (Ω̂≤µAi)4d), hence it holds for 0 < t < 1:

∥∆IRe
−t∆IR∥ ≤ ∥(i∂x1)e−(t/2)∆IR∥2 ≤ Ct−1 .

It follows that the semigroup e−t∆IR is holomorphic on L2(Z, (Ω̂≤µAi)4d).
Note that this estimate also holds on CR(Z, (Ω̂≤µAi)4d) showing that e−t∆IR is a

holomorphic semigroup on CR(Z, (Ω̂≤µAi)4d) as well.

Since the semigroups e−t∆IR and e−tD̃
2
I commute with each other, their composition is

a holomorphic semigroup. The space SR(Z, (Ω̂≤µAi)4d) is invariant under the action
of the semigroup and the generator acts on it as ∂2x1 + ∂2x2 . Thus the generator is
−∆.

55



2) Using the fact that for f ∈ Cn
R(Z, (Ω̂≤µAi)4d), n ∈ IN, it holds (i∂xj)e

−t∆f =
e−t∆(i∂xj)f, j = 0, 1, the assertion can be reduced to the case n = 0.

It follows from prop. 3.3.3 that the action of the integral kernel kIt (x2, y2) ⊕
kIt (x2, y2) on CR(Z, (Ω̂≤µAi)4d) extends to a holomorphic semigroup, and in 1)

we showed that the integral kernel 1√
4πt
e−

(x1−y1)
2

4t defines a holomorphic semi-

group on CR(Z, (Ω̂≤µAi)4d). Hence the kernel kZt (x, y) defines a semigroup on

CR(Z, (Ω̂≤µAi)4d) that extends to a holomorphic one.

3) We can restrict to the case that A has constant coefficients and furthermore to
the case n = 0 by the argument in the proof of 2).

In the following the operator norms can be understood with respect to the action
on L2(Z, (Ω̂≤µAi)4d) as well as with respect to the action on CR(Z, (Ω̂≤µAi)4d).
We decompose the differential operator A in a sum of operators ahkD̃

h
I (i∂x1)

k with
ahk ∈M4d(Ω̂≤µAi) and h+ k ≤ m. It holds

D̃h
I (i∂x1)

ke−t∆ = D̃h
I e

−tD̃2
I (i∂x1)

ke−t∆IR .

By cor. 5.4.9 there is C > 0 such that for 0 < t it holds:

∥Dh
I e

−tD2
I∥ ≤ Ct−h/2e−ωt .

It follows
∥D̃h

I e
−tD̃2

I∥ ≤ Ct−h/2e−ωt .

By the estimate in the proof of 1) it holds for 0 < t < 1:

∥(i∂x1)ke−t∆IR∥ ≤ ∥(i∂x1)e−(t/k)∆IR∥k ≤ Ct−k/2 .

Now the assertion follows from the fact that e−t∆IR is uniformly bounded.

Corollary 3.4.2. Let λ ∈ C with Reλ2 < ω.

1. The operator DZ − λ is invertible on SR(Z, (Ω̂≤µAi)4d).

2. The operator DZ − λ is invertible on L2(Z, (Ω̂≤µAi)4d).

3. It holds ∆ = D2
Z.

Proof. 1) For any seminorm ∥ · ∥ of SR(Z, (Ω̂≤µAi)4d) there is C > 0 such that it

holds ∥e−t∆IRf∥ ≤ C∥f∥ and ∥e−tD̃2
If∥ ≤ Ce−ωt for all f ∈ SR(Z, (Ω̂≤µAi)4d). Hence

e−t∆ restricts to a bounded operator on SR(Z, (Ω̂≤µAi)4d) and the integral

G(λ) :=

∫ ∞

0

(DZ + λ)e−t(∆−λ2)dt

converges as a bounded operator on SR(Z, (Ω̂≤µAi)4d). It inverts DZ − λ on

SR(Z, (Ω̂≤µAi)4d).

56



2) The operator G(λ) extends to a bounded operator on L2(Z, (Ω̂≤µAi)4d) since
by the previous proposition there is C > 0 such that for all t > 0 it holds on
L2(Z, (Ω̂≤µAi)4d):

∥(DZ + λ)e−t(∆−λ2)∥ ≤ C(1 + t−
1
2 )e−(ω−Reλ2)t .

From 1) it follows, that G(λ) inverts DZ − λ on L2(Z, (Ω̂≤µAi)4d) as well.

3) From 1) it follows that SR(Z, (Ω̂≤µAi)4d) is a core for the closure of D2
Z , hence

the closure of D2
Z equals ∆. From 2) it follows that the operator D2

Z is closed.

Proposition 3.4.3. Let λ ∈ C with Reλ < ω.

1. The operator (D2
Z − λ)−1 maps L2(Z, (Ω̂≤µAi)4d) continuously to

C(Z, (Ω̂≤µAi)4d).

2. Let n ∈ IN, n ≥ 2. The operator (D2
Z − λ)−n maps L2(Z, (Ω̂≤µAi)4d) continu-

ously to C2n−3(Z, (Ω̂≤µAi)4d).

Proof. 1) For Reλ < ω it holds on L2(Z, (Ω̂≤µAi)4d):

(D2
Z − λ)−1 =

∫ ∞

0

e−t(D
2
Z−λ)dt

=

∫ ∞

0

eλte−t∆
2
IRe−tD̃

2
Idt .

By prop. 3.3.1 the operator D−1
I : L2([0, 1], (Ω̂≤µAi)2d) → C([0, 1], (Ω̂≤µAi)2d) is

bounded.

Thus the family of operators

e−tD̃
2
I = D̃−1

I D̃Ie
−tD̃2

I : L2(Z, (Ω̂≤µAi)4d)→ L2(IR, C([0, 1], (Ω̂≤µAi)4d))

is bounded by C(1 + t−
1
2 )e−ωt for all t > 0.

Furthermore the family

e−t∆IR : L2(IR, C([0, 1], (Ω̂≤µAi)4d))→ C(IR, C([0, 1], (Ω̂≤µAi)4d))

is bounded by sup
x1∈IR

∥ 1√
4πt
e−

(x1−y1)
2

4t ∥L2
y1
, hence by some Ct−1/4. It follows

that the integral converges in the bounded operators from L2(Z, (Ω̂≤µAi)4d) to

C(Z, (Ω̂≤µAi)4d).
2) We show that for any k ∈ IN0, k ≤ 2n− 3, the map

D̃k
I (i∂x1)

2n−3−k(D2
Z − λ)−n : SR(Z, (Ω̂≤µAi)4d)→ C(Z, (Ω̂≤µAi)4d)

extends to a bounded operator L2(Z, (Ω̂≤µAi)4d)→ C(Z, (Ω̂≤µAi)4d):
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On SR(Z, (Ω̂≤µAi)4d) it holds

(i∂x1)
2 = ∆IR = D2

Z − D̃2
I

and
i∂x1 = −ic(dx1)DZ + iD̃I .

Note that c(dx1) anticommutes with D̃I . By these facts and by 1) it is enough to
show that

(D2
Z − λ)D̃k

ID
2n−3−k
Z (D2

Z − λ)−n = D̃k
ID

2n−3−k
Z (D2

Z − λ)−n+1

extends to a bounded operator on L2(Z, (Ω̂≤µAi)4d).
Since DZ and D̃I are invertible, prop. 5.4.7 implies that there are bounded in-
volutions I1, I2 on L2(Z, (Ω̂≤µAi)4d) satisfying [I1, D̃I ] = 0, [I2, DZ ] = 0, further
D̃I = I1|D̃I | and DZ = I2|DZ |. Thus we only need to consider the operator

|D̃I |k|DZ |2n−3−k(D2
Z − λ)−n+1

=
(
|D̃I |

k
n−1 |DZ |

(2n−3−k)
n−1 (D2

Z − λ)−1
)n−1

.

On SR(Z, (Ω̂≤µAi)4d) the term in brackets can be re-written as∫ ∞

0

|D̃I |
k

n−1 e−
t
2
D̃2

Ie−
t
2
D2

IR|DZ |
(2n−3−k)

n−1 e−
t
2
D2

Zdt .

The integral converges as a bounded operator on L2(Z, (Ω̂≤µAi)4d) since by cor.
5.4.9 the integrand can be estimated for small t by

C
( t
2

)−( k
2n−2

)( t
2

)−( 2n−3−k
2n−2

)
= C

( t
2

)−( 2n−3
2n−2

)

and since for large t it is exponentially decaying.

In the following | · | denotes the norm on M4d(Ai).

Lemma 3.4.4. For any ε > 0 and α, β ∈ IN2
0 there are c, C > 0 such that for all

x, y ∈ Z with d(x, y) > ε and all t > 0 it holds

|∂αx∂βy kZt (x, y)| ≤ Ce−
d(x,y)2

ct .

Proof. For m,n ∈ IN0 there are C, c > 0 such that it holds

|∂mx2∂
n
y2
kIt (x2, y2)| ≤ Ce−

(x2−y2)
2

ct

for |x2 − y2| ≥ ε/2 and t > 0. This follows from cor. 3.3.5 for t < 1 and from cor.

3.3.6 for t ≥ 1. For |x2− y2| ≤ ε/2 the left hand side it bounded by C(1 + t−
m+n+1

2 )
by cor. 3.3.6.
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Hence there are c1, c2, C > 0 such that for d(x, y) > ε and t > 0 it holds

|∂αx∂βy
(

1√
4πt

e−
(x1−y1)

2

4t

(
kIt (x2, y2)⊕ kIt (x2, y2)

))
|

≤ C
1√
4πt

e−
(x1−y1)

2

4t

(
e
− (x2−y2)

2

c1t 1IR\[0,ε/2](|x2 − y2|)

+(1 + t−
|α|+|β|+2

2 )1[0,ε/2](|x2 − y2|)
)

≤ Ce
− d(x,y)2

c2t .

In the next lemma we write SR(Z,M4d(Ai)) for the subspace of S(Z,M4d(Ai))
containing those functions whose columns are in SR(Z,A4d

i ). Then operators
on SR(Z,A4d

i ) act on SR(Z,M4d(Ai)) as well – column by column. The space
C∞
Rc(Z,M4d(Ai)) is analogously defined.

Lemma 3.4.5. Let λ ∈ C with Reλ < ω. Let ξ1, ξ2 ∈ C∞(Z) be functions with
disjoint support and assume that the support of ξ2 is compact.

Then for any n ∈ IN the operator ξ1(D
2
Z−λ)−nξ2 is an integral operator with integral

kernel κ such that (y 7→ κ(·, y)) ∈ C∞
c (Z,SR(Z,M4d(Ai))) and (x 7→ κ(x, ·)∗) ∈

S(Z,C∞
Rc(Z,M4d(Ai))).

In particular ξ1(D
2 − λ)−nξ2 maps L2(Z, (Ω̂≤µAi)4d) continuously to

SR(Z, (Ω̂≤µAi)4d).

Proof. We prove the claim first for n = 1:

Let f ∈ C∞
Rc(Z, (Ω̂≤µAi)4d).

Then it holds in L2(Z, (Ω̂≤µAi)4d):

ξ1(D
2
Z − λ)−1ξ2f =

∫ ∞

0

ξ1e
−t(D2

Z−λ)ξ2f dt

=

∫ ∞

0

∫
Z

ξ1k
Z
t (·, y)eλtξ2(y)f(y) dydt .

Let ε > 0 be such that d(supp ξ1, supp ξ2) > ε.

By the previous lemma it follows that there are c, C > 0 such that for all x, y ∈ Z
and all t > 0 it holds:

|ξ1(x)eλtkZt (x, y)ξ2(y)| ≤ C1{t>1}(t)|ξ1(x)|e(Reλ−ω)te−
(x1−y1)

2

4t |ξ2(y)|

+C1{t≤1}(t)|ξ1(x)|e−
d(x,y)2

ct |ξ2(y)| .

Analogous estimates hold for the partial derivatives. Hence we can interchange the
order of integration. It follows that ξ1(D

2
Z − λ)−1ξ2 is an integral operator with

integral kernel

κ(x, y) :=

∫ ∞

0

ξ1(x)e
−λtkZt (x, y)ξ2(y)dt .
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The other statements of the lemma also follows from the estimates.

For n > 1 choose a smooth compactly supported function ψ : Z → [0, 1] such that
suppψ ∩ supp ξ1 = ∅ and supp(1− ψ) ∩ supp ξ2 = ∅. Then

ξ1(D
2
Z − λ)−nξ2 = ξ1(D

2
Z − λ)−1ψ(D2

Z − λ)−n+1ξ2

+ξ1(D
2
Z − λ)−1(1− ψ)(D2

Z − λ)−n+1ξ2 .

By induction the lemma can be applied to ξ1(D
2
Z−λ)−1ψ and (1−ψ)(D2

Z−λ)−n+1ξ2.
The statement of the lemma follows for ξ1(D

2
Z − λ)−nξ2 from this and the fact that

by cor. 3.4.2 the operator (D2
Z − λ)−m acts continuously on SR(Z,M4d(Ai)) for any

m ∈ IN.

3.5 The heat semigroup on M

3.5.1 Definitions

Recall that we defined D(ρ)2 as an unbounded operator on the Hilbert A-module
L2(M,E⊗A) in §2.1.1 and §2.5. Now we define an action of it on L2(M,E⊗Ω̂≤µAi):
Let D(ρ)2i as an unbounded operator on L2(M,E ⊗Ai) be the restriction of D(ρ)2

to

domD(ρ)2i := {f ∈ domD(ρ)2 ∩ L2(M,E ⊗Ai) | D(ρ)2f ∈ L2(M,E ⊗Ai)} .

It is closed.

Let D(ρ)2µ,i be the closure of the unbounded operator on L2(M,E ⊗ Ω̂≤µAi) whose
domain is given by the right Ω̂≤µAi-submodule of L2(M,E ⊗ Ω̂≤µAi) generated
by domD(ρ)2i and whose action is defined by D(ρ)2µ,i(fω) := (D(ρ)2i f)ω for f ∈
domD(ρ)2i , ω ∈ Ω̂≤µAi.
Note that the notation is misleading: It suggests that D(ρ)2µ,i is the square of some

unbounded operator on L2(M,E ⊗ Ω̂≤µAi), but this is not clear for the moment.

In the following we suppress the indices.

Define D2
s as a closed operator on L2(M,E ⊗ Ω̂≤µAi) in an analogous way.

We will often make use of cutting and pasting arguments. Here we fix the setting:

Let kK be the integral kernel of K. Let 0 < b0 ≤ 1
4
be small enough and r0 > 0

large enough such that

supp kK ∩
(
(F (r0, b0)×M) ∪ (M × F (r0, b0))

)
= ∅ ,

where F (r0, b0) was defined in §1.1.
Let U(r0, b0) be the open covering that was defined in §1.1 and in §2.5.
Choose a smooth partition of unity {ϕk}k∈J subordinate to U(r0, b0) and smooth
functions {γk}k∈J on M such that for all k ∈ J it holds
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• supp γk ⊂ Uk,

• supp(1− γk) ∩ suppϕk = ∅,

• the derivatives ∂e2(ϕk|F ) and ∂e2(γk|F ) vanish in a neighbourhood of ∂M .

Let EN be a hermitian Clifford module on a compact spin manifold N that is
trivial as a vector bundle and assume that there is an isometric Clifford module
isomorphism E|U♣ → EN , whose base map is an isometric embedding. Let DN be
the associated Dirac operator. We identify U♣ with its image in N and E|U♣ with
its image in EN .

Since the support of kK is in U♣ × U♣, the restriction of D(ρ) = D + ρK to U♣
extends to an operator DN + ρK on the sections of EN .

For k ∈ ZZ/6 let DZk
be the operator DZ on L2(Z, (Ω̂≤µAi)4d) defined in §3.4 with

boundary conditions given by the pair (Pkmod3,P(k+1)mod 3).

3.5.2 The resolvents of D(ρ)2

This section has three different aims:

Applying a method of Lott ([Lo], §6.1.) we investigate the resolvent set of D(ρ)2 on
L2(M,E ⊗ Ω̂≤µAi).
Furthermore we prove a kind of Sobolev embedding theorem – more precisely an
analogue of lemma 3.1.4 for the operator D(ρ)2 on L2(M,E ⊗ Ω̂≤µAi).

Third we obtain more information about the kernel of D(ρ)2 on L2(M,E⊗ Ω̂≤µAi):
There is a projection on it, and this projection is a Hilbert-Schmidt operator with
smooth integral kernel.

Let ω > 0 be such that there is C > 0 with ∥e−tD
2
Zk∥ ≤ Ce−ωt for all t ≥ 0 and all

k ∈ ZZ/6.

Let ν ∈ IN. For λ ∈ C with Reλ < ω we define a parametrix of (D2 − λ)ν :
For k ∈ ZZ/6 let Qk(λ) = (D2

Zk
− λ)−ν . It is well-defined by cor. 3.4.2.

Let Q♣(λ) be a local parametrix of (D2 − λ)ν on U♣ defined by the symbol of
(D2 − λ)ν .
The operator

Q(λ) :=
∑
k∈J

ϕkQk(λ)γk

acts as a bounded operator on the spaces L2(M,E⊗ Ω̂≤µAi) and SR(M,E⊗ Ω̂≤µAi)
by §5.2.4 and by cor. 3.4.2.
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Lemma 3.5.1. For any ρ ∈ IR and λ ∈ C with Reλ < ω the closure of Q(λ)(D(ρ)2−
λ)ν − 1 is an integral operator K with smooth integral kernel κ ∈ L2(M ×M, (E �
E∗)⊗Ai).
It holds (x 7→ κ(x, ·)∗) ∈ S(M,C∞

cR(M,E ⊗ Ai) ⊗ E∗) and (y 7→ κ(·, y)) ∈
C∞
c (M,SR(M,E ⊗Ai)⊗ E∗).

In particular K maps L2(M,E ⊗ Ω̂≤µAi) continuously to SR(M,E ⊗ Ω̂≤µAi).

Proof. The difference (D(ρ)2− λ)ν − (D2− λ)ν is an integral operator with smooth
integral kernel whose support is contained in supp kK .

Hence we need only investigate Q(λ)(D2 − λ)ν − 1.

For any k ∈ J choose a function ξk ∈ C∞
c (M) with values in [0, 1] and such that it

holds supp ξk ⊂ Uk, ξk|supp dγk = 1 and suppϕk ∩ supp ξk = ∅. Furthermore assume
that ∂e2(ξk|F ) vanishes in a neighbourhood of ∂M .

By induction on ν we show that it holds

[γk, (D
2 − λ)ν ] = ξk[γk, (D

2 − λ)ν ] :

For ν = 0 the claim is trivial and for general ν it holds

[γk, (D
2 − λ)ν ] = (D2 − λ)ν−1

(
c(dγk)D +Dc(dγk)

)
+[γk, (D

2 − λ)ν−1](D2 − λ)
= ξk(D

2 − λ)ν−1
(
c(dγk)D +Dc(dγk)

)
+ [γk, (D

2 − λ)ν−1](D2 − λ) .

In the following for simplicity the operators DZ and DN are denoted by D as well.
Furthermore ∼ means equality up to integral operators with smooth compactly
supported integral kernels.

Then on SR(M,E ⊗ Ω̂≤µAi) it holds

Q(λ)(D2 − λ)ν − 1 =
∑
k∈J

ϕkQk(λ)[γk, (D
2 − λ)ν ] +

∑
k∈J

ϕkQk(λ)(D
2 − λ)νγk − 1

∼ −
∑
k∈J

ϕkQk(λ)ξk[γk, (D
2 − λ)ν ]

For all k ∈ J the operator ϕkQk(λ)ξk is an integral operator whose integral kernel
has the properties stated in the lemma. This follows for k ∈ ZZ/6 from lemma 3.4.5
and for k = ♣ from the properties of pseudodifferential operators. This shows the
assertion of the lemma.

Proposition 3.5.2. Let ρ ∈ IR. Let λ ∈ C with Reλ < ω such that D(ρ)2 − λ has
a bounded inverse on the Hilbert A-module L2(M,E ⊗A).
Then D(ρ)2 − λ has a bounded inverse on L2(M,E ⊗ Ω̂≤µAi).

The inverse (D(ρ)2−λ)−1 acts as a bounded operator on the space SR(M,E⊗Ω̂≤µAi).
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Note that in particular D(ρ)2 − λ has a bounded inverse on L2(M,E ⊗ Ω̂≤µAi) for
all λ < 0.

Proof. The operator Q(λ) is bounded on L2(M,E ⊗ Ω̂≤µAi) and satisfies
Q(λ)(D(ρ)2 − λ) = 1 − K by the previous lemma. Here K is an integral opera-
tor with smooth integral kernel κ ∈ L2(M ×M, (E � E∗)⊗Ai) and it holds (x 7→
κ(x, ·)) ∈ C(M,L2(M,E⊗Ai)⊗E∗) and (y 7→ κ(·, y)) ∈ C(M,L2(M,E⊗Ai)⊗E∗).

We want to apply lemma 5.3.1. Since in general 1−K is not invertible on L2(M,E⊗
A), we modify the parametrix:

Choose an integral kernel s ∈ C∞
c (M ×M, (E � E∗) ⊗ Ai) vanishing near (∂M ×

M) ∪ (M × ∂M) such that in B(L2(M,E ⊗A)) it holds

∥K − S(D(ρ)2 − λ)∥ ≤ 1
2
.

Since by assumption (D(ρ)2− λ), hence also (D(ρ)2− λ), has a bounded inverse on
L2(M,E ⊗A), this is possible.
From the estimate it follows that

(Q(λ) + S)(D(ρ)2 − λ) = 1−
(
K − S(D(ρ)2 − λ)

)
has a bounded inverse on L2(M,E ⊗A).
Lemma 5.3.1 implies that 1−K− S(D(ρ)2− λ) is invertible on L2(M,E ⊗ Ω̂≤µAi).
Thus (

1− (K − S(D(ρ)2 − λ))
)−1

(Q(λ) + S)

is a bounded operator on L2(M,E⊗ Ω̂≤µAi). On L2(M,E⊗A) it inverts D(ρ)2−λ,
hence it is the inverse of D(ρ)2 − λ on L2(M,E ⊗ Ω̂≤µAi) as well.

Since Q(λ) acts continuously on SR(M,E⊗ Ω̂≤µAi) and K maps L2(M,E⊗ Ω̂≤µAi)
continuously to SR(M,E⊗Ω̂≤µAi) by the previous lemma, the operator (D(ρ)2−λ)−1

acts continously on SR(M,E ⊗ Ω̂≤µAi) by

(D(ρ)2 − λ)−1 = (1−K)(D(ρ)2 − λ)−1 +K(D(ρ)2 − λ)−1

= Q(λ) +K(D(ρ)2 − λ)−1 .

Corollary 3.5.3. The space SR(M,E ⊗ Ω̂≤µAi) is a core of D(ρ)2.

Proposition 3.5.4. Let ρ ∈ IR and let λ ∈ C with Reλ ≤ ω be such that (D(ρ)2−λ)
has a bounded inverse on L2(M,E ⊗ Ω̂≤µAi).

Then for any ν ∈ IN, ν ≥ 2, the operator (D(ρ)2 − λ)−ν maps L2(M,E ⊗ Ω̂≤µAi)
continuously to C2ν−3

R (M,E ⊗ Ω̂≤µAi).
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Proof. Let Q(λ)(D(ρ)2 − λ)ν = 1−K as before, thus

(D(ρ)2 − λ)−ν = Q(λ) +K(D(ρ)2 − λ)−ν .

By prop. 3.4.3 and §5.2.4 the operator Q(λ) maps L2(M,E ⊗ Ω̂≤µAi) continuously
to C2ν−3

R (M,E ⊗ Ω̂≤µAi). Furthermore K is smoothing.

Corollary 3.5.5. The kernel of D(ρ)2 on L2(M,E ⊗ Ω̂≤µAi) is a subspace of

SR(M,E ⊗ Ω̂≤µAi).

Proof. Let λ ∈ C be as in the previous proposition and assume furthermore λ ̸= 0.

For f ∈ KerD(ρ)2 it holds (D(ρ)2−λ)−νf = (−λ)−νf for any ν ∈ IN.By the previous
proposition it follows, that the elements of KerD(ρ)2 are smooth.

For k ∈ ZZ/6 and f ∈ KerD(ρ)2 it holds D2
Zk
ϕkf ∈ C∞

cR(Zk, (Ω̂≤µAi)4d). From cor.
3.4.2 it follows

ϕkf = D−2
Zk
(D2

Zk
ϕkf) ∈ SR(Zk, (Ω̂≤µAi)4d) .

Hence f ∈ SR(M,E ⊗ Ω̂≤µAi).

Proposition 3.5.6. Let ρ ̸= 0.

Let P be the projection onto the kernel of D(ρ) on L2(M,E ⊗A).
Then P is a finite Hilbert-Schmidt operator whose integral kernel is of the form∑m

j=1 fj(x)hj(y)
∗ with fj, hj ∈

∩
i

(
KerD(ρ) ∩ L2(M,E ⊗Ai)

)
⊂ SR(M,E ⊗A∞).

Furthermore it holds KerD(ρ)2 = PL2(M,E ⊗ Ω̂≤µAi) and RanD(ρ)2 = (1 −
P )L2(M,E ⊗ Ω̂≤µAi). Hence there is a decomposition

L2(M,E ⊗ Ω̂≤µAi) = KerD(ρ)2 ⊕ RanD(ρ)2

and
D(ρ)2 = D(ρ)2|KerD(ρ)2 ⊕D(ρ)2|RanD(ρ)2 .

Proof. First consider the situation on L2(M,E ⊗A):
Since the range of D(ρ) is closed, there is an orthogonal projection P onto the
kernel of D(ρ) by prop. 5.1.14. Furthermore D(ρ) is selfadjoint on the Hilbert A-
module L2(M,E ⊗ A), hence it holds KerD(ρ) = KerD(ρ)2 by prop. 2.1.1. The
range of D(ρ)2 is closed, thus zero is an isolated point in the spectrum of D(ρ)2 on
L2(M,E ⊗A).
From prop. 3.5.2 it follows that zero is an isolated point in the spectrum of D(ρ)2

on L2(M,E ⊗ Ω̂≤µAi) as well.
Hence, for r small enough, the projection

P =
1

2πi

∫
|λ|=r

(D(ρ)2 − λ)−1dλ
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is well-defined and a bounded operator on L2(M,E ⊗ Ω̂≤µAi). By prop. 5.3.7 it is
a Hilbert-Schmidt operator whose integral kernel is as asserted.

The remaining parts follow from the spectral theory for closed operators on Banach
spaces ([Da], th. 2.14).

Corollary 3.5.7. Let Reλ < ω.

1. Let ρ ̸= 0 and let P be the orthogonal projection onto the kernel of D(ρ)2.

If D(ρ)2 +P − λ has a bounded inverse on L2(M,E ⊗A) then D(ρ)2 +P − λ
has a bounded inverse on L2(M,E⊗ Ω̂≤µAi) and the inverse acts as a bounded

operator on the space SR(M,E ⊗ Ω̂≤µAi) as well.

2. Let P0 be the orthogonal projection onto KerD2
s . If D

2
s +P0−λ has a bounded

inverse on L2(M,E⊗A) then D2
s+P0−λ has a bounded inverse on L2(M,E⊗

Ω̂≤µAi) and the inverse acts as a bounded operator on the space SR(M,E ⊗
Ω̂≤µAi) as well.

In particular there is c > 0 such that {Reλ < c} is in the resolvent set of D(ρ)2+P
resp. D2

s + P0.

Proof. From the previous proposition it follows that P (1−λ)−1+(1−P )(D(ρ)2−λ)−1

inverts D(ρ)2 + P − λ on L2(M,E ⊗ Ω̂≤µAi). Since P acts as a bounded operator

on the space SR(M,E ⊗ Ω̂≤µAi) by cor. 3.5.5 and (D(ρ)2 − λ)−1 is bounded on

SR(M,E ⊗ Ω̂≤µAi) by prop. 3.5.2, the operator (D(ρ)2 + P − λ)−1 is bounded on

SR(M,E ⊗ Ω̂≤µAi) as well.
2) follows analogously.

3.5.3 An approximation of the semigroup

By cutting and pasting we construct an integral operator that for small t behaves
similar to a semigroup generated by −D(ρ)2:

Recall the definitions of §3.5.1.
Let e(ρ)♣t (x, y) be the restriction of the integral kernel of e−t(DN+ρK)2 to U♣ × U♣
and for k ∈ ZZ/6 let e(ρ)kt (x, y) be the restriction of the integral kernel of e

−tD2
Zk to

Uk×Uk and extend these functions by zero to M ×M . Clearly for k ∈ ZZ/6 it holds
e(ρ)kt (x, y) = e(0)kt (x, y).

Define the integral kernel

e(ρ)t(x, y) :=
∑
k∈J

γk(x)e(ρ)
k
t (x, y)ϕk(y)

Denote the corresponding family of integral operators on L2(M,E⊗Ω̂≤µAi) by E(ρ)t
resp. Et. By the results in §3.2 and §3.4 they are bounded and strongly continuous
and have the following properties:
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1. For t → 0 the family E(ρ)t converges strongly to E(ρ)0 := 1 on L2(M,E ⊗
Ω̂≤µAi).

2. If f ∈ C∞
cR(M,E ⊗ Ω̂≤µAi), then the family E(ρ)tf ∈ L2(M,E ⊗ Ω̂≤µAi)

depends differentiably on t for t ≥ 0.

3. For t > 0 it holds RanE(ρ)t ⊂ SR(M,E ⊗ Ω̂≤µAi).

4. Let A be a differential operator on C∞(M,E⊗Ω̂≤µAi) of orderm with bounded
coefficients. By prop. 3.2.2 and prop. 3.4.1 the operator AE(ρ)t is bounded
on L2(M,E ⊗ Ω̂≤µAi) for t > 0. Moreover, for T > 0 there is C > 0 such that
for all T > t > 0 it holds:

∥AE(ρ)t∥ ≤ Ct−
m
2 .

5. For any m ∈ IN0 and T > 0 there is C > 0 such that it holds for all y ∈
U♣, ρ ∈ [−1, 1] and 0 < t < T in Cm

R (U♣, (E ⊗ Ey)⊗Ai):

∥e(ρ)♣t (·, y)− e(0)♣t (·, y)∥Cm
R
≤ C|ρ| .

An analogous estimate holds for the partial derivatives in y with respect to
unit vector fields on U♣.

The last statement follows by Volterra development (prop. 5.4.4): On N it holds

e−tDN (ρ)2 − e−tD2
N

= ρ

∞∑
n=1

(−1)nρn−1tn
∫ ∫

∆n

eu0tD
2
N
(
[DN , K]s + ρK2

)
eu1tD

2
N . . . euntD

2
N du0 . . . dun ,

and the sum is an integral operator whose integral kernel is uniformly bounded in
0 < t < T and ρ ∈ [−1, 1].

3.5.4 The semigroup e−tD
2
s

By cor. 3.1.5 the operator e−tD
2
s on the Hilbert space L2(M,E) is an integral oper-

ator with smooth integral kernel kt for t > 0. In this section we show that kt defines
a strongly continuous semigroup on L2(M,E ⊗ Ω̂≤µAi) and that this semigroup
extends to a holomorphic one.

For Ds we define integral kernels ekt (x, y) and

et(x, y) :=
∑
k∈J

γk(x)e
k
t (x, y)ϕk(y)

analogously to e(ρ)kt (x, y) and e(ρ)t(x, y) in the previous section.

The corresponding family of operators is denoted by Et. We set E0 := 1. For the
properties of Et see the previous section.
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By Duhamel’s principle it holds for f ∈ C∞
cR(M,E):

e−tD
2
sf − Etf =

∫ t

0

e−sD
2
s

(
d

dt
+D2

s

)
Et−sf ds .

Proposition 3.5.8. The heat kernel kt defines a strongly continuous semigroup
on L2(M,E ⊗ Ω̂≤µAi) with generator −D2

s that extends to a bounded holomorphic
semigroup.

Let A be a differential operator of order m ∈ IN0 with bounded smooth coefficients.
Then for any t > 0 the operator Ae−tD

2
s is bounded on L2(M,E ⊗ Ω̂≤µAi) and for

any T > 0 there is C > 0 such that for 0 < t < T it holds

∥Ae−tD2
s∥ ≤ Ct−

m
2 .

Proof. First we show that for T > 0 there is C > 0 such that for 0 < t < T the
difference Axkt(x, y)− Axet(x, y) is bounded by Ct in L2(M ×M,E � E∗).

For k ∈ J let χk ∈ C∞
c (M) be a function with values in [0, 1], with compact support

in Uk and equal to one on a neighbourhood of supp dγk.

From the equation above it follows

Axkt(x, y)− Axet(x, y)

= −
∑
k∈J

∫ t

0

∫
M

Axks(x, r)[∂M , c(dγk(r))]se
k
t−s(r, y)ϕk(y) drds .

This can be re-written as

−
∑
k∈J

∫ t

0

∫
M

(1− χk(x))Axks(x, r)[(∂M)r, c(dγk(r))]se
k
t−s(r, y)ϕk(y) drds

−
∑
k∈J

∫ t

0

∫
M

χk(x)Ax(ks(x, r)− eks(x, r))[(∂M)r, c(dγk(r))]se
k
t−s(r, y)ϕk(y) drds

−
∑
k∈J

∫ t

0

∫
M

χk(x)Axe
k
s(x, r)[(∂M)r, c(dγk(r))]se

k
t−s(r, y)ϕk(y) drds .

Using lemma 3.1.8 and lemma 3.1.9 we estimate the norms of the three terms in
Ex ⊗ Ey:
Since supp dγk ∩ suppϕk = ∅ and supp dγk ∩ supp(1− χk) = ∅, there is C > 0 such
that for x, y ∈M and t > 0 the norm of the first term is bounded by

C
∑
k∈J

t(1− χk(x))e−
d(x,supp dγk)2

(4+δ)t e−
d(y,supp dγk)2

(4+δ)t 1suppϕk(y) ,

and such that for x, y ∈ M and t > 0 the norms of the second and third term are
bounded by

Ctχk(x)e
− d(y,supp dγk)2

(4+δ)t 1suppϕk(y) .
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When estimating the third term we also used that the action of the integral kernel
eks(x, r)χk(r) is uniformly bounded for k = ♣ on Cn(U♣, E⊗Ey) by prop. 3.2.2 and
for k ∈ ZZ/6 on Cn

R(Uk, E ⊗ Ey) by prop. 3.4.1.

Analogous estimates holds for the derivatives in y with respect to unit vector fields
on M .

Hence Axkt(x, y) − Axet(x, y) is bounded by Ct in L2(M × M,E � E∗) for 0 <
t < T and some C > 0. By cor. 5.2.4 the corresponding family of operators on
L2(M,E ⊗ Ω̂≤µAi) is bounded by Ct for 0 < t < T , hence Axkt(x, y) defines a

family of bounded operators on L2(M,E ⊗ Ω̂≤µAi).
Write S(t) for the integral operator induced by the integral kernel kt(x, y).

By property 4) in §3.5.3 there is C > 0 such that ∥AEt∥ ≤ Ct−
m
2 on L2(M,E ⊗

Ω̂≤µAi) for 0 < t < T and some C > 0, hence

(∗) ∥AS(t)∥ ≤ Ct−
m
2 .

The fact that S(t) extends to a bounded holomorphic semigroup on L2(M,E ⊗
Ω̂≤µAi) is an almost immediate consequence of (∗):
Since Et converges strongly to the identity on L2(M,E ⊗ Ω̂≤µAi) for t → 0, the
operator S(t) also does. Furthermore the kernels kt obey the semigroup law, hence
S(t) is a strongly continuous semigroup on L2(M,E ⊗ Ω̂≤µAi).
Note that the range of S(t)−Et is a subset of SR(M,E⊗Ω̂≤µAi). Hence SR(M,E⊗
Ω̂≤µAi) is invariant under the action of S(t). It follows that −D2

s is the generator
of S(t).

From prop. 5.4.3 and the estimate (∗) applied to A = D2
s it follows that the

semigroup S(t) = e−tD
2
s extends to a holomorphic semigroup on L2(M,E⊗ Ω̂≤µAi).

It remains to show that the holomorphic semigroup is bounded:

Let P0 be the projection onto the kernel of D2
s .

By cor. 3.5.7 there is c > 0 such that {Reλ ≤ c} is in the resolvent set of D2
s + P0

on L2(M,E ⊗ Ω̂≤µAi). Hence by prop. 5.4.2 the holomorphic semigroup e−t(D
2
s+P0)

is bounded. Thus
e−tD

2
s = e−t(D

2
s+P0)(1− P0) + P0

is bounded as well.

Recall that in §3.5.1 we fixed the domain of D2
s as an unbounded operator on

L2(M,E ⊗ Ω̂≤µAi), but not of Ds. This is done now:

Let Ds be the closure on L2(M,E ⊗ Ω̂≤µAi) of the Dirac operator ∂M with domain

SR(M,E)⊙ Ω̂≤µAi.

Corollary 3.5.9. Let P0 be the projection onto the kernel of D2
s .

Let λ ∈ C with Reλ2 < 0.

Then the operators Ds+P0 and Ds−λ have a bounded inverse on L2(M,E⊗Ω̂≤µAi).
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Proof. By cor. 3.5.7 there is c > 0 such that {Reλ ≤ 2c} is in the resolvent set of
D2
s + P0 on L2(M,E ⊗ Ω̂≤µAi).

By the previous proposition and prop. 5.4.2 it follows that there is C > 0 such that
for all t > 0 it holds on L2(M,E ⊗ Ω̂≤µAi):

∥(Ds + P0)e
−t(D2

s+P0)∥ ≤ C(1 + t−
1
2 )e−ct .

Thus

G :=

∫ ∞

0

(Ds + P0)e
−t(D2

s+P0)dt

is a bounded operator on L2(M,E⊗Ω̂≤µAi). On the Hilbert space L2(M,E) it holds
G = (Ds + P0)

−1. From cor. 3.5.7 it follows that G acts as a bounded operator
on SR(M,E). Hence G inverts Ds + P0 on SR(M,E)⊙ Ω̂≤µAi, thus that G inverts

Ds + P0 on L2(M,E ⊗ Ω̂≤µAi).
The proof of the fact that ∫ ∞

0

(Ds + λ)e−t(D
2
s−λ2)

inverts (Ds − λ) for Reλ2 < 0 is analogous.

From the corollary we conclude that D2
s as it was defined in the beginning of §3.5.1

is the square of Ds.

3.5.5 The semigroup e−tD(ρ)2

This section is devoted to the proof that −D(ρ)2 generates a bounded holomorphic
semigroup. We also study its smoothing properties.

But first we prove an analogon of cor. 3.5.9:

Recall that in §3.5.1 we only specified the domain of D(ρ)2, not the one of D(ρ).
Let D(ρ) be defined on L2(M,E ⊗ Ω̂≤µAi) as the closure of the operator ∂M + ρK

with domain SR(M,E ⊗ Ω̂≤µAi).

Lemma 3.5.10. There is ε,R > 0 such that for λ ∈ C with −λ2 ∈ Σπ/2+ε and

|λ| > R the operator (D(ρ)− λ) has a bounded inverse on L2(M,E ⊗ Ω̂≤µAi).

Proof. Let P0 be the projection onto the kernel of Ds.

By prop. 3.5.8 and cor. 3.5.9 we can apply prop. 5.4.8 to Ds + P0. This shows
that there is δ > 0 such that Ds + P0 − λ has a bounded inverse if −λ2 ∈ Σπ/2+δ

and for ε < δ there is C > 0 such that for λ ∈ C with −λ2 ∈ Σπ/2+ε it holds on

L2(M,E ⊗ Ω̂≤µAi):

∥(Ds + P0 − λ)−1∥ ≤ C

|λ|
.
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Since D(ρ)−λ is a bounded perturbation ofW ∗(Ds+P0)W −λ, there is R > 0 such
that the Neumann series expressing (D(ρ)−λ)−1 in terms of (W ∗(Ds+P0)W −λ)−1

is well-defined for −λ2 ∈ Σπ/2+ε and |λ| > R. (You can find this argument in more
detail in the proof of prop. 5.4.10.)

Corollary 3.5.11. The operator D(ρ)2 is the square of D(ρ). In particular D(ρ)
commutes with all resolvents of D(ρ)2.

Proof. The assertions follow almost immediately from the fact that by the lemma
and by prop. 3.5.2 there is λ ∈ C with

(D(ρ)2 − λ2)−1 = (D(ρ) + λ)−1(D(ρ)− λ)−1 .

For ρ ̸= 0 let P be the orthogonal projection onto the kernel of D(ρ)2.

Proposition 3.5.12. 1. Let ρ ∈ IR. The operator −D(ρ)2 generates a holomor-
phic semigroup e−tD(ρ)2 on L2(M,E ⊗ Ω̂≤µAi). For any t ≥ 0 the operator
e−tD(ρ)2 depends analytically on ρ. For ρ ̸= 0 the semigroup is bounded holo-
morphic.

2. For any T > 0 there is C > 0 such that for all ρ ∈ [−1, 1] and 0 ≤ t ≤ T it
holds ∥e−tD(ρ)2∥ ≤ C .

3. For ρ ̸= 0 there are C, ω > 0 such that for all t ≥ 0 it holds:

∥(1− P )e−tD(ρ)2∥ ≤ Ce−ωt .

Proof. 1) Let P0 be the orthogonal projection onto the kernel of D2
s . The family

e−t(Ds+P0)2 = e−tD
2
s (1− P0) + P0 is a holomorphic semigroup on L2(M,E ⊗ Ω̂≤µAi)

by the previous section and Ds + P0 has a bounded inverse on L2(M,E ⊗ Ω̂≤µAi)
by cor. 3.5.9. Hence prop. 5.4.10 implies that for any ρ ∈ IR the operator

WD(ρ)W ∗ = Ds + P0 + (Wc(dW ∗) + ρWKW ∗ − P0)

generates a holomorphic semigroup, thus the operator −D(ρ)2 is the generator of a
holomorphic semigroup as well.

It depends analytically on ρ by prop. 5.4.4.

Let now ρ ̸= 0.

By cor. 3.5.7 there is c > 0 such that {Reλ ≤ 2c} is in the resolvent set of
D(ρ)2 + P on L2(M,E ⊗ Ω̂≤µAi), hence by lemma 5.4.2 there is C > 0 such that
the holomorphic semigroup e−t(D(ρ)2+P ) is bounded by Ce−ct for all t ≥ 0, thus for
T > 0 there is C > 0 such that for T < t it holds

∥D(ρ)2e−tD(ρ)2∥ = ∥D(ρ)2e−t(D(ρ)2+P )∥ ≤ Ce−ct .

Prop. 5.4.3 implies that the semigroup e−tD(ρ)2 is bounded holomorphic.

The equality (1− P )e−tD(ρ)2 = (1− P )e−t(D(ρ)2+P ) implies 3).

2) follows from prop. 5.4.4.
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The following proposition shows that e−tD(ρ)2 is smoothing:

Proposition 3.5.13. 1. For any n ∈ IN0, any ρ ∈ IR and any t > 0 the operator
e−tD(ρ)2 maps L2(M,E ⊗ Ω̂≤µAi) continuously to Cn

R(M,E ⊗ Ω̂≤µAi).

2. For any n ∈ 2IN, n ≥ 4, and any ρ ̸= 0 the family e−tD(ρ)2 : Cn
cR(M,E ⊗

Ω̂≤µAi)→ Cn−3
R (M,E ⊗ Ω̂≤µAi) is uniformly bounded.

3. For any n ∈ 2IN, n ≥ 4, and any T > 0 the family e−tD(ρ)2 : Cn
cR(M,E ⊗

Ω̂≤µAi) → Cn−3
R (M,E ⊗ Ω̂≤µAi) is uniformly bounded in 0 ≤ t < T and in

ρ ∈ [−1, 1].

Proof. 1) follows from

e−tD(ρ)2 = (D(ρ)2 + 1)−n(D(ρ)2 + 1)ne−tD(ρ)2

since (D(ρ)2+1)ne−tD(ρ)2 is bounded on L2(M,E⊗Ω̂≤µAi) for t > 0 by cor. 5.4.9 and

since (D(ρ)2+1)−n maps L2(M,E⊗ Ω̂≤µAi) continuously to C2n−3
R (M,E⊗ Ω̂≤µAi)

for n ∈ IN, n ≥ 2 by prop. 3.5.4.

2) and 3) follow by prop. 3.5.4 from

e−tD(ρ)2 = (D(ρ)2 + 1)−ne−tD(ρ)2(D(ρ)2 + 1)n .

3.5.6 The integral kernel

By comparison with E(ρ)t we prove that the operator e
−tD(ρ)2 is an integral operator

and study its integral kernel. In the following | · | denotes the fibrewise norm of
(E � E∗)⊗Ai.

Proposition 3.5.14. For any ρ ∈ IR and any t > 0 the operator e−tD(ρ)2 is an
integral operator with smooth integral kernel. For its integral kernel k(ρ)t(x, y) it
holds:

1. The map (0,∞)→ C∞(M ×M, (E � E∗)⊗A∞), t 7→ k(ρ)t is smooth.

2. For any t > 0 and x, y ∈M it holds k(ρ)t(x, y) = k(ρ)t(y, x)
∗.

3. For any T > 0 there are c, C > 0 such that it holds

|k(ρ)t(x, y)− e(ρ)t(x, y)| ≤ Ct

(∑
k∈J

e−
d(y,supp dγk)2

ct 1suppϕk(y) + |ρ|1U♣(y)

)

for all 0 < t < T , ρ ∈ [−1, 1] and x, y ∈M .
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4. Let ρ ̸= 0. There are c, C > 0 such that it holds

|k(ρ)t(x, y)− e(ρ)t(x, y)| ≤ Cte−
d(y,U♣)2

ct

for all t > 0 and all x, y ∈M .

Statements analogous to 3) and 4) hold for the partial derivatives in x and y with
respect to unit vector fields on M .

Proof. In order to prove 1) it is enough to consider the operator e−tD(ρ)2 − E(ρ)t.
Let f ∈ C∞

cR(M,E ⊗Ai). Then by Duhamel’s principle it holds

e−tD(ρ)2f − E(ρ)tf

= −
∑
k∈J

∫ t

0

∫
M

e−sD(ρ)2
( d
dt

+D(ρ)2
)
γke(ρ)

k
t−s(·, y)ϕk(y)f(y) dyds

The map
(0,∞)→ C∞(M,C∞

cR(M,E ⊗A∞)⊗ E) ,

τ 7→
(
y 7→

( d
dt

+D(ρ)2
)
e(ρ)kτ (·, y)ϕk(y)

)
is smooth.

We can write ( d
dt

+D(ρ)2
)
γke(ρ)

k
τ (·, y)ϕk(y)

= −
∑
k∈J

[∂M , c(dγk)]se(0)
k
τ (·, y)ϕk(y)

−ρ(
[
[∂M , K]s + ρK2, γ♣

]
s
e(ρ)♣τ (·, y)ϕ♣(y)

−[∂M , c(dγ♣)]s
(
e(ρ)♣τ (·, y)− e(0)♣t−s(·, y)

)
ϕ♣(y) .

We estimate the three terms on the right hand side:

From the estimates in lemma 3.1.8 and 3.4.4 it follows that for anym ∈ IN0 there are
C, c > 0 such that it holds in Cm

R (M,E⊗Ai)⊗E∗
y for all k ∈ J, 0 < τ < T, ρ ∈ [−1, 1]

and y ∈M :

∥[∂M , c(dγk)]se(0)kτ (·, y)ϕk(y)∥Cm
R
≤ Ce−

d(y,supp dγk)2

cτ 1suppϕk(y) .

Since
[
[∂M , K]s + ρK2, γ♣

]
s
is a finite Hilbert-Schmidt operator with smooth com-

pactly supported integral kernel, for any m ∈ IN0 there is C > 0 such that it holds
for 0 < τ < T, ρ ∈ [−1, 1] and y ∈M in Cm

R (M,E ⊗Ai)⊗ E∗
y :

∥ρ
[
[∂M , K]s + ρK2, γ♣

]
s
e(ρ)♣τ (·, y)ϕ♣(y) ∥Cm

R
≤ C|ρ|1U♣(y) .
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Furthermore by §3.5.3, property 5), there is C > 0 such that for 0 < τ < T, ρ ∈
[−1, 1] and y ∈M it holds in Cm

R (M,E ⊗Ai)⊗ Ey:

∥[∂M , c(dγ♣)]s
(
e(ρ)♣τ (·, y)− e(0)♣τ (·, y)

)
ϕ♣(y)∥Cm

R
≤ C|ρ|1U♣(y) .

Analogous estimates hold for the derivatives in y and also in τ since by the heat
equation the derivatives with respect to τ can be expressed in terms of the derivatives
with respect to x.

From these estimates and from prop. 3.5.13 it follows that we can interchange the
order of integration, hence that e−tD(ρ)2 −E(ρ)t is an integral operator and that for
its integral kernel a statement analogous to 1) holds. This shows 1).

The property k(ρ)t(x, y) = k(ρ)t(y, x)
∗ follows from the selfadjointness of e−tD(ρ)2 .

Statement 2) and 3) follow from the estimates and from prop. 3.5.13. For the proof
of 3) we also take the fact into account that fixed ρ ̸= 0 the kernels e(ρ)♣t and e♣t
and their derivatives are uniformly bounded in t with t > T .

Corollary 3.5.15. For any ν ∈ IN0 and T > 0 there is C > 0 such that for
0 < t < T it holds on L2(M,E ⊗ Ω̂≤µAi):

∥D(ρ)νe−tD(ρ)2∥ ≤ Ct−
ν
2 .

Proof. By Duhamel’s principle it holds for f ∈ C∞
Rc(M,E ⊗ Ω̂≤µAi):

D(ρ)νe−tD(ρ)2f −D(ρ)νE(ρ)tf

= −
∑
k∈J

∫ t

0

∫
M

e−sD(ρ)2D(ρ)ν [D(ρ)2, γk]se(ρ)
k
t−s(·, y)ϕk(y)f(y)dyds .

There is C > 0 such that this term is bounded in L2(M,E ⊗ Ω̂≤µAi) by some Ct
for 0 < t < T .

By prop. 3.2.2 and prop. 3.4.1 there is C > 0 such that on L2(M,E ⊗ Ω̂≤µAi) it
holds

∥D(ρ)νE(ρ)t∥ ≤ Ct−
ν
2 .

The assertion follows.

Corollary 3.5.16. For any ρ ̸= 0 and m ∈ IN the family of integral kernels k(ρ)t
defines a strongly continuous semigroup on Cm

R (M,E⊗Ω̂≤µAi) bounded by C(1+t)
3
2

for some C > 0 and all t > 0.

It is denoted by e−tD(ρ)2 as well.

Proof. By the estimates in the proposition the integral kernel k(ρ)t − e(ρ)t defines
an operator on Cm

R (M,E⊗ Ω̂≤µAi) bounded by Ct3/2 for any t > 0 and some C > 0.

For k ∈ ZZ/6 the action of the integral kernel e(ρ)kt on C
m
R (Uk, E⊗Ω̂≤µAi) is strongly

continuous and is uniformly bounded by prop. 3.4.1.
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By cor. 3.2.3 and prop. 5.4.4 the family e−t(DN+ρK)2 is a strongly continuous semi-
group on Cm(N,EN ⊗ Ω̂≤µAi). It is bounded since its integral kernel is uniformly

bounded for t > 1. Hence the action of e(ρ)♣t on Cm(U♣, E ⊗ Ω̂≤µAi) is strongly
continuous and is uniformly bounded

Since furthermore the operator induced by e(ρ)t converges strongly to the identity for
t→ 0, the operator induced by k(ρ)t also does. It satisfies the semigroup property,
hence it is a strongly continuous semigroup.

Corollary 3.5.17. Let ρ ̸= 0 and n ∈ IN.

For any ε > 0 we can find C, c > 0 such that for x, y ∈ M with d(x, y) > ε and
t > 0 it holds

|k(ρ)t(x, y)| ≤ C(e−
d(x,y)2

ct + te−
d(y,U♣)2

ct ) .

An analogous statement holds for the derivatives in x and y with respect to unit
vector fields on M .

In the next corollary we use the notion of a Hilbert-Schmidt operator and the Hilbert-
Schmidt norm ∥ · ∥HS that are defined in §5.2.3.

Corollary 3.5.18. Let ρ ̸= 0.

For any r > 0 and ν ∈ IN0 the operators 1MrD(ρ)νe−tD(ρ)2 and D(ρ)νe−tD(ρ)21Mr are
Hilbert-Schmidt operators and it holds for any ν ∈ IN0:

1. For any T > 0 there is C > 0 such that for any r > 0 and t > T it holds:

∥1MrD(ρ)νe−tD(ρ)2∥HS ≤ C(1 + r)

and
∥D(ρ)νe−tD(ρ)21Mr∥HS ≤ C(1 + r) .

2. For any ε > 0 there is C > 0 such that for any r, t > 0 it holds:

∥1MrD(ρ)νe−tD(ρ)2(1− 1Mr+ε)∥HS ≤ C(1 + r)t1/2

and
∥(1− 1Mr+ε)D(ρ)νe−tD(ρ)21Mr∥HS ≤ C(1 + r)t1/2 .

Proof. 1) Since by prop. 3.5.12 the semigroup e−tD(ρ)2 is bounded, it follows from
prop. 5.2.12 that there is C > 0 such that for all r > 0 and t > T it holds:

∥1MrD(ρ)νe−tD(ρ)2∥HS ≤ C∥1MrD(ρ)νe−TD(ρ)2∥HS .

By the previous corollary there are C, c > 0 such that for all r > 0 and x, y ∈M it
holds

|1Mr(x)D(ρ)νxk(ρ)T (x, y)| ≤ C1Mr(x)(e
−cd(x,y)2 + e−cd(y,Mr)2) .

This yields the asserted estimate. The second estimate in 1) is proven analogously.

2) follows from the previous corollary and 1).
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Chapter 4

The superconnection and the
index theorem

The notion of a superconnection on a free finitely generated ZZ/2-graded module
which we define now generalizes the notion of a connection on a free module [Kar].

In the family case ([BGV], ch. 9,10) superconnections usually act on infinite di-
mensional bundles. In analogy we will consider later superconnections acting on
modules with infinitely many generators. The following definition should be merely
seen as a motivation for the definitions of the superconnections to come.

Definition 4.0.19. Let B be a locally m-convex Fréchet algebra and let p, q ∈ IN0.

Let V := (C+)p ⊕ (C−)q. Consider V ⊗ Ω̂∗B as a ZZ/2-graded space.

A superconnection on V ⊗ B is an odd linear map

A : V ⊗ Ω̂∗B → V ⊗ Ω̂∗B

satisfying Leipniz’s rule:

For α ∈ V ± ⊗ Ω̂kB and β ∈ Ω̂∗B it holds

A(αβ) = A(α)β + (−1)degαα d β

where degα is the degree of α with respect to the ZZ/2-graduation of V ⊗ Ω̂∗B.
The map A2 is called the curvature of A.

As for a connection [Kar] it follows that the curvature is a right Ω̂∗B-module map.
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4.1 The superconnection AI
t associated to DI

4.1.1 The family e−(A
I
t )

2

Let C1 be the ZZ/2-graded unital algebra generated by an odd element σ with σ2 = 1.
As a vector space it is isomorphic to C⊕C via the map C1 → C⊕C, a+bσ 7→ (a, b).
We endow C1 with the scalar product induced by the standard hermitian scalar
product on C⊕ C.

We identify L2([0, 1], C1 ⊗ (Ω̂≤µAi)2d) with C1 ⊗ L2([0, 1], (Ω̂≤µAi)2d).
Let (P0, P1) be a pair of transverse Lagrangian projections with Pi ∈M2d(A∞), i =
1, 2 and let DI be the associated unbounded operator on L2([0, 1], (Ω̂≤µAi)2d) from
§3.3.1.
Following [BK] we define a superconnection AI associated to the odd operator σDI

on the ZZ/2-graded Ai-module L2([0, 1], C1 ⊗A2d
i ):

Let U ∈ C∞([0, 1],M2d(A∞)) be as in prop. 2.2.1 with U(0)P0U(0)
∗ = Ps and

U(1)P1U(1)
∗ = 1− Ps. The differential U∗ dU can be considered as a trivial super-

connection on L2([0, 1], C1 ⊗A2d
i ).

Let
AI := U∗ dU + σDI

and for t ≥ 0 define
AIt := U∗ dU +

√
tσDI .

Since AI is an odd map on C1⊗C∞
R ([0, 1], (Ω̂≤µAi)2d) fulfilling Leipniz’s rule, we call

it a superconnection, and we call AIt the corresponding rescaled superconnection.

The curvature of AI is

A2
I = U∗ d2 U + U∗ dUσDI + σDIU

∗ dU +D2
I = D2

I + σ[DI , U
∗ dU ] .

By

[DI , U
∗ dU ] = −U∗[d, UDIU

∗]U

= −U∗([d, DIs ] + [d, UI0(∂U
∗)])U

= −U∗ d(UI0(∂U
∗))U =: R

it holds A2
I = D2

I+σR with R ∈ C∞([0, 1],M2d(Ω̂1A∞)) vanishing near the boundary
and fulfilling R∗ = R.

The curvature of the rescaled superconnection AIt is

(AIt )
2 = tD2

I +
√
tσR .

We see that the curvature and the rescaled curvature are right Ω̂≤µAi-module maps.

Since A2
I is a bounded perturbation of D2

I , it defines a holomorphic semigroup e−tA
2
I

on L2([0, 1], C1 ⊗ (Ω̂≤µAi)2d).
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In the following we restrict to the case t ≥ 0:

By Volterra development it holds

e−tA
2
I =

∞∑
n=0

(−1)ntn
∫
∆n

e−u0tD
2
IσRe−u1tD

2
IσR . . . e−untD

2
I du0 . . . dun

=
∞∑
n=0

σn(−1)
(n+1)n

2 tnIn(t)

with

In(t) :=

∫
∆n

e−u0tD
2
IRe−u1tD

2
IR . . . e−untD

2
I du0 . . . dun .

The series is finite on L2([0, 1], C1 ⊗ (Ω̂≤µAi)2d).
It follows

e−(AI
t )

2

=
∞∑
n=0

σn(−1)
(n+1)n

2 tn/2In(t) .

The operators In(t) obey the following recursive relation for n ≥ 1:

In(t) =

∫ 1

0

du0 e
−u0tD2

IR

∫
(1−u0)∆n−1

e−u1tD
2
IR . . . e−untD

2
I du1 . . . dun

=

∫ 1

0

du0 (1− u0)n−1e−u0tD
2
IR

∫
∆n−1

e−(1−u0)u1tD2
IR . . . e−(1−u0)untD2

I du1 . . . dun

=

∫ 1

0

du0 (1− u0)n−1e−u0tD
2
IRIn−1((1− u0)t) .

Note that the operators e−(AI
t )

2
and In(t) are selfadjoint on L

2([0, 1], C1⊗(Ω̂≤µAi)2d)
in the sense of §5.2.3.

4.1.2 The integral kernel of e−(A
I
t )

2

Since e−tD
2
I is a bounded semigroup on Cm

R ([0, 1], (Ω̂≤µAi)2d) for any m ∈ IN0 by

prop. 3.3.3, the family In(t) : Cm
R ([0, 1],A2d

i ) → Cm
R ([0, 1], (Ω̂nAi)2d) is uniformly

bounded in t ≥ 0.

In the following we write | · | for the norm on M2d(Ω̂≤µAi) for any µ, i ∈ IN0.

Proposition 4.1.1. For any n ∈ IN0 and t > 0 the operator In(t) is an integral
operator. Let pt(x, y)

n be its integral kernel.

Then it holds:

1. The map

(0,∞)→ C∞([0, 1], C∞
R ([0, 1],M2d(Ω̂nA∞))), t 7→

(
y 7→ pt(·, y)n

)
,

is smooth.
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2. It holds pt(x, y)
n = (pt(y, x)

n)∗.

3. For every l,m, n ∈ IN0 there is C, ω > 0 such that for t > 0 and x, y ∈ [0, 1] it
holds

|∂lx∂my pt(x, y)n| ≤ C(1 + t−
l+m+1

2 )e−ωt .

Proof. We prove the claim by induction on n. In degree n = 0 the assertions hold
by prop. 3.3.4 and cor. 3.3.6.

Let kt(x, y) be the integral kernel of e−tD
2
I .

For f ∈ C∞
R ([0, 1], (Ω̂≤µAi)2d) it holds by induction and by the recursion formula

above:

(In(t)f)(x) =

∫ 1

0

∫
[0,1]

∫
[0,1]

(1− s)n−1kst(x, r)R(r)p(1−s)t(r, y)
n−1f(y) dydrds .

Since for fixed s the integrand is uniformly bounded in r and y we can interchange
the integration over r and y.

For the proof of the existence of the integral kernel and of 1) it suffices to show that
the map

(s, t) 7→
(
y 7→

∫
[0,1]

(1− s)n−1kst(·, r)R(r)p(1−s)t(r, y)n−1dr
)

is a smooth map from [0, 1]× (0,∞) to C∞([0, 1], C∞
R [0, 1],M2d(Ω̂nAi))):

For s ≥ 1
2
this follows from the fact that by induction the map

(s, t) 7→
(
y 7→ Rp(1−s)t(·, y)n−1

)
is a smooth map from [1

2
, 1]× (0,∞) to C∞([0, 1], C∞

R ([0, 1],M2d(Ω̂nAi))
)
. Further-

more the family e−stD
2
I is uniformly bounded on C l

R([0, 1],M2d(Ω̂nAi)) for any l ∈ IN0

by prop. 3.3.3 and depends smoothly on s, t.

For s ≤ 1
2
the map is smooth since

(s, t) 7→
(
x 7→ Rkst(x, ·)∗

)
is a smooth map with values in C∞([0, 1], C∞

R ([0, 1],M2d(Ω̂1Ai))) and since the action
of the family In−1((1−s)t) on Cm

R ([0, 1],M2d(Ω̂≤µAi))) depends smoothly on s, t and
is uniformly bounded for any m ∈ IN0.

Assertion 2) holds since In(t) is selfadjoint in the sense of §5.2.3.
The preceeding arguments and the following facts imply the estimate in 3):

By induction there is C > 0 such that the norm of
(
y 7→ Rp(1−s)t(·, y)n−1

)
in

Cm
(
[0, 1], C l

R([0, 1],M2d(Ω̂nAi))
)
is bounded by C(1 + t−

l+m+1
2 )e−ωt for 0 ≤ s ≤

1
2
, t > 0. On the other hand by cor. 3.3.6 the norm of

(
x 7→ Rkst(x, ·)∗

)
is bounded

in C l([0, 1], Cm
R ([0, 1],M2d(Ω̂1Ai)) by C(1 + t−

l+m+1
2 )e−ωt for s > 1

2
, t > 0.
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The proof of the previous proposition did not use the fact that D2
I+σR is the curva-

ture of a superconnection. Hence an analogous argument shows that the semigroup
e−t(D

2
Is
+σR) is an integral operator whose integral kernel can be written as

∞∑
n=0

(−1)
(n+1)n

2 σntnpst(x, y)
n

with
(
y 7→ pst(·, y)n

)
∈ C∞([0, 1], C∞

R ([0, 1],M2d(Ω̂nAi)) for R = (Ps, 1− Ps).

Lemma 4.1.2. For any l,m, n ∈ IN0 and ε, δ > 0 there is C > 0 such that for all
x, y ∈ [0, 1] with d(x, y) > ε and all t > 0 it holds

|∂lx∂my pst(x, y)n| ≤ Ce−
d(x,y)2

(4+δ)t .

Proof. We prove the assertion by induction on n.

In degree n = 0 it holds by cor. 3.1.2.

Let η = ε/4.

Let χ : IR → [0, 1] be a smooth function with χ(x) = 0 for x > η and χ(x) = 1 for
x ≤ η/2.

Let kt be the integral kernel of e−tD
2
Is .

For l,m ∈ IN0 it holds

∂lx∂
m
y p

s
t(x, y)

n =

∫ 1

0

∫
[0,1]

(1− s)n−1∂lxkst(x, r)R(r)χ(d(x, r))∂
m
y p

s
(1−s)t(r, y)

n−1drds

+

∫ 1

0

∫
[0,1]

(1− s)n−1∂lxkst(x, r)R(r)
(
1− χ(d(x, r))

)
χ(d(r, y))∂my p

s
(1−s)t(r, y)

n−1drds

+

∫ 1

0

∫
[0,1]

(1−s)n−1∂lxkst(x, r)R(r)
(
1−χ(d(x, r))

)(
1−χ(d(r, y))

)
∂my p

s
(1−s)t(r, y)

n−1drds .

We begin by estimating the first term on the right hand side: By induction there is
C > 0 such that for x, y ∈ [0, 1] with d(x, y) > ε and 0 < s < 1 and t > 0 it holds
in C l

R([0, 1],M2d(Ω̂nAi)):

∥Rχ(d(·, x))∂my ps(1−s)t(·, y)n−1∥Cl
R
≤ Ce−

(d(x,y)−η)2

(4+δ)t .

Furthermore the operator e−stD
2
Is is uniformly bounded on C l

R([0, 1],M2d(Ω̂nAi)),
hence the first term is bounded by Ce−

(d(x,y)−η)2

(4+δ)t .

An analogous bound exists for the second term: By cor. 3.1.2 and since the integral
kernel (y, r) 7→ (∂my p

s
(1−s)t(r, y)

n−1)∗ induces a uniformly bounded family of oper-

ators from Cm
R ([0, 1],M2d(Ω̂≤µAi)) to CR([0, 1],M2d(Ω̂≤µAi)) there is C > 0 such
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that for all x, y ∈ [0, 1] with d(x, y) > ε and 0 < s < 1 and t > 0 it holds in
Cm
R ([0, 1],M2d(Ω̂nAi)):

∥
(
∂lxkst(x, ·)R

)∗(
1− χ(d(·, x))

)
χ(d(·, y))∥Cm

R
≤ Ce−

(d(x,y)−η)2

(4+δ)t .

Furthermore by cor. 3.1.2 it holds

|∂lxkst(x, r)R(r)
(
1− χ(d(x, r))

)
| ≤ Ce−

d(x,r)2

(4+δ)st

and by induction

|
(
1− χ(d(x, r))

)
∂my p

s
(1−s)t(r, y)

n−1| ≤ Ce−
d(r,y)2

(4+δ)(1−s)t

for all x, y, r ∈ [0, 1], all 0 < s < 1 and t > 0, thus the third term is bounded by

Ce−
d(x,y)2

(4+δ)t .

Hence there is C > 0 such that for all x, y ∈ [0, 1] and all t > 0 it holds

|∂lx∂my pst(x, y)n| ≤ Ce−
(d(x,y)−ε/2)2

(4+δ)t .

The assertion follows now from lemma 3.1.6.

We apply Duhamel’s principle in order to obtain an analogous result for the kernel
pt(x, y)

n:

Recall the definitions of ϕk, γk, k = 0, 1, in §3.3.1.
Let Uk ∈ M2d(A∞), k = 0, 1, be a unitary with UI0 = I0U and UkPkU

∗
k = Ps (for

its existence see lemma 1.4.3).

Let
wkt (x, y)

n := U∗
kp

s
t(x, y)

nUk .

Let W k
n (t) be the integral operator with integral kernel wkt (x, y)

n.

We define the integral kernel

wt(x, y)
n := γ0(x)w

0
t (x, y)

nϕ0(y) + γ1(x)w
1
t (x, y)

nϕ1(y)

and denote by Wn(t) the corresponding integral operator. Let W0(0) := 1 and
Wn(0) := 0 for n ≥ 1. Then Wn(t), n ∈ IN0 is a strongly continuous family
of operators on L2([0, 1], (Ω̂≤µAi)2d) and for f ∈ C∞

R ([0, 1], (Ω̂≤µAi)2d) the family

Wn(t)f ∈ L2([0, 1], (Ω̂≤µAi)2d) depends even smoothly on t for all t ∈ [0,∞).

Furthermore for t > 0 the range of Wn(t) is in C
∞
R ([0, 1], (Ω̂≤µAi)2d).
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Hence Duhamel’s principle yields for f ∈ C∞
R ([0, 1],A2d

i ):

(
e−tA

2
I −

∞∑
n=0

σn(−1)
n(n+1)

2 tnWn(t)
)
f

= −
∫ t

0

e−sA
2
I
( d
dt

+ A2
I

) ∞∑
n=0

(t− s)nWn(t− s)f ds

=

∫ t

0

e−sA
2
I

∑
k=0,1

[γk, D
2
I ]s

∞∑
n=0

σn(−1)
n(n+1)

2 (t− s)nW k
n (t− s)ϕkf ds

=
∞∑
n=0

∫ t

0

σn(−1)
n(n+1)

2

n∑
j=0

sn−j(t− s)jIn−j(s)
∑
k=0,1

(γ′k∂ + ∂γ′k)W
k
j (t− s)ϕkf ds .

It follows

(
In(t)−Wn(t)

)
f = t−n

∫ t

0

n∑
j=0

sn−j(t− s)jIn−j(s)
∑
k=0,1

(γ′k∂ + ∂γ′k)W
k
j (t− s)ϕkf ds .

Proposition 4.1.3. For any l,m, n ∈ IN0 and any δ > 0 there is C > 0 such that
it holds

|∂lx∂my pt(x, y)n − ∂lx∂my wt(x, y)n| ≤ Ct
∑
k=0,1

e−
d(y,supp γ′k)2

(4+δ)t 1suppϕk(y)

for all t > 0 and all x, y ∈ [0, 1] .

Proof. It holds in C l
R([0, 1],M2d(Ω̂nAi)):

∥∂my pt(·, y)n − ∂my wt(·, y)n∥Cl
R

= ∥t−n
∫ t

0

n∑
j=0

sn−j(t− s)jIn−j(s)
∑
k=0,1

(γ′k∂ + ∂γ′k)∂
m
y

(
wkt−s(·, y)jϕk(y)

)
ds∥Cl

≤
∫ t

0

n∑
j=0

∥In−j(s)
∑
k=0,1

(γ′k∂ + ∂γ′k)∂
m
y

(
wkt−s(·, y)jϕk(y)

)
∥Cl

R
ds .

From the previous lemma it follows that for any j ∈ IN0 and k = 0, 1 there is C > 0
such that

∥(γ′k∂ + ∂γ′k)∂
m
y

(
wkt−s(·, y)jϕk(y)

)
∥Cl

R
≤ Ce−

d(y,supp γ′k)2

(4+δ)t 1suppϕk(y)

for all y ∈ [0, 1], all t > 0 and 0 < s < t.

The assertion follows from the fact that In−j(s) is a uniformly bounded family of

operators on C l
R([0, 1],M2d(Ω̂≤nAi)).
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Corollary 4.1.4. For any l,m, n ∈ IN0 and ε > 0 there are c, C > 0 such that it
holds

|∂lx∂my pt(x, y)n| ≤ Ce−
d(x,y)2

ct

for all x, y ∈ [0, 1] with d(x, y) > ε and all t > 0.

Proof. Note that the assertion is equivalent to the assertion that for any l,m, n ∈ IN0

and ε > 0 there are c, C > 0 such that it holds

|∂lx∂my pt(x, y)n| ≤ Ce−
1
ct

for all x, y ∈ [0, 1] with d(x, y) > ε and all t > 0. The estimate follows for 0 < t < 1
from the previous proposition and lemma 4.1.2 since supp γ′k ∩ suppϕk = ∅. For
t > 1 it holds by the estimate in prop. 4.1.1.

4.1.3 The η-form

In the following the integral kernel of DIIn(t) is denoted by (DIpt)(x, y)
n

Lemma 4.1.5. For any n ∈ IN0 the integral∫ ∞

0

t
n−1
2

∫
[0,1]

tr(DIpt)(x, x)
ndxdt

is well-defined in Ω̂∗A∞/[Ω̂∗A∞, Ω̂∗A∞]s.

Proof. The integral converges in Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi]s for all n, µ, i ∈ IN0: For
n = 0 and t → 0 the convergence follows from cor. 3.3.8; for n > 0 and t → 0 and
for n ∈ IN0 and t → ∞ the convergence follows from prop. 4.1.1. By prop. 1.3.5

the integral converges in Ω̂∗A∞/[Ω̂∗A∞, Ω̂∗A∞]s as well.

Let trσ(a + σb) := tra for a, b ∈ M2d(Ω̂∗Ai) and let Trσ be the corresponding trace
on integral operators.

Definition 4.1.6. The η-form of the superconnection AI associated to DI is

η(AI) :=
1

2
√
π

∫ ∞

0

t−
1
2TrσDIe

−(AI
t )

2

dt ∈ Ω̂∗A∞/[Ω̂∗A∞, Ω̂∗A∞]s .

It holds

η(AI) =
1

2
√
π

∞∑
n=0

(−1)n
∫ ∞

0

tn−
1
2

∫
[0,1]

tr(DIpt)(x, x)
2n dxdt .

Hence the η-form is well-defined by the previous lemma.
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4.2 The superconnection associated to DZ

Let (P0, P1) be a pair of transverse Lagrangian projections with Pi ∈M2d(A∞), i =
1, 2 and let DZ be the asssociated operator on L2(Z, (Ω̂≤µAi)4d) defined in §3.4.
In this section we define a superconnection associated to DZ .

Let U ∈ C∞([0, 1],M2d(A∞)) be as in prop. 2.2.1 with U(0)P0U(0)
∗ = Ps and

U(1)P1U(1)
∗ = 1 − Ps. We consider U as a function on Z depending only on the

variable x2 and set
W̃ := U ⊕ U ∈ C∞(Z,M2d(A∞)) .

We call AZ := W̃ ∗ d W̃ + DZ a superconnection associated to DZ and AZt :=
W̃ ∗ d W̃ +

√
tDZ the corresponding rescaled superconnection.

Its curvature is

A2
Z = D2

Z + [W̃ ∗ d W̃ ,DZ ]s

= D2
Z + W̃ ∗[d, W̃ c(dx2)∂x2W̃

∗]sW̃

= D2
Z − c(dx1)W̃ ∗[d, W̃ I∂x2W̃

∗]sW̃

= D2
Z − c(dx1)W̃ ∗ d(W̃ I∂x2W̃

∗)W̃

= D2
Z + c(dx1)(R⊕ (−R))

with R = −U∗ d(UI0(∂U
∗))U .

Let R̃ = c(dx1)(R⊕ (−R)) ∈ C∞(Z,M4d(Ω̂≤µAi)). It holds R̃∗ = −R̃.
The negative of the curvature generates a holomorphic semigroup e−tA

2
Z on

L2(Z, (Ω̂≤µAi)4d).

Let DI be the closed operator on L2([0, 1], (Ω̂≤µAi)2d) associated to (P0, P1). Recall

from §3.4 that for the operator D̃I it holds e
−tD2

Z = e−tD̃
2
Ie−t∆IR .

By prop. 4.1.1 the operator

In(t) :=

∫
∆n

e−u0tD
2
IRe−u1tD

2
IR . . . e−untD

2
I du0 . . . dun

is an integral operator. Its integral kernel is denoted by pIt (x, y)
n.

Since e−t∆IR commutes with R̃ and c(dx1) commutes with e−tD
2
Z and with R⊕ (−R),

we obtain from Volterra development:

e−tA
2
Z =

∞∑
n=0

(−1)ntn
∫
∆n

e−u0tD
2
Z R̃e−u1tD

2
Z R̃ . . . e−untD

2
Z du0 . . . dun

=
∞∑
n=0

(−1)ntne−t∆IR

∫
∆n

e−u0tD̃
2
I R̃e−u1tD̃

2
I R̃ . . . e−untD̃

2
I du0 . . . dun

=
∞∑
n=0

(−1)ntnc(dx1)ne−t∆IR
(
In(t)⊕ (−1)nIn(t)

)
.
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We define

pZt (x, y)
n := c(dx1)

n 1√
4πt

e−
(x1−y1)

2

4t

(
pIt (x2, y2)

n ⊕ (−1)npIt (x2, y2)n
)
.

It follows that the integral kernel of e−tA
2
Z is

∞∑
n=0

(−1)ntnpZt (x, y)n

and the integral kernel of e−(AZ
t )2 is

∞∑
n=0

(−1)nt
n
2 pZt (x, y)

n .

Note that for all multi-indices α, β ∈ IN2
0 it holds

trs∂
α
x∂

β
y p

Z
t (x, y)

n = 0 .

Furthermore it holds

(DZ)xp
Z
t (x, y)

n = c(dx1)(∂x1 − I∂x2)pZt (x, y)n .

Since trsc(dx1)∂x1p
Z
t (x, y)

n vanishes for x1 = y1 and trsc(dx1)I∂x2p
Z
t (x, y)

n vanishes
for all x, y ∈ Z, it holds trs(DZ)xp

Z
t (x, y)

n = 0 if x = y.

Furthermore the integral kernel pZt (x, y)
n satisfies the following Gaussian estimate:

Lemma 4.2.1. Let α, β ∈ IN2
0. For any ε > 0 there are c, C > 0 such that for all

x, y ∈ Z with d(x, y) > ε and all t > 0 it holds

|∂αx∂βy pZt (x, y)n| ≤ Ce−
d(x,y)2

ct .

Proof. The assertion follows from prop. 4.1.1 and cor. 4.1.4: The proof is analogous
to the proof of lemma 3.4.4.

4.3 The superconnection A(ρ)t associated to D(ρ)

4.3.1 The family e−A(ρ)
2
t

Recall that in §3.5.1 we fixed r0, b0 > 0 such that

supp kK ∩
(
(F (r0, b0)×M) ∪ (M × F (r0, b0))

)
= ∅ .

. Let W ∈ C∞(M,End+E ⊗A∞) be as in §2.1.2 and assume that W is parallel on
M \F (r, b0) for any r ≥ 0. By prop. 2.1.3 this is possible. Then it holds [W,K]s = 0.
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We define a superconnection associated to D(ρ) on the ZZ/2-graded Ai-module
L2(M,E ⊗Ai) by

A(ρ) := W ∗ dW +D(ρ) .

The corresponding rescaled superconnection is

A(ρ)t :=W ∗ dW +
√
tD(ρ) .

The curvature of A(ρ) is

A(ρ)2 = W ∗ d2W + [D(ρ),W ∗ dW ]s +D(ρ)2

= D(ρ)2 +W ∗[d,Wc(dW ∗)]sW

=: D(ρ)2 +R
by prop. 2.1.1 and the fact that [W,K]s = 0.

It holds R ∈ C∞(M,EndE ⊗ Ω̂≤1Ai) with R|M\F (r,b0) = 0 for all r ≥ 0 and

R|F = W ∗[d,Wc(e2)∂e2W
∗)]sW

= −c(e1)W ∗ d(WI∂e2W
∗)W .

Furthermore for any k ∈ ZZ/6 the restriction ofR to Uk is of the form c(e1)(R⊕(−R))
with R ∈ C∞(Uk,M2d(Ω̂≤1Ai)) independent of the variable xk2.

The rescaled curvature is

A(ρ)2t = tD(ρ)2 +
√
tR .

Both, A(ρ)2 and A(ρ)2t , are right Ω̂≤µAi-module homomorphisms.

Since A(ρ)2 is a bounded perturbation of D(ρ)2, it generates a holomorphic semi-
group e−tA(ρ)

2
on L2(M,E ⊗ Ω̂≤µAi).

In the following we only consider t ≥ 0.

The Volterra development of e−tA(ρ)
2
is

e−tA(ρ)
2

=
∞∑
n=0

(−1)ntn
∫
∆n

e−u0tD(ρ)2Re−u1tD(ρ)2R . . . e−untD(ρ)2 du0 . . . dun

=:
∞∑
n=0

(−1)ntnIn(ρ, t) .

It follows

e−A(ρ)
2
t =

∞∑
n=0

(−1)ntn/2In(ρ, t) .

For n ∈ IN there is the following recursive relation:

In(ρ, t) =

∫ 1

0

du0 (1− u0)n−1e−u0tD(ρ)2RIn−1(ρ, (1− u0)t) .

For ρ ̸= 0 the family t 7→ In(ρ, t) is uniformly bounded on L2(M,E ⊗ Ω̂≤µAi). By

cor. 3.5.16 it acts as a strongly continuous family of operators on Cm
R (M,E⊗Ω̂≤µAi)

and there are C, l > 0 such that the action is bounded by C(1 + t)l.

Note that it holds In(ρ, t)
∗ = (−1)nIn(ρ, t).
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4.3.2 The integral kernel of e−A(ρ)
2
t

In this section we prove that In(ρ, t) is an integral operator for t > 0 by constructing
an approximation of the family In(ρ, t) by a family integral operators and comparing
it with In(ρ, t) by Duhamel’s principle.

Let {ϕk}k∈J and {γk}k∈J as defined in §3.5.1.
For k ∈ ZZ/6 the function W |Uk

: Uk →M4d(A∞) does not depend on the coordinate
xk1. We extend it to a section W̃k : Zk → M4d(A∞) which is independent of xk1 as
well. Then the superconnection AZk

:= W̃ ∗
k d W̃k + DZk

coincides on Uk with the
superconnection A(ρ).

For k ∈ ZZ/6 and n ∈ IN0 let w(ρ)
k
t (x, y)

n be the restriction of pZk
t (x, y)n to Uk×Uk.

Let furthermore w(ρ)♣t (x, y)
0 be the restriction of the integral kernel of e−tDN (ρ)2 to

U♣ × U♣ for t > 0 and set w(ρ)♣t (x, y)
n = 0 for n > 0.

This is reasonable since A(ρ)2 equals D(ρ)2 on U♣.
We extend w(ρ)kt (x, y)

n by zero to M ×M and set

w(ρ)t(x, y)
n :=

∑
k∈J

γk(x)w(ρ)
k
t (x, y)

nϕk(y) .

WriteWn(ρ, t) for the corresponding integral operator. It is a bounded operator from
L2(M,E⊗Ai) to L2(M,E⊗ Ω̂≤nAi) as well as from Cm

R (M,E⊗Ai) to Cm
R (M,E⊗

Ω̂≤nAi).
Set W0(ρ, 0) = 1 and Wn(ρ, 0) = 0 for n > 0.

Then for f ∈ L2(M,E⊗ Ω̂≤µAi) the family Wn(ρ, t)f ∈ L2(M,E⊗ Ω̂≤µAi) depends
continuously on t for all t ∈ [0,∞), and for f ∈ C∞

Rc(M,E ⊗Ai) even smoothly.

By Duhamel’s principle it follows for f ∈ C∞
Rc(M,E ⊗Ai):(

e−tA(ρ)
2 −

∞∑
n=0

(−1)ntnWn(ρ, t)
)
f

= −
∫ t

0

e−sA(ρ)
2

(
d

dt
+ A(ρ)2)

∑
k∈J

∞∑
n=0

(−1)n(t− s)nγkW k
n (ρ, t− s)ϕkf ds

=

∫ t

0

e−sA(ρ)
2
∑
k∈J

[γk, D(ρ)2]s

∞∑
n=0

(−1)n(t− s)nW k
n (ρ, t− s)ϕkf ds

=
∞∑
n=0

(−1)n
∫ t

0

n∑
m=0

sn−m(t− s)mIn−m(ρ, s)
∑
k∈J

[γk, D(ρ)2]sW
k
m(ρ, t− s)ϕkf ds

It follows(
In(ρ, t)−Wn(ρ, t)

)
f = t−n

∫ t

0

n∑
m=0

sn−m(t−s)mIn−m(ρ, s)
∑
k∈J

[γk, D(ρ)2]sW
k
m(ρ, t−s)ϕkf ds .

In the following | · | denotes the fibrewise norm of (E � E∗)⊗ Ω̂≤µAi.
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Proposition 4.3.1. The operator In(ρ, t) is an integral operator for t > 0. For its
integral kernel p(ρ)t(x, y)

n it holds:

1. The map (0,∞)→ C∞(M ×M, (E � E∗)⊗ Ω̂nA∞), t 7→ p(ρ)nt is smooth.

2. It holds p(ρ)t(x, y)
n = (−1)n(p(ρ)t(y, x)n)∗.

3. For any T > 0 there are C, c > 0 such that it holds

|p(ρ)t(x, y)n − w(ρ)t(x, y)n| ≤ Ct

(∑
k∈J

e−
d(y,supp dγk)2

ct 1suppϕk(y) + ρ1U♣(y)

)

for all 0 < t < T , ρ ∈ [−1, 1] and all x, y ∈M .

4. Let ρ ̸= 0. Then there are C, c > 0 and j ∈ IN such that it holds

|p(ρ)t(x, y)n − w(ρ)t(x, y)n| ≤ Ct(1 + t)je−
d(y,U♣)2

ct

for all t > 0 and all x, y ∈M .

Statements analogous to 3), 4) hold for the partial derivatives of p(ρ)t(x, y)
n

in x of y with respect to unit vector fields on M .

Proof. The proof is a generalization of the proof of prop. 3.5.14.

In order to show the existence of the integral kernel and 1) we need only investigate
In(ρ, t)−Wn(ρ, t).

It holds for f ∈ C∞
Rc(M,E ⊗Ai):(

In(ρ, t)−Wn(ρ, t)
)
f

= t−n
∫ t

0

∫
M

n∑
m=0

sn−m(t− s)mIn−m(ρ, s)
∑
k∈J

[γk, A(ρ)
2]sw(ρ)

k
t−s(·, y)mϕk(y)f(y) dyds .

Note that for k ∈ ZZ/6 it holds [γk, A(ρ)
2] = [c(dγk), D]s.

For ρ ∈ IR and t > 0 the family In−m(ρ, s) : Cν
R(M,E ⊗ Ω̂≤µAi) → Cν

R(M,E ⊗
Ω̂≤µ+n−mAi) is uniformly bounded in s < t.

The function
τ 7→

(
y 7→

∑
k∈J

[γk, A(ρ)
2]sw(ρ)

k
τ (·, y)mϕk(y)

)
is smooth from (0,∞) to C l(M,Cν

Rc(M,E ⊗ Ω̂≤m+1Ai)⊗ E∗) for any l, ν ∈ IN0.

If k ∈ ZZ/6, then by lemma 4.2.1 there are c, C > 0 such that for all y ∈ M and
0 < τ it holds

∥[γk, A(ρ)2]swkτ (·, y)mϕk(y)∥Cν ≤ Ce−
d(y,supp dγk)2

cτ 1suppϕk(y) .
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Furthermore it holds w(ρ)♣τ (x, y)
m = 0 for m > 0. The kernel w(ρ)♣τ (x, y)

0 is equal
to the kernel e(ρ)♣τ (x, y) in the proof of prop. 3.5.14 and was estimated there. It
follows that for T, δ > 0 there is C > 0 such that for y ∈ M , ρ ∈ [−1, 1] and
0 < τ < T it holds

∥[γ♣, A(ρ)2]sw(ρ)♣τ (·, y)mϕ♣(y)f(y)∥Cν ≤ C
(
e−

d(y,supp dγ♣)2

(4+δ)t + |ρ|
)
1suppϕ♣(y) .

Analogous estimates hold for the derivatives in y and also in τ by the heat equation.

The existence and 1) follow now by standard arguments.

Assertion 2) follows from In(ρ, t)
∗ = (−1)nIn(ρ, t).

In order to prove 3) we combine the estimates above with the fact that for any
T > 0 the operator In(ρ, t) : C

l
R(M,E ⊗ Ω̂≤µAi)→ C l

R(M,E ⊗ Ω̂≤µAi) is uniformly
bounded in ρ ∈ [−1, 1] and 0 ≤ t < T .

4) follows from the estimates by taking into account that for any ρ ̸= 0 there is C > 0
and j ∈ IN such that the norm of In(ρ, t) : C

l
R(M,E⊗Ω̂≤µAi)→ C l

R(M,E⊗Ω̂≤µAi)
is bounded by C(1 + t)j for any t > 0.

Corollary 4.3.2. Let ρ ̸= 0. For any ε > 0 and m,n ∈ IN0 there are c, C > 0 and
j ∈ IN such that for t > 0 and x, y ∈M with d(x, y) > ε it holds

|D(ρ)mx p(ρ)t(x, y)
n| ≤ C(1 + t)j

(
e−

d(x,y)2

ct + e−
d(y,U♣)2

ct

)
.

Proof. This follows from lemma 4.2.1.

Corollary 4.3.3. Let k ∈ ZZ/6.

1. For any T > 0 and m,n ∈ IN0 there are c, C > 0 such that for all x, y ∈ Uk,
for 0 < t < T and ρ ∈ [−1, 1] it holds

|D(ρ)mx p(ρ)t(x, y)
n − (DZk

)mx p
Zk
t (x, y)n| ≤ Ce−

d(y,U♣)

ct .

2. For any ρ ̸= 0 and n ∈ IN0 there is c, C > 0 and j ∈ IN such that for all
x, y ∈ Uk and t > 0 it holds

|D(ρ)mx p(ρ)t(x, y)
n − (DZk

)mx p
Zk
t (x, y)n| ≤ C(1 + t)je−

d(y,U♣)

ct .
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4.4 The index theorem and its proof

4.4.1 The supertrace

Let trs be the supertrace on the fibres of (E ⊗ E∗)⊗ Ω̂≤µAi = EndE ⊗ Ω̂≤µAi and
Trs the corresponding trace for trace class operators as defined in §1.3.2.
Let χ : IR → [0, 1] be a smooth function with χ(x) = 1 for x ≤ 0 and χ(x) = 0 for
x ≥ 1. Let ϕr :M → [0, 1], ϕr(x) = χ(d(Mr, x)) for r > 0.

Definition 4.4.1. Let K be a bounded operator on L2(M,E ⊗ Ω̂≤µAi) such that
ϕrKϕr is a trace class operator for all r ≥ 0 . Then we define

TrsK := lim
r→∞

Trs
(
ϕrKϕr)

if the limit exists.

On trace class operators this definition coincides with the supertrace Trs defined in
§1.3.2.

Proposition 4.4.2. For ρ ∈ IR and t > 0 the supertraces

Trse
−A(ρ)2t

and
TrsD(ρ)e−A(ρ)

2
t

exist in the sense of the previous definition.

Proof. We show the assertion for e−A(ρ)
2
t , the proof for D(ρ)e−A(ρ)

2
t is analogous.

The operator ϕre
−A(ρ)2tϕr is trace class for t > 0 since

ϕre
−A(ρ)2tϕr = (ϕre

−A(ρ)2t /2)(e−A(ρ)
2
t /2ϕr)

is an appropriate decomposition in Hilbert-Schmidt operators. Note that it follows
that the operators In(ρ, t) are also trace class for t > 0.

We show that trsp(ρ)t(x, x)
n is in L1(M, Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi]s):

By cor. 4.3.3 there are c, C > 0 such that

|p(ρ)t(x, x)n − pZk
t (x, x)n| ≤ Ce−cd(x,U♣)2

for all x ∈ Uk.
Since trsp

Zk
t (x, x)n = 0 by §4.2, it holds

|trsp(ρ)t(x, x)n| ≤ Ce−cd(x,U♣)2 .

Now the assertion follows.
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4.4.2 The limit of Trse
−A(ρ)2t for t→∞

This section is devoted to the proof of

Theorem 4.4.3. Let ρ ̸= 0.

Let P0 be the projection onto the kernel of D(ρ). Then for T > 0 there is C > 0
such that for all t > T it holds

|Trse−A(ρ)
2
t −

∞∑
n=0

(−1)n 1

n!
Trs(P0W dW ∗P0)

2n| ≤ Ct−
1
2

and
|TrsD(ρ)e−A(ρ)

2
t | ≤ Ct−1

in Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi]s.

Note that it holds (P0W dW ∗P0)
2n = W (W ∗P0W )(dW ∗P0W )2nW ∗, hence by

lemma 5.3.5 it follows that (P0W dW ∗P0)
2n is a trace class operator on L2(M,E ⊗

Ω̂≤µAi).
The proof is subdivided in some lemmata. It relays on the tools developped in
§5.2.3.
Throughout the section ρ ̸= 0 is fixed.

In the following | · | denotes the norm of Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi]s resp. the fibrewise
norm of (E�E∗)⊗Ω̂≤µAi (depending on the context), and ∥·∥ denotes the operator
norm on B(L2(M,E ⊗ Ω̂≤µAi)).

Lemma 4.4.4. Let ν = 0, 1. For any T > 0 there are ε, C > 0 such that for all
t > T it holds:

|TrsD(ρ)νe−A(ρ)
2
t − TrsϕtD(ρ)νe−A(ρ)

2
t | ≤ Ce−εt.

Proof. We prove the case ν = 0, the case ν = 1 can be proved analogously.

By cor. 4.3.3 for any n ∈ IN0 there are c, C, r > 0 such that it holds

|p(ρ)t(x, x)n − pZk
t (x, x)n| ≤ C(1 + t)je−

d(x,Mr)
2

ct

for t > 0 and x ∈ Uk with k ∈ ZZ/6.

Hence there are c, C > 0 such that for all x ∈M and t > T it holds

|trsp(ρ)t(x, x)| ≤ Ce−
d(x,Mr)

2

ct

and by that there are C, ε > 0 such that for all t > r it holds

|Trse−A(ρ)
2
t − Trsϕte

−A(ρ)2t | = |Trs(1− ϕt)e−A(ρ)
2
t |

≤ C

∫ ∞

t

e−
(r′−r)2

ct dr′

≤ Ce−εt .
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It holds

TrsϕtD(ρ)νe−A(ρ)
2
t =

∞∑
k=0

(−1)ktk/2 TrsϕtD(ρ)νIk(ρ, t)

and

TrsϕtD(ρ)νIk(ρ, t) =

∫
∆k

Trs
(
ϕtD(ρ)νe−u0tD(ρ)2Re−u1tD(ρ)2R . . . e−uktD(ρ)2ϕt

)
du0 . . . duk .

Note that on the right hand side the supertrace is applied to trace class operators.

Let P1 := 1 − P0. The decomposition e−uitD(ρ)2 = P0 + P1e
−uitD(ρ)2 induces a

decomposition of TrsϕtD(ρ)νIk(ρ, t) in a sum of 2k+1 terms. Let P ν
jk(t) be the sum

of all those terms containing j factors of the form P1e
−uitD(ρ)2 .

Hence

TrsϕtD(ρ)νe−A(ρ)
2
t =

∞∑
k=0

(−1)kt
k
2

k+1∑
j=0

P ν
jk(t) .

From P0RP0 = P0[W
∗ dW,D(ρ)]sP0 = 0 it follows P ν

jk(t) = 0 for j < k
2
.

Note further that for k even it holds

P ν
k
2
k
(t) =

∫
∆k

Trs
(
ϕtD(ρ)νP0RP1e

−u1tD(ρ)2RP0RP1e
−u3tD(ρ)2RP0 . . .

. . . P0RP1e
−uk−1tD(ρ)2RP0ϕt

)
du0 . . . duk .

Since D(ρ)P0 = 0, it follows P 1
k
2
k
(t) = 0.

In two lemmata we study the behaviour of the remaining cases for large t:

Lemma 4.4.5. For ν = 0, 1, for k ∈ IN0 and T > 0 there are C, ε > 0 such that for
all t > T it holds

|P ν
(k+1)k(t)| ≤ Ce−εt .

Proof. It holds

P ν
(k+1)k(t) =

∫
∆k

Trs
(
ϕtD(ρ)νP1e

−u0tD(ρ)2RP1e
−u1tD(ρ)2R . . .

. . .RP1e
−uktD(ρ)2ϕt

)
du0 . . . duk .

Note that for any (u0, . . . uk) ∈ ∆k we can find i ∈ {0, 1, . . . , k} such that ui ≥ 1
k+1

.

We begin by showing that for any T > 0 there are C, ε > 0 such that for 1 > ui ≥
1

k+1
, for 1 > u0, . . . , ui−1 ≥ 0 and for t > T the family

ϕtD(ρ)νP1e
−u0tD(ρ)2RP1e

−u1tD(ρ)2R . . .RP1e
−ui

2
tD(ρ)2

is a family of Hilbert-Schmidt operators with Hilbert-Schmidt norm bounded by

Cu
− ν

2
0 e−εt. If not specified the estimates in the following hold for 1 > ui >

1
k+1

, for
1 > u0, . . . , ui−1 ≥ 0 and for t > T .
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It holds

ϕtD(ρ)νP1e
−u0tD(ρ)2RP1e

−u1tD(ρ)2R . . .RP1e
−ui

2
tD(ρ)2

= ϕtD(ρ)νP1e
−u0tD(ρ)2RP1e

−u1tD(ρ)2R . . .RP1e
−ui

2
tD(ρ)2ϕ(t+6)

+ϕtD(ρ)νP1e
−u0tD(ρ)2R . . . P1e

−ui−1tD(ρ)2Rϕ(t+6)P1e
−ui

2
tD(ρ)2(1− ϕt+6)

+ϕtD(ρ)νP1e
−u0tD(ρ)2R . . . P1e

−ui−1tD(ρ)2R(1− ϕ(t+6))P1e
−ui

2
tD(ρ)2(1− ϕ(t+6)) .

Consider the first term on the right hand side: By cor. 3.5.18 there is C > 0 such
that the family e−

ui
4
tD(ρ)2ϕ(t+6) is family of Hilbert-Schmidt operators with norm

bounded by Ct.

Furthermore by prop. 3.5.12 and cor. 3.5.15 there are ε, C > 0 such that the
operator norm of

ϕtD(ρ)νP1e
−u0tD(ρ)2RP1e

−u1tD(ρ)2R . . .RP1e
−ui

4
tD(ρ)2

is bounded by Cu
− ν

2
0 e−εt.

By prop. 5.2.12 it follows that the first term is a family of Hilbert-Schmidt operators

with Hilbert-Schmidt norm bounded by Cu
− ν

2
0 e−εt for some C, ε > 0.

In the second term the factor

ϕ(t+6)P1e
−ui

2
tD(ρ)2(1− ϕ(t+6)) = (ϕ(t+6)e

−ui
4
tD(ρ)2)P1e

−ui
4
tD(ρ)2(1− ϕ(t+6))

is a Hilbert-Schmidt operator bounded by some Ce−εt with C, ε > 0. Hence the

second term is bounded in the Hilbert-Schmidt norm by Cu
− ν

2
0 e−εt for some C, ε > 0.

The estimate of the third term requires more effort:

We prove by induction on j ∈ IN that there is C > 0 such that

ϕtD(ρ)νP1e
−u0tD(ρ)2RP1e

−u1tD(ρ)2R . . . P1e
−ujtD(ρ)2(1− ϕ(t+6))

is a Hilbert-Schmidt operator with Hilbert-Schmidt norm bounded by Cu
− ν

2
0 (1 + t)

for t > T and 0 ≤ u0, . . . , uj ≤ 1.

Then it follows that the third term is uniformly bounded by some Ce−εt for some
C, ε > 0 since P1e

−ui
2
tD(ρ)2 is exponentially decaying for t→∞ by prop. 3.5.12.

For j = 0 the assertion follows from cor. 3.5.18 by

ϕtD(ρ)νP1e
−u0tD(ρ)2(1−ϕ(t+6)) = ϕtD(ρ)νe−u0tD(ρ)2(1−ϕ(t+6))−ϕtD(ρ)νP0(1−ϕ(t+6)) .

Now assume the assertion is true for j − 1. It holds

ϕtP1D(ρ)νe−u0tD(ρ)2RP1 . . .RP1e
−ujtD(ρ)2(1− ϕ(t+6))

= ϕtP1D(ρ)νe−u0tD(ρ)2P1RP1 . . . P1e
−uj−1tD(ρ)2P1Rϕ(t+3)P1e

−ujtD(ρ)2(1− ϕ(t+6))

+ϕtP1D(ρ)νe−u0tD(ρ)2P1 . . . P1e
−uj−1tD(ρ)2P1(1− ϕ(t+3))RP1e

−ujtD(ρ)2(1− ϕ(t+6)) .
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Both terms on the right hand side are bounded in the Hilbert-Schmidt norm by
Cu

−ν/2
0 (1 + t) for some C > 0 and all t > T and 0 ≤ u0, . . . , uj ≤ 1: the first term

since ϕ(t+3)P1e
−ujtD(ρ)2(1−ϕ(t+6)) is bounded by C(1+ t) by cor. 3.5.18, the second

term by induction.

Now we have finished the claim the proof began with.

An analogous proof shows that for any T > 0 there are C, ε > 0 such that the family

P1e
−ui

2
tD(ρ)2RP1e

−ui+1tD(ρ)2R . . . P1e
−uktD(ρ)2ϕt

is a family of Hilbert-Schmidt operators with Hilbert-Schmidt norm bounded by
Ce−εt for all ui >

1
k+1

, 0 ≤ ui+1, . . . , uk ≤ 1 and t > T .

It follows that∫
∆k

Trs
(
ϕtP1D(ρ)νe−u0tD(ρ)2RP1e

−u1tD(ρ)2R . . .RP1e
−uktD(ρ)2ϕt

)
du0 . . . duk

is bounded by Ce−εt for some C, ε > 0 and all t > T .

This implies the assertion.

Lemma 4.4.6. Let ν = 0, 1 and j, k ∈ IN0 with k
2
≤ j ≤ k. For any T > 0 there is

C > 0 such that it holds for t > T :

|P ν
jk(t)| ≤ Ct−j .

Furthermore for k odd, for any n ∈ IN and T > 0 there is C > 0 such that for t > T
it holds:

|P ν
k+1
2
k
(t)| ≤ Ct−n .

Proof. For j ≤ k the operator P ν
jk(t) is a sum of terms of the form∫

∆k

Trs(A(u0, . . . ui, t)P0)(P0B(ui+1, . . . uk, t)) du0 . . . duk ,

where A and B are continuous families of bounded operators on L2(M,E ⊗ Ω̂≤µAi)
for u0 ̸= 0.

Since P0 is a Hilbert-Schmidt operator by prop. 5.3.7 it holds by prop. 5.2.12:

|
∫
∆k

Trs
(
A(u0, . . . ui, t)P0

)(
P0B(ui+1, . . . uk, t)

)
du0 . . . duk|

≤ ∥P0∥2HS
∫
∆k

∥A(u0, . . . ui, t)∥∥B(ui+1, . . . uk, t)∥ du0 . . . duk .
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Let ω > 0 be such that there is C > 0 with ∥P1e
−tD(ρ)2∥ ≤ Ce−ωt for all t > 0; then

it follows:

|P ν
jk(t)| ≤ C

∑
λ=0,1

∫ 1

0

du0 (u0t)
−λ/2e−ωu0t

∫
(1−u0)∆k−1

exp(−
j−1∑
i=1

ωuit) du1 . . . duk

= C
∑
λ=0,1

∫ 1

0

du0 (u0t)
−λ/2e−ωu0t

∫ (1−u0)

0

e−ωst vol(s∆j−2) vol
(
(1− u0 − s)∆k−j) ds

= C
∑
λ=0,1

∫ 1

0

du0 (u0t)
−λ/2e−ωu0t

∫ (1−u0)

0

e−ωst
sj−2(1− u0 − s)k−j

(j − 2)!(k − j)!
ds

= Ct−j
∑
λ=0,1

∫ t

0

dy y−λ/2e−ωy
∫ (t−y)

0

e−ωx
xj−2(1− y/t− x/t)k−j

(j − 2)!(k − j)!
dx

≤ Ct−j
∑
λ=0,1

(∫ ∞

0

y−λ/2e−ωy dy
)(∫ ∞

0

e−ωx
xj−2

(j − 2)!(k − j)!
dx
)

≤ Ct−j .

This shows the first statement.

For k odd it holds

P ν
k+1
2
k
(t)

=

∫
∆k

Trs
(
ϕtD(ρ)νP0RP1e

−u1tD(ρ)2RP0RP1e
−u3tD(ρ)2 . . . P0RP1e

−uktD(ρ)2
)
du0 . . . duk

+

∫
∆k

Trs
(
D(ρ)νP1e

−u0tD(ρ)2RP0RP1e
−u2tD(ρ)2 . . . P0RP1e

−uk−1tD(ρ)2RP0ϕt
)
du0 . . . duk .

From prop. 3.5.6 it follows that for any n ∈ IN there is C > 0 such that

∥(1− ϕt)P0∥HS + ∥P0(1− ϕt)∥HS ≤ Ct−n .

The second estimate follow then from the cyclicity of the sypertrace since P0P1 =
P1P0 = 0.

From the results so far obtained it follows that the supertrace TrsD(ρ)e−A(ρ)
2
t can

be estimated by Ct−1 for t > T . This shows the second estimate in the theorem.

Furthermore it follows from the previous lemmata that for t > T there is C > 0
such that it holds

|Trsϕte−A(ρ)
2
t −

∞∑
n=0

tn P 0
n(2n)(t)| ≤ Ct−

1
2 .

Define

Pn(t) :=

∫
∆2n

P0RP1e
−u0tD(ρ)2RP0RP1e

−u1tD(ρ)2RP0 . . .

. . . P0RP1e
−un−1tD(ρ)2RP0 du0 . . . du2n
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Note that by Pn(t) = P0Pn(t)P0 this is a trace class operator.

It holds P 0
n(2n)(t) = TrsϕtPn(t).

From prop. 3.5.6 it follows that for any j ∈ IN there is C > 0 such that

∥P0 − ϕtP0∥HS ≤ Ct−j ,

hence
|TrsPn(t)− P 0

n(2n)(t)| ≤ Ct−j .

In the next lemma we show that for T > 0 there is C > 0 such that

∥tnPn(t)− (−1)n 1

n!
(P0WdW ∗P0)

2n∥ ≤ Ct−1

in B(L2(M,E ⊗ Ω̂≤µAi)) for t > T . The first estimate of the theorem follows then
since for any j > 0 there is C > 0 such that

|tnP 0
n(2n)(t)− (−1)n 1

n!
Trs(P0WdW ∗P0)

2n|

≤ Ctn−j + |tn Trs[P
2
0

(
Pn(t)− (−1)n 1

n!
Trs(P0WdW ∗P0)

2n
)
]|

≤ Ctn−j + ∥P0∥2HS∥Pn(t)− (−1)n 1

n!
(P0WdW ∗P0)

2n∥ .

Lemma 4.4.7. Let k, n ∈ IN0 with n ≤ k. For t→∞ the term

tn
∫
∆k

P0RP1e
−u0tD(ρ)2P1RP0RP1e

−u1tD(ρ)2RP0 . . . P0RP1e
−un−1tD(ρ)2RP0 du0 . . . duk

converges in B(L2(M,E ⊗ Ω̂≤µAi)) to

(−1)n 1

(k − n)!
(P0W dW ∗P0)

2n

with O(t−1).

Proof. For i, j ∈ {0, 1} let idj := PiW dW ∗Pj.

Note that by R = [W ∗ dW,D(ρ)]s it holds

P1RP0 = P1D(ρ)W ∗ dWP0

P0RP1 = P0W
∗ dWD(ρ)P1

and thus
P0RP1e

−tD(ρ)2RP0 = 0d1D(ρ)2e−tD(ρ)2
1d0.

This term is uniformly bounded for t→ 0.

Hence the integral ∫ t

0
0d1D(ρ)2e−sD(ρ)2

1d0 ds
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converges and equals 0d1(e
−tD(ρ)2 − 1) 1d0.

For n ∈ IN and k ≥ n it holds

tn
∫
∆k

P0RP1e
−u0tD(ρ)2RP0RP1e

−u1tD(ρ)2RP0 . . . P0RP1e
−un−1tD(ρ)2RP0 du0 . . . duk

= tn
∫
∆k

0d1D(ρ)2e−u0tD(ρ)2
1d00d1D(ρ)2e−u1tD(ρ)2

1d0 . . . 0d1D(ρ)2e−un−1tD(ρ)2
1d0 du0 . . . duk .

For n ∈ IN set

Dn := {
n−1∑
i=0

ui ≤ 1; 0 ≤ ui ≤ 1, i = 0, . . . , n− 1} .

By integration on un, . . . , uk the previous term equals

tn
∫
Dn

0d1D(ρ)2e−u0tD(ρ)2
1d0 . . . 0d1D(ρ)2e−un−1tD(ρ)2

1d0 vol((1−
n−1∑
i=0

ui)∆
k−n) du0 . . . dun−1 .

We prove by induction that this term converges to 1
(k−n)!(0d11d0)

n with O(t−1).

For n = 1 and k = 1 the term equals 1.

For n = 1 and k ∈ IN the claim follows by induction on k: By partial integration it
holds ∫ 1

0
0d1D(ρ)2e−u0tD(ρ)2

1d0 vol((1− u0)∆k−1) du0

= 0d1e
−tD(ρ)2

1d0 +

∫ 1

0
0d1D(ρ)2e−u0tD(ρ)2

1d0 vol((1− u0)∆k−2) du0

since
∂u0 vol((1− u0)∆k−1) = − vol((1− u0)∆k−2) .

Furthermore 0d1e
−tD(ρ)2

1d0 decays exponentially for t→∞.

Assume now that the claim holds for n− 1 and any k ≥ n− 1.

Then by partial integration on un−1 the term equals

tn
∫
∆n−1

0d1D(ρ)2e−u0tD(ρ)2
1d0 . . . 0d1

[
−t−1e−xtD(ρ)2 vol((1−

n−2∑
i=0

ui−x)∆k−n)
]un−1

0
1d0 du0 . . . dun−1

+ tn−1

∫
Dn

0d1D(ρ)2e−u0tD(ρ)2
1d0 . . . 0d1e

−un−1tD(ρ)2
1d0

(
∂un−1 vol((1−

n−1∑
i=0

ui)∆
k−n)

)
du0 . . . dun−1
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Note that the first integral vanishes for x = un−1.

We obtain

tn−1

∫
Dn−1

0d1D(ρ)2e−u0tD(ρ)2 . . . 0d1D(ρ)2e−un−2tD(ρ)2
1d00d11d0 vol((1−

n−2∑
i=0

ui)∆
k−n) du0 . . . dun−2

−tn−1

∫
Dn−1

0d1D(ρ)2e−u0tD(ρ)2
1d0 . . . 0d1e

−un−1tD(ρ)2
1d0 vol((1−

n−1∑
i=0

ui)∆
k−n−1) du0 . . . dun−1

There are C, ω > 0 such that the last term is bounded by

Ctn−1

∫ 1

0

e−sωt vol(s∆n−1) vol((1− s)∆k−n−1) ds ,

hence by an estimate analogous to the one in the proof of the previous lemma
it follows that the last term vanishes with O(t−1) for t → ∞. Thus it will not
contribute to the limit.

By induction the first term converges with O(t−1) to

1

(k − 1− (n− 1))!
(0d11d0)

n =
1

(k − n)!
(0d11d0)

n .

From (W ∗ dW )2 = 0 it follows 0d11d0 = −0d
2
0. This shows the assertion of the

lemma.

4.4.3 The limit of Trse
−A2

t for t→ 0

Recall the definition of N from §2.5.

Theorem 4.4.8. It holds
lim
t→0

Trse
−A2

t = N

and
lim
t→0

TrsDe
−A2

t = 0 .

Proof. From prop. 4.3.1 it follows

lim
t→0

Trse
−A2

t =
∞∑
n=0

(−1)n lim
t→0

t
n
2 TrsWn(0, t) .

It holds

TrsWn(0, t) =
∑
k∈J

∫
Uk

γk(x) trsw(0)
k
t (x, x)

nϕk(x) dx .
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For k ∈ ZZ/6 it holds trsw(ρ)
k
t (x, x)

n = 0 for all n ∈ IN0 and t > 0 by §4.2.
Furthermore w(0)♣t (x, y)

n vanishes for n > 0.

Recall that U♣ contains the isolated point ∗. Since w(0)♣t (x, y)
0 is the integral

kernel of e−tD
2
N , it holds in C(U♣) by the local index theorem ([BGV], th.4.2) and

by ch(E/S) = ch((C+)d)− ch((C−)d) = 0:

lim
t→0

trsw(0)
♣
t (x, x)

0 = N 1∗(x) .

Prop. 4.3.1 also implies

lim
t→0

TrsDe
−A2

t =
∞∑
n=0

(−1)n lim
t→0

t
n
2 TrsDWn(0, t) .

Since DW0(0, t) is odd, its supertrace vanishes. It holds TrsDWn(0, t) = 0 by
§4.2.

4.4.4
d

dt
Trse

−A(ρ)2t and
d

dρ
Trse

−A(ρ)2t

Lemma 4.4.9. 1. It holds

d

dt
Trse

−A(ρ)2t = −Trs
dA(ρ)2t
dt

e−A(ρ)
2
t .

2. It holds
d

dρ
Trse

−A(ρ)2t = − dTrs
dA(ρ)t
dρ

e−A(ρ)
2
t .

Proof. 1) First we calculate d
dt
e−A(ρ)

2
t :

Consider the holomorphic semigroup e−t
′(D(ρ)2+zR) depending on the parameter z.

By the semigroup law it holds

d

dt′
e−t

′(D(ρ)2+zR) = −(D(ρ)2 + zR)e−t′(D(ρ)2+zR)

and by Duhamel’s formula (prop. 5.4.4)

d

dz
e−t

′(D(ρ)2+zR) = −
∫ t′

0

e−(t′−s)(D(ρ)2+zR)Re−s(D(ρ)2+zR)ds .

It follows
d

dt
e−A(ρ)

2
t =

d

dt
e−t(D(ρ)2+t−1/2R)

=
d

dt′
e−t

′(D(ρ)2+t−1/2R)|(t′=t) − 1
2
t−3/2 d

dz
e−t(D(ρ)2+zR)|(z=t−1/2)

= −(D(ρ)2 + t−1/2R)e−t(D(ρ)2+t−1/2R)

+ 1
2
t−3/2

∫ t

0

e−(t−s)(D(ρ)2+t−1/2R)Re−s(D(ρ)2+t−1/2R)ds

= −t−1A(ρ)2t e
−A(ρ)2t + 1

2
t−1/2

∫ 1

0

e−(1−s)A(ρ)2tRe−sA(ρ)2tds .

98



Now we prove that for any n ∈ IN0 and t1, t2 > 0 there are r, c, C > 0 such that

| d
dt
trsp(ρ)t(x, x)

n| ≤ Ce−cd(x,Mr)2

for t1 < t < t2. Then it follows:

d

dt
Trse

−A(ρ)2t = Trs
d

dt
e−A(ρ)

2
t .

By cor. 4.3.3 and the fact that the pointwise supertrace of the integral kernel

(AZk
t )2e−(A

Zk
t )2 vanishes for k ∈ ZZ/6 there are r, c, C > 0 such that the pointwise

supertrace of the integral kernel of A(ρ)2t e
−A(ρ)2t can be estimated by Ce−cd(x,Mr)2 for

t1 < t < t2.

The integral kernel of
∫ 1

0
e−(1−s)A(ρ)2tRe−sA(ρ)2tds is the sum of the terms

(−1)m+nt
m+n

2

∫ 1

0

(1− s)m/2sn/2
∫
M

p(ρ)(1−s)t(x, y)
mR(y)p(ρ)st(y, x)n dyds

with m,n ∈ IN0.

It holds

p(ρ)(1−s)t(x, y)
mR(y)p(ρ)st(y, x)n

= p(ρ)(1−s)t(x, y)
mR(y)(p(ρ)st(y, x)n − w(ρ)st(y, x)n)

+(p(ρ)(1−s)t(x, y)
m − w(ρ)(1−s)t(x, y)m)R(y)w(ρ)st(y, x)n

+w(ρ)(1−s)t(x, y)
mR(y)w(ρ)st(y, x)n .

By prop. 4.3.1 and the fact that the operator Im(ρ, (1− s)t) is uniformly bounded
on CR(M,E ⊗ Ω̂≤µAi) for 0 ≤ (1− s)t ≤ t2 there are C, c, r > 0 such that it holds
for all x ∈M and 0 ≤ s ≤ 1 and t1 ≤ t ≤ t2:

|
∫
M

p(ρ)(1−s)t(x, y)
mR(y)(p(ρ)st(y, x)n − w(ρ)st(y, x)n)dy| ≤ Ce−cd(x,Mr)2 .

An analogous estimate holds for the second term.

Since it holds R|U♣ = 0 and since for k ∈ ZZ/6 the section R|Uk
is of the form

c(e1)(R⊕ (−R)), it follows by the results in §4.2:

trsw(ρ)(1−s)t(x, y)
mR(y)w(ρ)st(y, x)n = 0 .

Hence there are r, c, C > 0 such that for x ∈Mr, 0 ≤ s ≤ 1 and t1 ≤ t ≤ t2 it holds

(∗) |trs
∫
M

p(ρ)(1−s)t(x, y)
mR(y)p(ρ)st(y, x)n dy| ≤ Ce−cd(x,Mr)2 .

From the claim from the beginning of the proof follows.
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Now we show

Trs

∫ 1

0

e−(1−s)A(ρ)2tRe−sA(ρ)2tds = TrsRe−A(ρ)
2
t

or equivalently∫
M

∫ 1

0

(1− s)m/2sn/2
∫
M

trsp(ρ)(1−s)t(x, y)
mR(y)p(ρ)st(y, x)n dydsdx

=

∫ 1

0

(1− s)m/2sn/2
∫
M

∫
M

trsp(ρ)(1−s)t(x, y)
mR(y)p(ρ)st(y, x)n dxdyds .

We can interchange the integration over s and x by the estimate (∗).
Fix s and t. Consider once more the decomposition of
p(ρ)(1−s)t(x, y)

mR(y)p(ρ)st(y, x)n from above:

From cor. 4.3.2 it follows that for ε > 0 there are r, c, C > 0 such that for all
x, y ∈M it holds

|p(ρ)(1−s)t(x, y)mR(y)
(
p(ρ)st(y, x)

n − w(ρ)st(y, x)n
)
|

≤ C
(
1[0,ε](d(x, y)) + e−cd(x,y)

2

+ e−cd(x,Mr)2
)
e−cd(y,Mr)2 .

The second term can be estimated in an analogous manner and the supertrace of
the third term vanishes as we saw.

Hence we can interchange dx and dy.

Finally 1) follows from

Trs
d

dt
e−A(ρ)

2
t = Trs(−t−1A(ρ)2t +

1
2
t−1/2R)e−A(ρ)2t

= −Trs
dA(ρ)2t
dt

e−A(ρ)
2
t

2) Since A(ρ)2t = tD2 + tρ[D,K] + tρ2K2 +
√
tR, it follows from Duhamel’s formula

(prop. 5.4.4) and the chain rule:

d

dρ
e−A(ρ)

2
t = −

∫ 1

0

e−(1−s)A(ρ)2t
dA(ρ)2t
dρ

e−sA(ρ)
2
tds .

Note that the operator
dA(ρ)2t
dρ

is a finite integral operator whose integral kernel is
compactly supported.

By arguments similar to those in the proof of 1) we can prove

d

dρ
Trse

−A(ρ)2t = Trs
d

dρ
e−A(ρ)

2
t = −Trs

dA(ρ)2t
dρ

e−A(ρ)
2
t .

Since A(ρ)t −
√
tD(ρ) = W ∗ dW is nilpotent on L2(M,E ⊗ Ω̂≤µAi), the resolvent

sets of A(ρ)t and
√
tD(ρ) coincide. Hence by lemma 3.5.10 there is λ ∈ C such that
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A(ρ)t ± λ has a bounded inverse on L2(M,E ⊗ Ω̂≤µAi). As in cor. 3.5.11 it follows
that A(ρ)t commutes with e−A(ρ)

2
t .

It follows

dA(ρ)2t
dρ

e−A(ρ)
2
t = [A(ρ)t,

dA(ρ)t
dρ

e−A(ρ)
2
t ]s

= [W ∗ dW,
dA(ρ)t
dρ

e−A(ρ)
2
t ]s +

√
t[D(ρ),

dA(ρ)t
dρ

e−A(ρ)
2
t ]s

The first term of the last line is an integral operator with integral kernel W ∗d(k)W

if k is the integral kernel of W dA(ρ)t
dρ

e−A(ρ)
2
tW ∗. Hence the supertrace of the first

term equals

dTrs
dA(ρ)t
dρ

e−A(ρ)
2
t .

Now consider the second term. Let P be the orthogonal projection onto the range
of K. It is a Hilbert-Schmidt operator. Since dA(ρ)t

dρ
=
√
tK it holds

Trs[D(ρ),
dA(ρ)t
dρ

e−A(ρ)
2
t ]s = Trs[D(ρ)P,Ke−A(ρ)

2
t ]s .

Since D(ρ)P and Ke−A(ρ)
2
t are Hilbert-Schmidt operators, the supertrace vanishes

by def. 1.3.2.

Let DIk be the operator DI from §3.3.1 with boundary conditions given by the pair
(Pkmod3,Pk+1mod 3).

In §4.3.2 we defined AZk
t = W̃ ∗

k d W̃k +
√
tDZk

such that AZk
t coincides with A(ρ)t

on Uk. There is Uk ∈ C∞([0, 1],M2d(A∞)) such that W̃k(x1, x2) = Uk(x2)⊕ Uk(x2).
Let AIkt := U∗

k dUk +
√
tσDIk .

Lemma 4.4.10. It holds

d

dt
Trse

−A(ρ)2t = − 1√
4πt

∑
k∈ZZ/6

TrσDIke
−(A

Ik
t )2 − 1

2
√
t
dTrsD(ρ)e−A(ρ)

2
t .

Proof. Since
dA(ρ)2t
dt

= [dA(ρ)t
dt

, A(ρ)t]s it follows from the previous lemma

d

dt
Trse

−A(ρ)2t = −Trs[
dA(ρ)t
dt

, A(ρ)t]se
−A(ρ)2t .

Furthermore it holds

−[dA(ρ)t
dt

, A(ρ)t]se
−A(ρ)2t = −[A(ρ)t,

dA(ρ)t
dt

e−A(ρ)
2
t ]s

= − 1

2
√
t
[W ∗ dW,D(ρ)e−A(ρ)

2
t ]s −

1

2
[D(ρ), D(ρ)e−A(ρ)

2
t ]s .
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The supertrace of the first supercommutator in the last line equals

− 1

2
√
t
dTrsD(ρ)e−A(ρ)

2
t .

Now consider the second term:

Let χ : IR → [0, 1] be a smooth function with χ(x) = 1 for x ≤ 0 and χ(x) = 0 for
x ≥ 1. Let ϕr :M → [0, 1], ϕr(x) = χ(d(Mr, x)) for r > 0. It is smooth as well.

It holds

−1
2
Trs[D(ρ), D(ρ)e−A(ρ)

2
t ]s

= −1
2
lim
r→∞

(
Trs
√
ϕrD(ρ)2e−A(ρ)

2
t

√
ϕr + Trs

√
ϕrD(ρ)e−A(ρ)

2
tD(ρ)

√
ϕr

)
Since for ν ∈ IN0 the operators

√
ϕrD(ρ)νe−A(ρ)

2
t /2 and e−A(ρ)

2
t /2D(ρ)ν

√
ϕr are odd

Hilbert-Schmidt operators, it follows

−1
2
Trs[D(ρ), D(ρ)e−A(ρ)

2
t ]s

= −1
2
lim
r→∞

(
Trse

−A(ρ)2t /2ϕrD(ρ)2e−A(ρ)
2
t /2 − Trse

−A(ρ)2t /2D(ρ)ϕrD(ρ)e−A(ρ)
2
t /2
)

= 1
2
lim
r→∞

Trse
−A(ρ)2t /2c(dϕr)D(ρ)e−A(ρ)

2
t /2

= 1
2
lim
r→∞

Trsc(dϕr)D(ρ)e−A(ρ)
2
t .

For r > 0 we define the function χr : Z → IR, χr(x) := χ(x1−r). Cor. 4.3.3 implies

1
2
lim
r→∞

Trsc(dϕr)D(ρ)e−A(ρ)
2
t = 1

2
lim
r→∞

∑
k∈ZZ/6

Trsc(dχr)DZk
e−(A

Zk
t )2 .

Recall from §4.2 that the integral kernel of e−(A
Zk
t )2 is

∞∑
n=0

(−1)ntn2 pZk
t (x, y)n with

pZk
t (x, y)n = c(dx1)

n 1√
4πt

e−
(x1−y1)

2

4t

(
pIkt (x2, y2)

n ⊕ (−1)npIkt (x2, y2)n
)
.

Hence the integral kernel of c(dχr)DZk
e−(A

Zk
t )2 is

∞∑
n=0

(−1)nt
n
2χ′(x1 − r)(I∂x2 − ∂x1)p

Zk
t (x, y)n .

An easy computation shows

Trsc(dχr)DZk
e−(A

Zk
t )2

= − 1√
4πt

∞∑
n=0

t
n
2

∫ 1

0

trsc(dx1)
n
(
(DIkp

Ik
t )(x2, x2)

n ⊕ (−1)n+1(DIkp
Ik
t )(x2, x2)

n)dx2
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Comparison with def. 4.1.6 and the subsequent remark yields

trsc(dx1)
n
(
(DIkp

Ik
t )(x2, x2)

n⊕(−1)n+1(DIkp
Ik
t )(x2, x2)

n
)
= 2intrσσ

n(DIkp
Ik
t )(x2, x2)

n .

It follows:

Trsc(dχr)DZk
e−(A

Zk
t )2 = − 2√

4πt

∞∑
n=0

(−1)ntn
∫ 1

0

tr(DIkp
Ik
t )(x2, x2)

2ndx2

= − 1√
πt

TrσDIke
−(A

Ik
t )2 ,

hence

−1
2
Trs[D(ρ), D(ρ)e−A(ρ)

2
t ]s = −

∑
k∈ZZ/6

1√
4πt

TrσDIke
−(A

Ik
t )2 .

4.4.5 The index theorem

Now we turn back to the notation used in prop. 2.5.1.

Let AIk be as in the previous section.

Theorem 4.4.11. It holds

ch(indD+) = −[
∑
k∈ZZ/6

η(AIk)] ∈ HdR
ev (A∞) .

Here we understand indD+ as a class in K0(A∞) via the isomorphism K0(A) ∼=
K0(A∞) induced by the injection A∞ ↪→ A.

Proof. Let ρ ̸= 0.

In K0(A) it holds by §2.5:

indD+ = [KerD(ρ)2]− [AN ] .

Let P0 be the projection onto the kernel of D(ρ)2.

From prop. 3.5.6 and prop. 5.3.7 it follows in K0(A∞):

indD+ = [Ran∞ P0]− [AN
∞] = [Ran∞WP0W

∗]− [AN
∞] ,

hence in HdR(A∞) it holds

ch(indD+) = ch([Ran∞WP0W
∗])−N .
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By prop. 5.3.7 it holds in HdR(A∞):

ch([Ran∞WP0W
∗]) =

∞∑
n=0

(−1)n 1

n!
Trs(WP0W

∗ dWP0W
∗)2n

=
∞∑
n=0

(−1)n 1

n!
Trs(P0W

∗ dWP0)
2n .

Let ρ, T > 0. By theorem 4.4.3 and theorem 4.4.8 it holds in

Ω̂∗(A∞)/[Ω̂∗(A∞), Ω̂∗(A∞)]s:

∞∑
n=0

(−1)n 1

n!
Trs(P0W

∗ dWP0)
2n −N = lim

t→∞
Trse

−A(ρ)2t − lim
t→0

Trse
−A2

t

=

∫ ∞

T

d

dt
Trse

−A(ρ)2tdt

+

∫ ρ

0

d

dρ′
Trse

−A(ρ′)2T dρ′

+

∫ T

0

d

dt
Trse

−A2
tdt .

The integrals converge by the results of §4.4.4, the estimate of theorem 4.4.3 and

theorem 4.4.8, and it holds in Ω̂∗(A∞)/[Ω̂∗(A∞), Ω̂∗(A∞)]s:

∞∑
n=0

(−1)n 1

n!
Trs(P0W

∗ dWP0)
2n −N = −

∑
k∈ZZ/6

∫ ∞

0

1√
4πt

TrsDIke
−(A

Ik
t )2dt

− d

∫ ∞

T

1

2
√
t
TrsD(ρ)e−A(ρ)

2
tdt

− d

∫ ρ

0

Trs
dA(ρ′)t
dρ′

e−A(ρ
′)2tdρ′

− d

∫ T

0

1

2
√
t
TrsD(0)e−A

2
tdt

The assertion follows since by def. 4.1.6 it holds

η(AIk) =
1√
4π

∫ ∞

0

t−1/2TrσDIke
−(A

Ik
t )2dt .
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Chapter 5

Definitions and Technics

5.1 Hilbert C∗-modules

5.1.1 Bounded operators

Let A be a unital C∗-algebra with norm | · |.
In order to fix notation we recall some facts about Hilbert A-modules:

Definition 5.1.1. A pre-Hilbert A-module is a right A-module H with an A-valued
scalar product < , >: H ×H → A, i.e. it holds:

1. < , > is A-linear in the second variable,

2. < x, y >=< y, x >∗,

3. < x, x >≥ 0 for all x ∈ H,

4. if < x, x >= 0, then x = 0.

If H is complete with respect to the norm ∥v∥ := | < v, v > |, then H is called a
Hilbert A-module.

The right A-module {(an)n∈IN |
∞∑
n=1

a∗nan converges} endowed with the A-valued

scalar product

< (an)n∈IN, (bn)n∈IN >:=
∞∑
n=1

a∗nbn

is denoted by l2(A). It can also be defined with index set ZZ.

Let M be a measure space and let < , > be the standard A-valued scalar product
on An. Then the Hilbert A-module L2(M,An) is defined in the following way: By

< f, g >L2=

∫
M

< f(x)g(x) > dx
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an A-valued scalar product is defined on the quotient of the space of simple functions
on M with values in An by those simple functions that vanish on the complement
of some set of measure zero. Hence the quotient is a pre-Hilbert A-module. The
corresponding Hilbert A-module is L2(M,An).
Let H be a Hilbert A-module.

A submodule U ⊂ H is called complemented if U⊥ = {x ∈ H | < x, u >= 0 ∀u ∈ U}
satisfies U ⊕ U⊥ = H .

For example any projective submodule in H is complemented.

Let H1, H2 be Hilbert A-modules. The elements of

B(H1, H2) = {T : H1 → H2 | ∃T ∗ : H2 → H1 with

< Tv,w >H2=< v, T ∗w >H1 ∀v ∈ H1, w ∈ H2}

are called bounded operators fromH1 toH2. They form a Banach space with respect
to the operator norm. With the composition as a product B(H1) := B(H1, H1) is a
C∗-algebra. Note that the existence of an adjoint must be required.

A continuous A-module map K : H1 → H2 is called compact, if it can be approxi-
mated in the operator norm topology by finite rank operators.

If K is compact, then K is adjointable, thus K ∈ B(H1, H2).

A projection onto a projective submodule of H is compact.

If the range of T ∈ B(H1, H2) is complemented, we call its complement the cokernel
CokerT . Clearly a necessary condition is that the range of T is closed. The following
proposition shows that it is sufficient:

Proposition 5.1.2. Suppose that T ∈ B(H1, H2) has closed range.

Then it holds

1. KerT is a complemented submodule of H1,

2. RanT is a complemented submodule of H2,

3. T ∗ : H2 → H1 also has closed range.

Proof. [La], th. 3.2

5.1.2 Fredholm operators

Let H1, H2 be Hilbert A-modules which are isomorphic to l2(A).
There are two different notions of Fredholm operators from H1 to H2. In the theory
of Fredholm operators developped by Mǐsčenko and Fomenko [MF] it is not required
that the operators are adjointable.
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Definition 5.1.3. A Fredholm operator in the sense of Mǐsčenko/Fomenko is an
A-linear continuous map F : H1 → H2, not necessarily with adjoint, such that there
are decompositions H1 =M1⊕N1 and H2 =M2⊕N2 with the following properties:

1. N1, N2 are projective A-modules and M1,M2 are closed A-modules.

2. The operator F is diagonal: F = FM ⊕ FN with FM : M1 → M2 and FN :
N1 → N2.

3. The component FM :M1 →M2 is an isomorphism.

The index of F is defined as

indF := [N1]− [N2] ∈ K0(A) .

Proposition 5.1.4. An A-linear continuous map F : H1 → H2 is Fredholm in the
sense of Mǐsčenko/Fomenko if and only if there exists an A-linear continuous map
G : H2 → H1 such that FG− 1 and GF − 1 are compact.

Proof. [MF].

From the proposition it follows that if F is Fredholm in the sense of
Mǐsčenko/Fomenko then for any compact operator K the operator F +K is Fred-
holm in the sense of Mǐsčenko/Fomenko. Furthermore it holds:

Proposition 5.1.5. If F : H1 → H2 is a Fredholm operator in the sense of
Mǐsčenko/Fomenko and K : H1 → H2 is a compact operator, then it holds

indF = ind(F +K) .

Proof. [MF], lemma 2.3.

In our context the following definition, discussed in [WO], is more appropriate:

Definition 5.1.6. An operator F ∈ B(H1, H2) is Fredholm if there is a compact
operator K : H1 → H2 such that Ran(F +K) is closed and such that Ker(F +K)
and Coker(F +K) are projective A-modules.

The index of F is

indF := [Ker(F +K)]− [Coker(F +K)] .

Proposition 5.1.7. An operator F ∈ B(H1, H2) is Fredholm if and only if there is
G ∈ B(H2, H1) such that FG− 1 and GF − 1 are compact.

Proof. see [WO], th. 17.1.6.

Fortunately for adjointable operators both notions are equivalent:
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Lemma 5.1.8. An operator F ∈ B(H1, H2) is Fredholm if and only if it is Fredholm
in the sense of Mǐsčenko/Fomenko.

Proof. If F is Fredholm, let K ∈ B(H1, H2) be such that Ran(F +K) is closed and
Ker(F +K) and Coker(F +K) are projective A-modules. By prop. 5.1.2 the kernel
of F + K is complemented. Define N1 := Ker(F + K), let M1 be its orthogonal
complement, let N2 := Coker(F+K) andM2 := Ran(F+K). These decompositions
show that F +K is Fredholm in the sense of Mǐsčenko/Fomenko.

Assume now that F is Fredholm in the sense of Mǐsčenko/Fomenko and let H1 =
M1 ⊕ N1, H2 = M2 ⊕ N2 be the corresponding decompositions. Let P be the
orthogonal projection onto N1 and let PN1 be the projection onto N1 along M1.
Since N1 is projective, P is compact, hence PN1 = PPN1 is compact and thus FPN1

is compact as well. Then F − FPN1 is an adjointable operator with closed range
M2, with kernel N1 and cokernel N2. It follows that F is Fredholm.

Another important property of Fredholm operators is the following:

Proposition 5.1.9. If F : [0, 1] → B(H1, H2) is a continuous path of Fredholm
operators, then the map [0, 1]→ K0(A), t 7→ indF (t) is constant.

Proof. see [WO], prop. 17.3.4.

5.1.3 Regular operators

In this section we study unbounded operators on Hilbert A-modules.

Let H be a Hilbert A-module with A-valued scalar product < , >. Let D :
domD → H be a densily defined operator on H.

Lemma 5.1.10. If the adjoint D∗ of D is densily defined, then D is closable.

Proof. Let (fn)n∈IN be a sequence in domD such that (fn, Dfn) converges to (0, f)
in H ⊕H for n→∞. Then for any g ∈ domD∗ we have

< f, g >= lim
n→∞

< Dfn, g >= lim
n→∞

< fn, Dg >= 0.

Since domD∗ is dense in H, it follows f = 0.

If D is closed, then

< f, g >D:=< f, g > + < Df,Dg >

is an A-valued scalar product on domD with respect to which domD is a Hilbert
A-module. It is denoted by H(D).

Lemma 5.1.11. Assume that D is closed.
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1. Suppose that D has a densily defined adjoint D∗. Then KerD∗ = (RanD)⊥.

2. KerD is complemented in H(D) if and only if KerD is complemented in H.

Proof. 1) Since for f ∈ KerD∗ and h ∈ domD it holds

< f,Dh >=< D∗f, h >= 0 ,

the A-module KerD∗ is a submodule of (RanD)⊥.

On the other hand the linear functional

domD → A, f 7→< Df, g >

vanishes for g ∈ (RanD)⊥. Thus g ∈ domD∗ and D∗g = 0.

2) Note first that for g ∈ KerD and f ∈ domD the conditions < f, g >D= 0 and
< f, g >= 0 are equivalent.

If KerD is complemented in H(D), then KerD is complemented in H since it holds

H = H(D) = (KerD)⊥H(D) ⊕KerD

= (KerD)⊥ ⊕KerD .

On the other hand if KerD is complemented in H, we can decompose g ∈ H(D) in
a sum g = g1 + g2 with g1 ∈ KerD and g2 ∈ (KerD)⊥. Since KerD ⊂ H(D), it
holds g2 = g − g1 ∈ H(D), hence g2 ∈ (KerD)⊥H(D) .

Recall that D is called regular if it is closed with densily defined adjoint D∗ and if
1 +D∗D has dense range, or equivalently if it is closed with densily defined adjoint
and if its graph is complemented in H ×H.

If D is regular, then 1 +D∗D has a bounded inverse.

In the following we denote the adjoint of an operator A ∈ B(H(D), H) by AT ∈
B(H,H(D)) in order to distinguish it from the adjoint A∗ of A as an unbounded
operator on H.

Lemma 5.1.12. Assume that D is closed.

1. The operator D is regular if and only if the inclusion ι : H(D) → H is in
B(H(D), H) and (1 +D∗D) is selfadjoint.

Then ιT = (1 +D∗D)−1 ∈ B(H,H(D)) and (1 +D∗D)−
1
2 : H → H(D) is an

isometry.

2. Assume that D is regular and selfadjoint. Then D ∈ B(H(D), H) and it holds
DT = D(1 +D2)−1 .
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Proof. If D is regular, it holds for v ∈ H(D) and w ∈ H:

< ιv, w > = < v,w >

= < v, (1 +D∗D)(1 +D∗D)−1w >

= < v, (1 +D∗D)−1w > + < Dv,D(1 +D∗D)−1w >

= < v, (1 +D∗D)−1w >D .

This shows ιT = (1 +D∗D)−1.

Now the converse direction:

Let v ∈ H. Then for any w ∈ dom(1 +D∗D) it holds:

< v,w >=< ιTv, w >D=< ιTv, (1 +D∗D)w > .

Since (1+D∗D) is selfadjoint, it follows ιTv ∈ dom(1+D∗D) and (1+D∗D)ιTv = v.

This shows that (1 +D∗D) is surjective and that ιT is a right inverse of (1 +D∗D).
Since (1 +D∗D) is bounded below, it is injective as well. It follows that (1 +D∗D)
is invertible and ιT is its inverse.

The remaining parts are immediate.

Proposition 5.1.13. Let D0 be a regular selfadjoint operator and assume D =
D0 + V with V ∈ B(H).

1. Then D is closed.

2. The identity map induces a continuous isomorphism from H(D0) to H(D).

3. It holds: D ∈ B(H(D0), H).

4. Suppose D is selfadjoint. Then D is regular.

Proof. 1) Because of domD∗∗ = domD∗∗
0 = domD0 = domD it holds D = D∗∗.

Thus D is closed.

Assertion 2) follows from the fact that there is C > 0 such that for all f ∈ H(D0)
it holds:

∥f∥2D ≤ ∥f∥2 + ∥D0f∥2 + ∥ < V f,D0f > ∥+ ∥ < D0f, V f > ∥+ ∥V f∥2

≤ C(∥f∥2 + ∥D0f∥2) + 2∥V f∥∥D0f∥
≤ C∥f∥2D0

.

We applied Cauchy-Schwarz inequality.

3) By 2) the operator D : H(D0) → H is continuous. By the previous lemma the
adjoint of D = D0 + V ι : H(D0)→ H is

DT = D0(1 +D2
0)

−1 + (1 +D2
0)

−1V ∗ : H → H(D0) .
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4) By 3) the operator D + i : H(D0)→ H is an adjointable bounded operator. By
[La], lemma 9.7, the range of D + i is closed. Thus it is complemented by prop.
5.1.2. From lemma 5.1.11 it follows that the cokernel of D + i agrees with the
kernel of D − i. By [La], lemma 9.7, the operator D − i is injective. It follows
Coker(D + i) = {0}. By [La], lemma 9.8, this shows that D is regular.

Proposition 5.1.14. Let D be a regular and selfadjoint operator on H with closed
range. Then it holds:

1. The cokernel of D exists and KerD = CokerD. In particular KerD is com-
plemented.

2. The A-module domD∩RanD is dense in RanD and it holds domD = KerD⊕
(domD ∩ RanD), thus D = 0⊕D|RanD and D|RanD is invertible.

Proof. 1) By lemma 5.1.12 it holds D ∈ B(H(D), H). Since the range of D is closed,
it is complemented by prop 5.1.2. Its complement is CokerD. Since D is selfadjoint,
it holds KerD = CokerD by lemma 5.1.11.

2) Let P : H → RanD be the orthogonal projection. From (1 − P )(domD) ⊂
KerD ⊂ domD we conclude P (domD) ⊂ domD. The assertion follows because
P (domD) is dense in P (H) = RanD.

We will need the following ZZ/2-version of the previous proposition:

If H = H+ ⊕H− is ZZ/2-graded, then we call a closed operator D on H even resp.
odd if domD decomposes in (domD)+ ⊕ (domD)− and if the action of D is even
resp. odd.

Proposition 5.1.15. Let H be a ZZ/2-graded Hilbert A-module and let D be an odd
regular selfadjoint operator on H.

Suppose D+ : (domD)+ → H− is surjective.

Then the range of D is closed. It holds KerD+ = KerD = CokerD = CokerD−

and this module is complemented.

Proof. Since D+ is surjective, D− is injective and so KerD+ = KerD.

Let P+ be the orthogonal projection onto H+. Since D is odd it holds DP+ = P+D.

By lemma 5.1.12 the operator DP+ : H(D) → H is adjointable with adjoint
P+D(D2 + 1)−1. It follows that D−(D2 + 1)−1 : H− → H(D)+ is the adjoint of
D+ : H(D)+ → H− since P+D|H(D)± = D±.

Since D+ is surjective, KerD+ is complemented in H(D)+ and the adjoint D−(D2+
1)−1 : H− → H(D)+ has a closed range. Since it holds D−(D2 + 1)−1 = (D2 +

1)−
1
2D−(D2 + 1)−

1
2 and since (D2 + 1)−1/2 : H± → H(D)± is an isomorphism by

lemma 5.1.12, we conclude that RanD− must be closed, too.

Proposition 5.1.16. Let D be a regular selfadjoint operator on H.
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1. For all λ ∈ C \ IR the operator D − λ is invertible.

2. Assume that the range of D is closed and let P be the projection onto the kernel
of D. Then there is c > 0 such that the spectrum of (D + P ) is contained in
IR\]− c, c[ and the spectrum of D is contained in (IR\]− c, c[) ∪ {0}.

Proof. This follows from the functional calculus for regular operators ([La], th. 10.9)
and from the decomposition in prop. 5.1.14.

The following criteria for selfadjointness and regularity will be useful:

Lemma 5.1.17. Let D be a symmetric regular operator such that the ranges of D+i
and of D − i are dense in H. Then D is selfadjoint.

Proof. By [La], lemma 9.7 the operators D + i and of D − i have closed range. It
follows that they have a bounded inverse on H. Then they are adjoint to each other,
thus D is selfadjoint.

Lemma 5.1.18. Assume that D is symmetric and has an inverse D−1 ∈ B(H).
Then D is regular.

Proof. From D−1 ∈ B(H) it follows that the graph of D−1 is complemented, hence
the graph of D is complemented as well. Since D is symmetric, the adjoint is densily
defined. Hence D is regular.

5.1.4 Decompositions of Hilbert C∗-modules

Let H be a Hilbert A-module with A-valued scalar product < , >. Let J =
{1, . . . ,m} ⊂ IN resp. J = IN. If J = IN, then set m =∞.

Definition 5.1.19. A system {fk}k∈J ⊂ H is called orthonormal if for all k, l ∈ J
it holds

< fk, fl >= δkl .

It is called an orthonormal basis of H if for all f ∈ H there is (an)n∈J ⊂ A such

that f =
m∑
n=1

fnan.

It holds an =< fn, f >, thus the coefficients are uniquely defined by the system.

Lemma 5.1.20. Let {fk}k∈J be an orthonormal system in H whose span is dense in
H. Then it is an orthonormal basis of H and H is isomorphic as a Hilbert A-module
to Am if m <∞ and to l2(A) else.

Proof. Let Pn be the orthogonal projection onto the span of the first n vectors of
the system {fk}k∈J . On the algebraic span of {fk}k∈J the projection Pn converges
strongly to the identity for n → ∞. Since ∥Pn∥ = 1 for all n ∈ IN, it follows that
Pn converges strongly to the identity on H.

The isomorphism is given by f 7→ (< fn, f >)n∈J .
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Lemma 5.1.21. Let {Ui}i∈IN be a family of pairwise orthogonal closed subspaces
of H such that ⊕i∈INUi is dense in H. Let {Ti}i∈IN be a family of operators with
Ti ∈ B(Ui) and assume that there is c ∈ IR such that for all i ∈ IN it holds ∥Ti∥ ≤ c.

Then the closure T of the operator ⊕i∈INTi is in B(H) and it holds ∥T∥ ≤ c.

Proof. The spectral radius of an operator A ∈ B(H) is denoted by r(A).

Write T (n) for the restriction of T on ⊕ni=1Ui. Its norm is uniformly bounded in n
by

∥T (n)∥2 = r(T (n)∗T (n)) = max
1≤i≤n

r(T ∗
i Ti) = max

1≤i≤n
∥T ∗

i Ti∥ ≤ c2 ,

For v ∈ domT there is n ∈ IN such that v ∈ ⊕ni=1Ui. Then Tv = T (n)v and thus

∥Tv∥ = ∥T (n)v∥ ≤ c∥v∥ .

It follows that ⊕i∈INTi is bounded. Since it is densily defined, its closure is a bounded
operator on H. The adjoint is given by the closure of ⊕i∈INT ∗

i .

Corollary 5.1.22. Let {Ui}i∈IN be a family of pairwise orthogonal closed subspaces
of H such that ⊕i∈INUi is dense in H. Let {Ti}i∈IN be a family of operators such
that T−1

i ∈ B(Ui) and assume that there is c ∈ IR such that for all i ∈ IN it holds
∥T−1

i ∥ ≤ c. Then the closure T of the map ⊕i∈INTi is invertible with inverse in
B(H).

Proof. The operator ⊕i∈INT−1
i is inverse to ⊕i∈INTi. It fulfills the conditions of the

previous lemma and hence its closure is a bounded operator on H. It is the inverse
of the closure of T .

5.2 Banach space valued functions

5.2.1 Function spaces and tensor products

Let V be a Fréchet space.

A space of V -valued functions can sometimes be described as an ε- or π-tensor
product of V with a complex function space. This property garanties that any
bounded operator on the complex function space extends to a bounded operator on
the corresponding space of V -valued functions.

In the following we list some important examples. The proofs can be found in [Tr] or
they are an easy generalisation. If not specified the functions are assumed complex
valued.

• Let M be a compact topological space.

Then the inclusion C(M)⊙ V → C(M,V ) extends to an isomorphism

C(M)⊗ε V ∼= C(M,V ) .
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For two compact spaces M,N it holds

C(M ×N) ∼= C(M)⊗ε C(N) .

• Let U ⊂ IRn be open and precompact. For all m ∈ IN0 there is a canonical
isomorphism

Cm
0 (U)⊗ε V ∼= Cm

0 (U, V ) .

• Let M be a closed smooth manifold. For all m ∈ IN0 there is a canonical
isomorphism

Cm(M)⊗ε V ∼= Cm(M,V ) .

• Let U ⊂ IRn be open and precompact. Then C∞
0 (U) is nuclear, in particular

there are canonical isomorphisms

C∞
0 (U)⊗π V ∼= C∞

0 (U)⊗ε V ∼= C∞
0 (U, V ) .

• Let M be a closed smooth manifold. Then C∞(M) is nuclear, in particular
there are canonical isomorphisms

C∞(M)⊗π V ∼= C∞(M)⊗ε V ∼= C∞(M,V ) .

For closed smooth manifolds M,N it holds

C∞(M ×N) ∼= C∞(M)⊗ C∞(N) .

• The space of Schwartz functions S(IR) is nuclear, in particular it holds

S(IR)⊗π V ∼= S(IR)⊗ε V ∼= S(IR, V ) .

5.2.2 L2-spaces and integral operators

Let E be Banach space with norm | · |. Let EndE be the Banach algebra of bounded
operators on E. We denote the operator norm on EndE by | · | as well.

Definition 5.2.1. Let M be a measure space and p ∈ IN.

The Banach space Lp(M,E) is the completion of the quotient of the space of simple
E-valued functions on M by the subspace of functions vanishing outside a set of
measure zero with respect to the norm

∥f∥ :=
(∫

M

|f(x)|pdx
) 1

p

.

In order to avoid confusion we make the following convention: If E = An for a
C∗-algebra A, then L2(M,E) denotes the Hilbert A-module defined in §5.1.1 and
not the space just defined. In general they do not coincide.
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Lemma 5.2.2. Let M1,M2 be σ-finite measure spaces. Then the map

L2(M1 ×M2, E) ∼= L2(M1, L
2(M2, E)), f 7→ (x 7→ f(x, ·))

is an isometry.

Proof. The lemma follows from Fubini.

Proposition 5.2.3. Let M be a measure space.

Let k : M ×M → EndE be such that the integral kernel |k(x, y)| defines a bounded
operator |K| on L2(M). Then k defines a bounded operator on L2(M,E) with norm
less than or equal as ∥|K|∥.

Proof. For a simple function f : M → E it holds ∥
∫
M
k(x, y)f(y)dy∥L2 ≤

∥
∫
M
|k(x, y)||f(y)|dy∥L2 ≤ ∥|K|∥ ∥f∥L2 .

Corollary 5.2.4. Let M be a measure space.

There is a continuous map

L2(M ×M,EndE)→ B(L2(M,E), L2(M,E))

k 7→
(
f 7→ Kf :=

∫
M

k( . , y)f(y)dy
)

with ∥K∥ ≤ ∥k∥.

Corollary 5.2.5. The convolution induces a continuous map

L1(IRn,EndE)→ B(L2(IRn, E)), f 7→ (g 7→ f ∗ g)) .

Proof. The convolution with f ∈ L1(IRn,EndE) is an integral operator with integral
kernel f(x − y). For f ∈ L1(IRn,EndE) it holds |f | ∈ L1(IRn), hence the convolu-
tion with |f | is bounded on L2(IRn). Thus the assertion follows from the previous
proposition.

Lemma 5.2.6. For any f ∈ Lp(IRn, E) the translation

τf : IRn → Lp(IRn, E), y 7→ τyf

with
τyf(x) := f(x− y)

is continuous map.

Proof. The proof is analogous to the case E = C, see [Co], ch. VII, prop. 9.2.
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5.2.3 Hilbert-Schmidt operators

Let B be an involutive Banach algebra with unit, and let M be a σ-finite mea-
sure space. In this section operators are assumed to be right B-module maps. In
particular we identify End(Bn) with Mn(B).

Lemma 5.2.7. Let k ∈ L2(M ×M,Mn(B)) and let K be the corresponding integral
operator. Then k is uniquely defined by K.

Proof. It is enough to show that k vanishes in L2(M ×M,Mn(B)) if K = 0.

Let B′ be the topological dual of B. Applying λ ∈ B′ componentwise yields maps
λ :Mn(B)→Mn(C) and λ : Bn → Cn. Both maps separe points.

It holds for f ∈ L2(M,Cn) almost everywhere:

λ(

∫
M

k(x, y)f(y)dy) =

∫
M

λ(k(x, y))f(y)dy = 0 .

It follows λ(k(x, y)) = 0 in L2(M × M,Mn(C)). Since B′ is separable, the set
containing all (x, y) ∈ M ×M such that there is λ ∈ B′ with λ(k(x, y)) ̸= 0 has
measure zero. Outside this set k vanishes.

Definition 5.2.8. A Hilbert-Schmidt operator on L2(M,Bn) is an operator with
an integral kernel in L2(M ×M,Mn(B)). Let A be a Hilbert-Schmidt operator on
L2(M,Bn). Its integral kernel in L2(M ×M,Mn(B)) is denoted by kA. We define

∥A∥HS := ∥kA∥ ,

where the norm on the right hand side is taken in L2(M ×M,Mn(B)).
The normed space of Hilbert-Schmidt operators on L2(M,Bn) is denoted by
HS(L2(M,Bn)).

Note that HS(L2(M,Bn)) is a Banach algebra and that the inclusion
HS(L2(M,Bn)) → B(L2(M,Bn)) is bounded. Prop. 5.2.12 below shows that
HS(L2(M,Bn)) is a left B(L2(M,Bn))-module.

Definition 5.2.9. Let E be a Banach right B-module with norm | · |.
A B-valued non-degenerated product on E is a sesquilinear map < , >: E×E → B
such that the following properties hold:

1. < v,wb >=< v,w > b and < vb, w >= b∗ < v,w > for all v, w ∈ E, b ∈ B,

2. if < v,w >= 0 for all w ∈ E, then v = 0,

3. there is C > 0 such that | < v,w > | ≤ C|v|E |w|E for all v, w ∈ E.
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Definition 5.2.10. Let < , > be a B-valued non-degenerated product on E. A
bounded operator T : E → E is said to be adjointable if there is a map T ∗ : E → E
satisfying

< v, Tw >=< T ∗v, w >

for all v, w ∈ E.

Lemma 5.2.11. Let T : E → E be adjointable. Then it holds:

1. The adjoint T ∗ is unique.

2. T ∗ is a right B-module map.

3. T ∗ is bounded.

4. T ∗∗ = T .

5. T ∗S∗ = (ST )∗.

Proof. For the graph Γ(T ∗) of an adjoint T ∗ of T it holds

Γ(T ∗) ⊂ G := {(x, y) ∈ E × E | < y,w > + < −x, Tw >= 0 ∀w ∈ E} .

Let v ∈ E. Then there is a unique v1 ∈ E with (v, v1) ∈ G since from

< v1, w >=< v, Tw >=< v2, w > ∀w ∈ E

it follows < v1 − v2, w >= 0 for all w ∈ E and therefore v1 = v2. This shows
Γ(T ∗) = G.

2) If (x, y), (v, w) ∈ Γ(T ∗) and b ∈ B, then (xb+ v, yb+ w) ∈ Γ(T ∗) by the proof of
1).

3) Since Γ(T ∗) is closed, the operator T ∗ is bounded.

4) From 1) it follows Γ(T ∗∗) = Γ(T ).

5) It holds < (ST )∗v, w >=< v, STw >=< S∗v, Tw >=< T ∗S∗v, w >.

On Bn there is a standard B-valued non-degenerated product, namely

< v,w >:=
n∑
i=1

v∗iwi .

All elements of Mn(B) are adjointable and taking the adjoint is a bounded linear
map.

Furthermore there is a standard B-valued non-degenerated product on L2(M,Bn)
defined by

< f, g >L2 :=

∫
M

< f(x), g(x) > dx .

We check condition 2):
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We use that any λ ∈ B′ induces a map λ : Bn → Cn by componentwise application
and that this map separes points in Bn.
If f ∈ L2(M,Bn) with < f, g >L2= 0 for all g ∈ L2(M,Bn), then in particular it
holds for all g ∈ L2(M,Cn) and λ ∈ B′:∫

M

λ(f(x)∗)g(x)dx = 0 ,

hence λ(f(x)) equals zero outside a set of measure zero. Since B′ is separable, it
follows f = 0 in L2(M,Bn).

All operators in HS(L2(M,Bn)) are adjointable: If A ∈ HS(L2(M,Bn)), then A∗ is
an integral operator whose integral kernel is kA∗(x, y) = kA(y, x)

∗, in particular it is
in L2(M ×M,Mn(B)). Taking the adjoint is a bounded map on HS(L2(M,Bn)).

Proposition 5.2.12. 1. Let A ∈ B(L2(M,Bn)), K ∈ HS(L2(M,Bn)). Then it
holds AK ∈ HS(L2(M,Bn)).
Furthermore there is C > 0 such that

∥AK∥HS ≤ C∥A∥∥K∥HS

for all A ∈ B(L2(M,Bn)), K ∈ HS(L2(M,Bn)).

2. It holds KA ∈ HS(L2(M,Bn)) for any adjointable bounded operator A on
L2(M,Bn) and any K ∈ HS(L2(M,Bn)). Furthermore there is C > 0 with

∥KA∥HS ≤ C∥A∗∥∥K∥HS

for any such A and K.

Proof. 1) There is an isomorphism

L2(M ×M,Mn(B)) ∼= L2(M ×M,Bn)n

that is equivariant with respect to the left Mn(B)-action on both spaces. Further-
more the map

L2(M ×M,Bn)→ L2(M,L2(M,Bn)), k 7→ (y 7→ k(·, y))

is an isomorphism by lemma 5.2.2. The operator A induces a bounded map on
L2(M,L2(M,Bn)), namely k 7→ (y 7→ Ak(·, y)), clearly its norm is less than or equal
as the norm of A on L2(M,Bn).
2) The map is a composition of the following maps on HS(L2(M,Bn)):

K
∗7→ K∗ A∗

7→ A∗K∗ = (KA)∗
∗7→ KA .

By 1) and the fact that taking the adjoint is bounded on HS(L2(M,Bn)) these maps
are bounded.
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Note that the integral kernel of (TA)∗ is A∗
xkT ∗(x, y). By the suffix we indicate on

which variable A∗ acts.

Definition 5.2.13. 1. Let

< , >: Bn × Bn → B

be as above. If e ∈ Bn then define

e∗ : Bn → B, v 7→< e, v > .

2. An integral operator A on L2(M,Bn) is called finite if there is k ∈ IN and there
are functions fj, hj ∈ L2(M,Bn), j = 1 . . . k, such that

kA(x, y) =
k∑
j=1

fj(x)hj(y)
∗ .

5.2.4 Pseudodifferential operators

Let E be a Banach space.

Let U be an open precompact subset of IRn. Recall the notion of a symbol of order
m on U :

Definition 5.2.14. A function a ∈ C∞(U × IRn,Ml(C)) is called a symbol of order
m ∈ IR, if it is compactly supported in the first variable and if for all multi-indices
α, β ∈ INn

0 the expressions

sup
x∈U, ξ∈IRn

(1 + |ξ|)−m+|β||∂xα∂ξβa(x, ξ)|

are finite.

These are seminorms on the space Sm(U,Ml(C)) of symbols of order m on U that
turn Sm(U,Ml(C)) into a Fréchet space.

In order to simplify formula involving Fourier transform we rescale the Lebesgue
measure on IRn by setting d′x := (2π)

n
2 dx.

We consider L2(U,El) as a subspace of L2(IRn, El).

Note that the Fourier transform is bounded from L1(IRn, E) to C0(IR
n, E).

A symbol a ∈ Sm(U,Ml(C)) defines a continuous operator

Op(a) : C∞
c (U,El)→ C∞

c (U,El), (Op(a)f)(x) =

∫
IRn

eixξa(x, ξ)f̂(ξ) d′ξ .

An operator defined by a symbol of order m is called a pseudodifferential operator
of order m.
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Lemma 5.2.15. 1. For m < −n
2
and a ∈ Sm(U,Ml(C)) the operator Op(a)

extends to a bounded operator on L2(U,El) and the map

Op : Sm(U,Ml(C))→ B(L2(U,El))

is continuous.

2. Let m < −n
2
and ν, k ∈ IN0 with k < −n

2
−m. Then for a ∈ Sm(U,Ml(C)) the

operators
Op(a) : Cν

0 (U,E
l)→ Cν+k

0 (U,El)

and
Op(a) : L2(U,El)→ Ck

0 (U,E
l)

are continuous.

Proof. 1) Let m < −n
2
.

The Fouriertransform induces a bounded map

Sm(U,Ml(C))→ C∞
c (U,L2(IRn,Ml(C))), a 7→

(
x 7→ â(x, ·)

)
.

For a ∈ Sm(U,Ml(C)) and f ∈ L2(U,El) we define

(Op(a)f)(x) :=

∫
IRn

â(x, z)f(−x− z)d′z .

The map
IRn → L2(IRn, El), x 7→ (z 7→ f(−x− z))

is continuous by lemma 5.2.6, hence the function Op(a)f is in C0(U,E
l) and satisfies

∥Op(a)f∥C0 ≤ sup
x∈U
∥â(x, ·)∥L2∥f∥L2 .

Since U is precompact, the inclusion C0(U,E
l) ↪→ L2(U,El) is well-defined and

continuous. Hence Op(a) is a bounded operator on L2(U,El). Furthermore the
estimate shows that the map

Sm(U,Ml(C))→ B(L2(U,El)), a 7→ Op(a)

is continuous.

2) First let m < −n
2
and k = 0.

If f ∈ Cν
0 (U,E

l) then x 7→ (z 7→ f(−x− z)) is in Cν
0 (IR

n, L2(IRn, El)).

It follows as above that Op(a)f is in Cν
0 (U,E

l) and that it holds

∥Op(a)f∥Cν ≤ C sup
|α|≤ν

sup
x∈U
∥∂αx â(x, ·)∥L2∥f∥Cν .
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We go on by induction on k: Assume the assertion holds for k − 1 and all a ∈
Sm(U,Ml(C)) with m < −n

2
− k + 1.

We prove the assertion for k and a ∈ Sm(U,Ml(C)) with m < −n
2
− k:

If α ∈ INn
0 with |α| = 1, it holds for f ∈ C∞

0 (U,El):

∂αx

∫
IRn

â(x, z)f(−x− z)d′z

=

∫
IRn

∂αx â(x, z)f(−x− z)d′z +
∫
IRn

â(x, z)∂αx f(−x− z)d′z

=

∫
IRn

∂αx â(x, z)f(−x− z)d′z +
∫
IRn

â(x, z)∂αz f(−x− z)d′z

=

∫
IRn

∂αx â(x, z)f(−x− z)d′z −
∫
IRn

∂αz â(x, z)f(−x− z)d′z .

The last step is justified since the symbols ξαa(x, ξ) and ∂αxa(x, ξ) are in
Sm+1(U,Ml(C)), thus by m+ 1 < −n

2
the functions

x 7→ (z 7→ ∂αz â(x, z))

and
x 7→ (z 7→ ∂αx â(x, z))

are both in C∞
c (U,L2(IRn,Ml(C))).

It follows that the map
f 7→ ∂α(Op(a)f)

is a pseudodifferential operator of degree m + |α| = m + 1. By induction it is a
bounded operator from Cν(U,El) to Cν+k−1(U,El). Since this holds for all α ∈ INn

0

with |α| = 1, it follows that Op(a) is continuous from Cν(U,El) to Cν+k(U,El).

From an analogous induction argument it follows that Op(a) is continuous from
L2(U,El) to Ck

0 (U,E
l). For k = 0 this was proven in 1).

5.3 Projective systems and function spaces

The projective systems (Ai)i∈IN0 and (Ω̂≤µAi)i,µ∈IN0 from §1.3.3 and §1.3.4 induce

projective systems of spaces
(
L2(M,Ali)

)
i∈IN0

and
(
L2(M, (Ω̂≤µAi)l)

)
i,µ∈IN0

.

Recall our convention fixed in §5.2.2: The space L2(M,Al) is the Hilbert A-module
defined in §5.1.1. For µ ∈ IN0 and i ∈ IN the space L2(M, (Ω̂≤µAi)l) was defined in
§5.2.2.
In the following we investigate the behaviour some particular classes of operators
under the projective limit.
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5.3.1 Integral operators

Hilbert-Schmidt operators on L2(M,Ali) have the property that they extend to
bounded operators on L2(M, (Ω̂≤µAj)l) for all j ∈ IN0 with j ≤ i and all µ ∈ IN0.
We investigate how the spectrum depends on j, µ.

A result in this direction was proved by Lott ([Lo], §6.1.) for the case that M is a
closed manifold. We extend Lott’s method in order to obtain an analogous result
for certain non-compact manifolds M with boundary (in particular for the manifold
defined in §1.1).
Let [0, 1]n be endowed with a measure of the form hdx where h is a positive contin-
uous function on [0, 1]n and dx is the Lebesgue measure.

In the proof we use that there exists a Schauder basis of C([0, 1]n) which is orthonor-
mal in L2([0, 1]n) (here and in the following L2([0, 1]n is defined with respect to hdx).
For h = 1 a Franklin system [Se] yields such a basis {fn}n∈IN, then for general h the

system {h− 1
2fn}n∈IN is one.

Proposition 5.3.1. 1. Let hdx be a measure on [0, 1]n as above.

Let k ∈ C([0, 1]n × [0, 1]n,Ml(Ai)) and let K be the corresponding integral
operator.

Assume that 1−K is invertible in B(L2([0, 1]n,Al)). Then the operator 1−K :
L2([0, 1]n, (Ω̂≤µAi)l)→ L2([0, 1]n, (Ω̂≤µAi)l) is invertible.

2. Let M be a Riemannian manifold of dimension n, possibly with boundary.
Suppose there is an exaustion {Km}m∈IN of M such that Km is diffeomor-
phic to [0, 1]n for any m ∈ IN. Let k ∈ L2(M × M,Ml(Ai)) ∩ C(M ×
M,Ml(Ai)) and assume furthermore that x 7→ k(x, ·) and y 7→ k(·, y) are
in C(M,L2(M,Ml(Ai))).
Then it holds for the corresponding integral operator K:

If 1 − K is invertible in B(L2(M,Al)), then 1 − K is invertible in
B(L2(M, (Ω̂≤µAi)l)).

Proof. 1) Choose a basis of C([0, 1]n) which is orthonormal with respect to hdx
and let PN denote the projection onto the first N basis vectors. It is an integral
operator with integral kernel in L2([0, 1]n × [0, 1]n), thus it acts continuously on
L2([0, 1]n, (Ω̂≤µAi)l).

We decompose L2([0, 1]n, (Ω̂≤µAi)l) into the direct sum

PNL
2([0, 1]n, (Ω̂≤µAi)l)⊕ (1− PN)L2([0, 1]n, (Ω̂≤µAi)l)

and write

1−K =

(
a b
c d

)
with respect to the decomposition.
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If we find N such that d is invertible on (1−PN)L2([0, 1]n, (Ω̂≤µAi)l) and prove that

then a−bd−1c is invertible on PNL
2([0, 1]n, (Ω̂≤µAi)l), we can conclude that (1−K)

is invertible by the equality(
a b
c d

)
=

(
1 bd−1

0 1

)(
a− bd−1c 0

0 d

)(
1 0

d−1c 1

)
.

First we show that
d = (1− PN)(1−K)(1− PN)

is invertible for N big enough. By prop. 5.2.12 the operator (1− PN)K(1− PN) is
a Hilbert-Schmidt operator. Furthermore its integral kernel is continuous.

For N →∞ the projections PN converge strongly to the identity on C([0, 1]n). By

C([0, 1]n × [0, 1]n,Ml(Ai)) = C([0, 1]n)⊗ε C([0, 1]n)⊗εMl(Ai) ,

the projection PN acting on the first factor of C([0, 1]n × [0, 1]n,Ml(Ai)) converges
strongly to the identity as well. It follows that there is N such that the norm of the
integral kernel of (1−PN)K(1−PN) is smaller than 1

2
in C([0, 1]n× [0, 1]n,Ml(Ai)).

For that N the series

(1− PN) +
∞∑
ν=1

((1− PN)K(1− PN))ν

converges as a bounded operator on (1 − PN)L
2([0, 1]n, (Ω̂≤µAi)l) and inverts d.

Hence a− bd−1c is well-defined.

Via the basis we identify a − bd−1c with an element of MNl(Ai). Since 1 − K is
invertible on L2(M,Al), the matrix a − bd−1c is invertible in MNl(A). By lemma
1.3.4 it follows that a− bd−1c is invertible in MNl(Ai) as well.
2): Let m ∈ IN be such that

∥(1− 1Km(x))k(x, y)(1− 1Km(y))∥L2(M×M,Ml(Ai)) ≤
1

2
.

Write

(1−K) =

(
a b
c d

)
with respect to the decomposition

L2(M, (Ω̂≤µAi)l) = 1KmL
2(M, (Ω̂≤µAi)l)⊕ (1− 1Km)L

2(M, (Ω̂≤µAi)l) .

By the choice of Km the entry d = 1 − (1 − 1Km)K(1 − 1Km) is invertible on
(1− 1Km)L

2(M, (Ω̂≤µAi)l).

We prove that a − bd−1c is invertible on L2(Km, (Ω̂≤µAi)l) and then the assertion
follows as in the proof of 1).
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On L2(Km, (Ω̂≤µAi)l) it holds

a− bd−1c = 1Km − (1KmK1Km + bd−1c)

and 1KmK1Km + bd−1c is an integral operator on L2(Km, (Ω̂≤µAi)l) with con-
tinuous integral kernel: The integral kernel of b is 1Km(x)k(x, y)(1 − 1Km(y))
and x 7→ 1Km(x)k(x, ·)(1 − 1Km) is in C(Km, L

2(M,Ml(Ai))). For the integral
kernel (1 − 1Km(x))k(x, y)1Km(y) of c it holds y 7→ (1 − 1Km)k(·, y)1Km(y) ∈
C(Km, L

2(M,Ml(Ai))). It follows that bd−1c is an integral operator with contin-
uous kernel on Km ×Km. Clearly the integral kernel of 1KmK1Km is continuous as
well.

Since a − bd−1c is invertible on L2(Km,Al) and since the measure on Km pulled
back by an orientation preserving diffeomorphism [0, 1]n → Km is of the form hdx,
we conclude by 1) that a− bd−1c is invertible on L2(Km, (Ω̂≤µAi)l) as well.

Corollary 5.3.2. Let k be an integral kernel as in part 2) of the proposition and
let K be the corresponding integral operator. Then for λ ∈ C∗ the operator K − λ is
invertible on L2(M, (Ω̂≤µAi)l) if and only if K − λ is invertible on L2(M,Al).

Proof. For λ ∈ C \ {0} the integral kernel k/λ fulfills the conditions of the lemma.
Thus if λ−K = λ(1−K/λ) is invertible on L2(M,Al) then λ−K is invertible on
L2(M, (Ω̂≤µAi)l) as well.

5.3.2 Projections and the Chern character

Proposition 5.3.3. Let {ei}i∈IN be the standard basis of l2(A). Let M be a closed
and N a projective submodule of l2(A) such that l2(A) = M ⊕ N . Let P be the
projection onto N along M and let Pn be the orthogonal projection onto Ln :=
span{ei | i = 1, . . . , n}.
For all n ∈ IN with

∥P (1− Pn)∥ ≤
1

2

it holds:

(i) The A-module N ′ := Pn(N) is projective and the maps

Pn : N → N ′ and P : N ′ → N

are isomorphisms.

(ii) l2(A) =M ⊕N ′ .

Note that there exists n ∈ IN with ∥P (1− Pn)∥ ≤ 1
2
since P is a compact operator.
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Proof. From ∥P (1− Pn)∥ ≤ 1
2
it follows

∥1N − (PPn)|N∥ ≤
1

2
.

By that (PPn)|N : N → N is invertible and thus for any finite set G of generators
of N the set PPn(G) generates N as well.

The module N ′ := Pn(N) is projective. Furthermore, since (PPn)|N is an isomor-
phism, the maps

Pn : N → N ′ and P : N ′ → N

are isomorphisms as well.

It remains to show N ′ ⊕M = l2(A).
The intersection N ′ ∩ M is trivial: For x ∈ N ′ ∩ M it holds Px = 0, but as
P : N ′ → N is an isomorphism, x must be zero.

Let now x ∈ l2(A). Since PPn : N → N is invertible, there is y ∈ N such that
Px = PPny.

Then it holds

x = (1− P )x+ Px

= (1− P )x+ PPny

= (1− P )x+ Pny − (1− P )Pny
= (1− P )(x− Pny) + Pny .

Since (1− P )(x− Pny) ∈M and Pny ∈ N ′ it follows x ∈M ⊕N ′.

Definition 5.3.4. Let V be a ZZ/2-graded finite dimensional vector space. Let K
be an integral operator on L2(M,V ⊗ Ω̂≤µAi) with integral kernel k : M ×M →
End(V ) ⊗ Ω̂≤µAi. Then d(K) is the integral operator on L2(M,V ⊗ Ω̂≤µAi) with

integral kernel d(k(x, y)). (The action of d on End(V ) ⊗ Ω̂≤µAi was described in
§1.3.2.)

Note that if K is of degree n with respect to the ZZ/2-grading on L2(M,V ⊗ Ω̂≤µAi),
then it holds

d(Kf) = d(K)f + (−1)nK d f .

Lemma 5.3.5. Let M be a σ-finite measure space.

Let P be a Hilbert-Schmidt operator on L2(M, (Ω̂≤µAi)l) with integral kernel in
L2(M ×M,Ml(Ai)) and assume that P 2 = P . Then it holds

P dP dP = P (d(P ))2 .

Proof. As for matrices (see the beginning of the proof of prop. 1.3.3) it holds
(dP ) = P (dP ) + (dP )P and P (dP )P = 0.
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It follows

P dP dP = P (dP ) dP = P (dP )2P

= P (dP )(dP )− P (dP )P (dP )
= P (d(P ))2.

We introduced the notion of trace class operators in §1.3.2. For the proof of the
next proposition we have to define a more general trace:

If A,B are Hilbert-Schmidt operators on L2(M, (Ω̂≤µAi)l) where M is a σ-finite
measure space, then we define

Tr(A,B) :=

∫
M

trkA(x, y)kB(y, x) dydx ∈ Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi] .

It holds
|Tr(A,B)| ≤ ∥A∥HS∥B∥HS

and
Tr(A,B) = Tr(B,A) .

If A,B are as in §1.3.2 such that in particular AB is trace class, then it holds
Tr(A,B) = TrAB.

Lemma 5.3.6. Let P : [0, 1] → HS(L2(M, (Ω̂≤µAi)l)) be a differentiable path of
Hilbert-Schmidt operators with integral kernels in L2(M ×M,Ml(Ai)), and assume
P (t)2 = P (t) for any t ∈ [0, 1].

Then for any k ∈ IN0 it holds in Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi]:

Tr
(
P (1), (dP (1))2k

)
− Tr

(
P (0), (dP (0))2k

)
= 1

2
d
[
Tr
(
P (1), (dP (1))2k−1

)
− Tr

(
P (0), (dP (0))2k−1

)]
.

Proof. As for matrices (see prop. 1.3.3).

If S, T are Hilbert-Schmidt operators on L2(M, (Ω̂≤µAi)l) that restricts to Hilbert-

Schmidt operators Sν,j, Tν,j on L
2(M, (Ω̂≤νAj)l) for all j, ν ∈ IN with j ≥ i and ν ≥ µ

then we define the trace of (S, T ) in Ω̂∗(A∞)/[Ω̂∗(A∞), Ω̂∗(A∞)]s by lim←−
ν,j

Tr(Sν,j, Tν,j).

It is denoted by Tr(S, T ). This notation has still another meaning: namely the trace

of (S, T ) in Ω̂≤µAi/[Ω̂≤µAi, Ω̂≤µAi]s. The context will decide what is meant. An
analogous convention is made for the trace of trace class operators.
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Proposition 5.3.7. Let M be a Riemannian manifold of dimension d, possibly
with boundary. Suppose that there is an exaustion {Km}m∈IN of M such that Km is
diffeomorphic to [0, 1]d for all m ∈ IN.

Let P ∈ B(L2(M,Al)) be a projection onto a projective submodule of L2(M,Al).
Assume further that for any i ∈ IN it restricts to a bounded projection on L2(M,Ali)
and that P (L2(M,Ali)) ⊂ C(M,Ali). Let

Ran∞ P :=
∩
i∈IN

P (L2(M,Ali)) .

Then the following assertions hold:

(i) The projection P is a Hilbert-Schmidt operator of the form
∑m

j=1 fj(x)hj(x)
∗

with fj, hj ∈ Ran∞ P .

(ii) The intersection Ran∞ P is a projective A∞-module. The classes [RanP ] ∈
K0(A) and [Ran∞ P ] ∈ K0(A∞) correspond to each other under the canonical
isomorphism K0(A) ∼= K0(A∞).

(iii) It holds in HdR
∗ (A∞):

ch([Ran∞ P ]) =
∞∑
n=0

(−1)n 1

n!
Tr(P dP )2n .

Proof. (i): Let {en}n∈IN ⊂ C∞
0 (M,Cl) be an orthonormal basis of L2(M,Cl).

Let Pn be the projection onto the span of the first n basis vectors. It is a Hilbert-
Schmidt operator with integral kernel in C∞

0 (M ×M,Ml(C)).

In particular Pn ∈ B(L2(M,Ali)) for any i ∈ IN.

First we consider the situation on L2(M,Al):
Since P is compact, there is n ∈ IN such that on L2(M,Al) it holds

∥P (Pn − 1)∥ ≤ 1

2
.

Hence by prop. 5.3.3 the map PPnP : RanP → RanP is an isomorphism.

It follows KerPPnP = (RanP )⊥ = KerP and therefore

P = 1− PKerP = 1− PKerPPnP .

Here PKerP resp. PKerPPnP denotes the orthogonal projection onto KerP resp.
KerPPnP .

Furthermore we can find r > 0 such that Br(0)\{0} is in the resolvent set of PPnP .
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Then it holds

P = 1− PKerPPnP

= 1− 1

2πi

∫
|λ|=r

(λ− PPnP )−1dλ

=
1

2πi

∫
|λ|=r

(
λ−1 − (λ− PPnP )−1

)
dλ

= − 1

2πi
PPnP

∫
|λ|=r

λ−1(λ− PPnP )−1dλ

Since Pn is a Hilbert-Schmidt operator on L2(M,Al), the operator P is one as well.

In order to show that the equation holds on L2(M,Ali) as well for all i ∈ IN, we
prove that

R :=

∫
|λ|=r

λ−1(λ− PPnP )−1dλ

is well-defined in B(L2(M,Ali)) or equivalently that (λ − PPnP ) is invertible in
B(L2(M,Ali)) for |λ| = r.

The integral kernel of PPnP is k(x, y) :=
n∑
j=1

Pej(x)(Pej(y))
∗. It is in L2(M ×

M,Ml(Ai)) ∩ C(M ×M,Ml(Ai)) for all i ∈ IN0 and the maps x 7→ k(x, ·) and y 7→
k(·, y) are in C(M,L2(M,Ml(Ai))). From cor. 5.3.2 we conclude that the spectrum
of PPnP on B(L2(M,Ali)) is independent of i, thus R is a bounded operator on
L2(M,Ali) for all i ∈ IN0.

This and the equation PR = PRP show that P is an integral operator with integral
kernel

kP (x, y) = −
1

2πi

n∑
j=1

Pej(x)(PR
∗Pej(y))

∗ .

The integral kernel is in L2(M ×M,Ml(Ai)) for all i ∈ IN0 and is of the form we
asserted.

(ii): Since ∥(Pn−1)P∥ ≤ 1
2
in B(L2(M,Al)), the operator (1+(Pn−1)P ) is invertible

in B(L2(M,Al)). The integral kernel κ of (Pn − 1)P is continuous and the maps
x 7→ κ(x, ·) and y 7→ κ(·, y) are in C(M,L2(M,Ml(Ai))). Hence by prop. 5.3.1
the operator (1 + (Pn − 1)P ) is invertible in B(L2(M,Ali)) for any i ∈ IN0. From
PnP = (1 + (Pn − 1)P )P it follows

PnP (L
2(M,Ali)) ∼= RanP (L2(M,Ali)) .

Furthermore Q := (1+(Pn−1)P )P (1+(Pn−1)P )−1 ∈ B(L2(M,Ali)) is a projection
onto PnP (L

2(M,Ali)). Hence Q(Ln(Ai)) = PnP (L
2(M,Ali)). Identify Ln(Ai) with

Ani via the basis. Then Q restricted to Ln(Ai) is given by a projectionQ′ ∈Mn(A∞).
From Ran∞ P ∼= Q′(An∞) it follows [RanP ] = [Q′] in K0(A) and [Ran∞ P ] = [Q′] in
K0(A∞). This shows the assertion.
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(iii): Let Pn, Q and Q′ be as in the proof of (ii). In the following computations
we use the fact that PnQ = Q, hence Q is a finite Hilbert-Schmidt operator. In
HdR(A∞) it holds

ch([Ran∞ P ]) = ch(Q′)

=
∞∑
k=0

(−1)k 1
k!
tr(Q′ dQ′)2k

=
∞∑
k=0

(−1)k 1
k!
Tr((PnQPn) d(PnQPn))

2k

=
∞∑
k=0

(−1)k 1
k!
Tr
(
(PnQ), (dPnQ)

2k
)

=
∞∑
k=0

(−1)k 1
k!
Tr(Q, (dQ)2k) .

Since
H : [0, 1]→ B(L2(M, (Ω̂≤µAi)l)) ,

H(t) = (1 + t(Pn − 1)P )P (1 + t(Pn − 1)P )−1

is a differentiable path of finite projections with H(0) = P and H(1) =
Q for any i, µ ∈ IN, the difference Tr

(
Q, (dQ)2k

)
− Tr(P dP )2k is exact in

Ω̂∗A∞/[Ω̂∗A∞), Ω̂∗A∞]s by the previous lemma.

This shows the assertion.

5.4 Holomorphic semigroups

5.4.1 Generalities

Let X be a Banach space.

Recall that an operator Z on X generates a holomorphic semigroup etZ if and only
if there is ω ≥ 0 such that Z − ω is δ-sectorial for some δ ∈]0, π/2], i.e.

Σδ+π/2 = {λ ∈ C∗ | | arg λ| < π/2 + δ}

is a subset of ρ(Z −ω) and for any ε with 0 < ε < δ there is C > 0 such that for all
λ ∈ Σπ/2+ε it holds

∥(Z − ω − λ)−1∥ ≤ C

|λ|
.

The semigroup is bounded holomorphic if we can choose ω = 0. Then in particular
etZ is uniformly bounded for t ≥ 0.

Lemma 5.4.1. Let Z be an operator on X and let ω ∈ IR and δ > 0 be such that
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1. Σδ+π/2 ∪ {0} ⊂ ρ(Z + ω) ,

2. for any α < δ there are R,C > 0 such that

∥(Z − λ)−1∥ ≤ C

|λ|

for λ ∈ Σα+π/2 \BR(0) .

Then Z + ω is δ-sectorial.

Proof. Let ε < δ and choose α ∈]ε, δ[. We have to show that there is C > 0 such
that

∥(Z + ω − λ)−1∥ ≤ C

|λ|
.

Let r > max(R, |ω|) be such that Σε+π/2 ⊂
(
(Σα+π/2 ∪ Br(0)) + ω

)
. (If ω ≤ 0, this

is fulfilled for all r > max(R, |ω|).)
The compact set K := Σε+π/2 ∩ (Br(0) + ω) is a subset of ρ(Z + ω). The resolvent
(Z + ω − λ)−1 is uniformly bounded on K, in particular there is C > 0 such that
for λ ∈ K \ {0} it holds

∥(Z + ω − λ)−1∥ ≤ C

|λ|
.

If λ ∈ Σε+π/2 \K, then λ − ω ∈ Σα+π/2 \ Br(0) thus by assumption there is C > 0
such that for all λ ∈ Σε+π/2 \K it holds

∥(Z + ω − λ)−1∥ ≤ C

|λ− ω|
.

It follows that there is C > 0 such that for all λ ∈ Σε+π/2 it holds

∥(Z + ω − λ)−1∥ ≤
(
C

|λ|

)(
|λ− ω|+ |ω|
|λ− ω|

)
≤

(
C

|λ|

)(
1 +

|ω|
|λ− ω|

)
≤

(
C

|λ|

)(
1 +

|ω|
(r − |ω|)

)
≤ C

|λ|
.

This proves the assertion.

The lemma yields the following connection between the spectrum of a δ-sectorial
operator Z and the behaviour of the holomorphic semigroup etZ for t→∞.
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Proposition 5.4.2. If Z is a δ-sectorial operator and there is ω > 0 such that

{Reλ ≥ 0} ⊂ ρ(Z + ω) ,

then for any ω′ < ω there is C > 0 such that for all t ≥ 0 it holds

∥etZ∥ ≤ Ce−ω
′t .

Proof. For all ω′ < ω there is 0 < δ′ ≤ δ such that Σδ′+π/2 ∪ {0} ⊂ ρ(Z + ω′) and
thus by the previous lemma Z + ω′ is δ′-sectorial.

Proposition 5.4.3. If etZ is a strongly continuous semigroup with generator Z such
that Ran etZ ⊂ domZ for all t ∈ (0,∞) and if there is T > 0 and C > 0 such that
for t ≤ T it holds

∥ZetZ∥ ≤ Ct−1

then etZ extends to a holomorphic semigroup.

If the estimate holds for all t > 0, then the extension is bounded holomorphic.

Proof. The assertion follows immediately from [Da], th. 2.39.

Part 1) of the next proposition is known under the name Volterra development and
the formula in part 2) is called Duhamel’s formula:

Proposition 5.4.4. Let Z be the generator of a strongly continuous semigroup and
let M,ω ∈ IR be such that ∥etZ∥ ≤Meωt for all t ≥ 0.

1. Let R ∈ B(X). Then Z+R is the generator of a strongly continuous semigroup
and for all t ≥ 0 it holds

et(Z+R) =
∞∑
n=0

(−1)ntn
∫
∆n

eu0tZReu1tZR . . . euntZ du0 . . . dun

with ∆n = {u0 + · · ·+ un = 1;ui ≥ 0, i = 0, . . . , n}. Furthermore

∥et(Z+R)∥ ≤Me(ω+M∥R∥)t .

2. Let R1, . . . , Rn ∈ B(X). For t ≥ 0 the map

Cn → B(X), (z1, . . . , zn) 7→ et(Z+z1R1+···+znRn)

is analytical and for i = 0, . . . n it holds

d

dzi
et(Z+z1R1+···+znRn) =

∫ t

0

e(t−s)(Z+z1R1+···+znRn)Rie
s(Z+z1R1+···+znRn) ds .
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Proof. 1) follows from [Da], th. 3.1 and the proof of it.

2) The analyticity follows from 1).

For the formula it is enough to consider n = 1. Let R := R1.

For z0 ∈ C it holds by 1):

e(Z+zR)t =
∞∑
n=0

(z−z0)n(−1)ntn
∫
∆n

eu0t(Z+z0R)Reu1t(Z+z0R)R . . . eunt(Z+z0R) du0 . . . dun

and the series converges absolutely for all z ∈ C. This implies

d

dz
e(Z+zR)t|z0 = −t

∫ 1

0

eu0t(Z+z0R)Re(1−u0)t(Z+z0R)du0 .

The assertion follows now by the change of variables s := (1− u0)t.

The following proposition is known in the literature as Duhamel’s principle ([Ta],
§9):

Proposition 5.4.5. Let Z be the generator of a strongly continuous semigroup on
X. Let u ∈ C1([0,∞), X) such that d

dt
u(t)−Zu(t) ∈ domZ for all t ∈ [0,∞). Then

it holds

etZu(0)− u(t) = −
∫ t

0

esZ
( d
dt
− Z

)
u(t− s)ds .

5.4.2 Square roots of generators and perturbations

Assume that D is a densily defined closed operator on a Banach space X with
bounded inverse and such that −D2 is δ-sectorial.

There are well-defined fractional powers (D2)α for α ∈ IR ([RR], 11.4.2). These are
densily defined closed operators that coincide for α ∈ ZZ with the usual powers and
satisfy

(D2)α+βf = (D2)α(D2)βf

for all α, β ∈ IR and f ∈ dom(D2)γ with γ = max{α, β, α + β}. For α ≤ 0 the
operator (D2)α is bounded and depends in a strongly continuous way of α.

It follows in particular that for α ≥ 0 the operator (D2)−α is a bounded inverse of
(D2)α.

Define
|D| := (D2)

1
2 .

By [Ka], th. 2, the operator −|D| is δ + (π/2− δ)/2-sectorial and can be expressed
in terms of the resolvents of D2.

Note that for any n ∈ IN the domain of |D|n is a core of |D| and domDn is a core
of D.
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Lemma 5.4.6. 1. Let P be a projection on X, i.e. we demand P 2 to be densily
defined and P 2|M = P |M for some set M ⊂ domP 2 dense in X.

Then it holds: If P is closed, then P is bounded.

2. Let I be a involution on X, i.e. assume that I2 is densily defined and that
there is a set M ⊂ dom I2 dense in X with I2|M = 1|M .

Then it holds: If I is closed, then I is bounded.

Proof. 1) For f ∈M it holds f = (1−P )f+Pf and (1−P )Pf = P (1−P )f = 0. We
concludeM ⊂ KerP +Ker(1−P ) ⊂ domP . If P is closed, then KerP +Ker(1−P )
is closed, hence KerP +Ker(1− P ) = X, thus domP = X.

2) The operator P := 1
2
(1− I) is a closed projection on X in the sense of 1). Thus

P is bounded. It follows that I is bounded as well.

Proposition 5.4.7. 1. The operator |D|−1D : domD → X extends to a bounded
involution I on X.

2. It holds domD = dom |D| and I(domD) ⊂ domD.

3. It holds |D| = ID = DI and D = I|D| = |D|I.

Proof. 1) The operator D−1 commutes with the resolvents of D2. It follows
|D|−1D−1 = D−1|D|−1. Hence because of domD = D−1X it holds |D|−1(domD) ⊂
domD, so domD2 ⊂ dom(|D|−1D)2.

For f ∈ domD it holds |D|−1Df = D|D|−1f . For f ∈ domD2 it follows
(|D|−1D)2f = f .

We prove that |D|−1D is closable, then the assertion follows from the previous
lemma:

Let (fn)n∈IN be a sequence in domD converging to zero. Then |D|−1fn ∈ domD
converges to zero for n → ∞. But then if |D|−1Dfn = D|D|−1fn converges, the
limit is zero since D is closed and injective. Thus (|D|−1D) is closable.

2) The composition IDI : dom |D| → X is well defined and closed. It coincides
with D on domD2, hence it is a closed extension of D. It follows domD ⊂ dom |D|.
The inclusion dom |D| ⊂ domD is shown analogously.

Let P := 1
2
(1 + I) with I as in the previous proposition. It is a bounded projection

on X. By the proposition it holds P domD ⊂ domD, and P commutes with D and
|D|.
From ID = |D| and I|D| = D it follows PD = −P |D|. Thus with respect to the
decomposition X = PX ⊕ (1− P )X it holds

D =

(
PDP 0
0 −(1− P )D(1− P )

)
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and

|D| =
(
PDP 0
0 (1− P )D(1− P )

)
.

Taking into account that −|D| is δ+(π/2−δ)/2-sectorial it follows for the resolvent
set of D:

Proposition 5.4.8. For λ ∈ C it holds

{λ,−λ} ⊂ ρ(D)⇔ {λ,−λ} ⊂ ρ(|D|) .

Thus if λ ∈ C with −λ2 ∈ Σπ/2+δ, then λ ∈ ρ(D).

Furthermore for every δ′ < δ there is C > 0 such that for all λ with −λ2 ∈ Σπ/2+δ′

it holds:

∥(D − λ)−1∥ ≤ C

|λ|
.

Corollary 5.4.9. Let ω ≥ 0 be such that there is C > 0 with ∥e−tD2∥ ≤ Ce−ωt for
all t ≥ 0.

For any α ∈ IR and ω′ < ω there is C > 0 such that for all t > 0 it holds

∥|D|αe−tD2∥ ≤ Ct−α/2e−ω
′t

For any n ∈ IN and ω′ < ω there is C > 0 such that for all t > 0 it holds

∥Dne−tD
2∥ ≤ Ct−n/2e−ω

′t.

Proof. The first assertion is [RR], lemma 11.36, and the second one follows from the
first one by D = I|D| and DI = ID.

Proposition 5.4.10. Let A be a bounded operator. Then for every δ′ < δ there is
ω > 0 such that −(D + A)2 + ω is δ′-sectorial.

Proof. Let δ′ < δ. We show that there is ω > 0 such that −(D + A)2 + ω and δ′

satisfy the assumptions of lemma 5.4.1:

By prop. 5.4.8 there is M > 0 such that for all λ with −λ2 ∈ Σπ/2+δ′ it holds:

∥(D − λ)−1∥ ≤ M

|λ|
.

Hence the Neumann series

(D + A− λ)−1 = (D − λ)−1

∞∑
n=0

(A(D − λ)−1)n

converges for |λ| > M∥A∥ and −λ2 ∈ Σπ/2+δ′ .

If |λ| > 2M∥A∥ and −λ2 ∈ Σπ/2+δ′ , the norm is bounded by
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∥(D + A− λ)−1∥ = ∥
∞∑
n=0

(D − λ)−1
(
A(D − λ)−1

)n ∥
≤

∞∑
n=0

∥A∥n∥(D − λ)−1∥n+1

≤
∞∑
n=0

Mn+1∥A∥n

|λ|n+1

=
M

|λ|
(1− M∥A∥

|λ|
)−1

≤ 2M

|λ|

Let µ ∈ {|µ| > 4M2∥A∥2} ∩ Σδ′+π/2. Then for λ ∈ C with −λ2 = µ it holds
λ ∈ ρ(D + A), hence the resolvent

(−(D + A)2 − µ)−1 = −(D + A− λ)−1(D + A+ λ)−1

exists and is bounded by

∥(−(D + A)2 − µ)−1∥ ≤ 4M2∥A∥2

|µ|
.

Furthermore there is ω > 4M2∥A∥2 such that

Σδ′+π/2 ⊂
(
{|µ| > 4M2∥A∥2} ∩ Σδ′+π/2 − ω

)
and thus

Σδ′+π/2 ⊂ ρ
(
−(D + A)2 + ω

)
.

The assertion follows now from lemma 5.4.1.
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