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1. I n t r o d u c t i o n  

Linear dynamical systems with internal con- 
straints give rise to transfer functions which reflect 
these internal properties, e.g. positive real matrices 
or symmetric matrices of rational functions. The 
role of such matrices and their realizations in 
different areas of applications (such as electrical 
network synthesis) is described in [7]. 

In this note we study hermitian polynomial 
matrices. Our approach is module theoretic as in 
[9] and [3]. We continue our work [9] and investi- 
gate the relation between hermitian polynomial 
matrices and their associated inner product spaces 
and selfadjoint operators. As an application we 
will give a new proof of a factorization result [5] 
on polynomial matrices with constant signature, 
which is relevant to the theory of filtering. 

2.  N o t a t i o n  

Let C((z-I))  denote the vector space of trun- 
cated Laurent series of the form 

and let z - 'C[[z- l ] ]  be the space of formal power 
series in z - i  with vanishing constant term. The 
decomposition 

C ( ( z - ' ) ) = C [ z ]  ~ z - ' C [ [ z - ' ] ]  

induces projections ,r+ and tr_ of C((z-  I)) on C[z] 
and z-IC[[z-l]]  respectively. If f c C ( ( z - I ) !  is 
given by (2.1) we put 

( f ) i : = f i  • 

In a natural way the preceding definitions are 
extended to C"((z- l ) )  and cmx"((z-I)) .  

For 

n G 

G(  z ) = Y'. G,z ~, Gi ~ C m×", 
i ~  - - o 0  

we define G* by G*(z) = ZG*zk We call G hermi- 
tian if G = G* holds. 

If L ~ C"×"[z] is non-singular then a complex 
number a is a characteristic root of L if det L(a) = 0 
holds. We say X = oo is a characteristic root of L if 
L - t  has a polynomial part. 

The following matrices will appear: 

E, :-- (81.0+ ,_,-) ~ C "x", i.e. (o) 
E . =  1 , 

1 0 , ,x, ,  

R,  

R,, 

: =  ( ~ i . n - - i + 2 )  E C nXn, i.e. 

0 .0 
• 1 

0 1 
0 1 0 ,,x,, 

n! 

f ( z ) =  E fj z/, f j E C ,  (2.1) 
Ea-zRa.  ) 

S,(z):= - z  0 . . .  0 ~,+ 
I ) x k  

(2.2) 
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3. Hermitian polynomial matrices and inner 
products 

Our note is based on [9]. In order to make it 
self-contained we review the results of [9]. Let 
L ~ C"X"[z] be non-singular. The two maps 

~L: C " [ z ] - - ,  C " [ z ]  

and 

which we associate with L are defined by 

¢rL f :=Lcr_L- l f ,  f ~  C " [ z ] ,  

and 

ply := c" [ [z - ' ] ] .  

Let V L and U L denote the respective ranges 

U L :=  Im pL. VL := Im ~r L, 

Define 

p " f := ~rLpf , 

and 

p c C [ z ] , f ~  VL, (3.1) 

q . v : = L ~ r + L - ' q v ,  q ~ C [ [ z - ' l ] , v ~ U  L. (3.2) 

Then V L with scalar multiplication (3.1) is a C[z]- 
module [2] and U L with (3.2) is a C[[z- l]]-module 
[8]. The dimension of the C-vector space V L is 
equal to deg det L and dim U L is equal to the 
multiplicity of the characteristic root X = oo of L. 
If L is hermitian then 

[ f , g ] : = ( f * L - ' g ) _ , ,  ( f , g ) ~  VL× V L, (3.3) 

is an indefinite inner product on V L. On U L an 
inner product can be defined by 

<u, v ) : =  ( x * L - ' Y ) o  (3.4) 

where x and y are in C"[[z-J]]  such that u = pLX 
and v = ply  holds. The right shift S ÷ , 

S + f : = z . f ,  f ~  VL, 

is a linear operator which is selfadjoint with re- 
spect to the inner product (3.3). Similarly the left 
shift S - ,  

S - v : = z  - l . v ,  v ~ U  L, 

is selfadjoint on U L. 
Any hermitian rational matrix W ~ C " × " ( z ) ,  

W ~ 0, can be written as 

W ( z )  = M ( z ) ( z P  + a ) - ' M * ( z )  (3.5) 

where zP + Q ~ C~Xr[z] is a non-singular hermi- 
tian pencil and M ~ C " X r [ z ] .  We call (3.5) a 
hermitian realization of IV. (3.5) is a minimal reali- 
zation if the size r of the pencil zP + Q is minimal. 

Lemma 3.1. Any hermitian W E  C"X"(z) ,  W ~  O, 
admits a hermitian realization. I f  (3.5) is a minimal 
realization then the hermitian pencil zP + Q is 
determined by W up to congruence. 

Theorem 3.2. Let L = L* ~ C"X"[z] be non-singu- 
lar and let 

z) = D( zA, - Ao)- '  D*, 

¢r + L - ' (  z ) = R(  No - N , z  ) - '  R* 

be minimal hermitian realizations. Then A I and N O 
are non-singular, N(- IN o is nilpotent. The columns 

of 

D ( z )  := L ( z ) D ( A , z - A o ) - '  

are a basis of V L, the columns of 

/~(z)  := L (  z )R(  N o -  N,z  ) -  ' 

are a basis of U L. With respect to these bases the 
matrices of the inner products (3.3) and (3.4) are 
given by A~- i and N O t, the matrices of S + and S -  
are AoA~-' and N i N o  I respectively. 

Furthermore 

~ r _ ( D ( z ) * L - ' ( z ) D ( z ) ) = ( A ~ z - A o ) - ' .  (3.6) 

4. Hermitian pencils 

In this section we recall the normal form of 
hermitian non-singular pencils and prove some 
auxiliary lemmas. 

Theorem 4.1. (See e.g. [6] for references.) Let zP + 
Q ~ C."X"[z] be a hermitian pencil which is non-sin- 
gular, i.e. 

de t (zP  + Q ) *  0 ~ C[z ] .  

Then there exists a non-singular matrix T ~  C "x" 
such that T(zP  + Q)T* is the direct sum of blocks of 
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the following types I, II,  I I I :  

eO~(z, a ) : =  e( (z  - a)E~ - R~) (I)  

with a ~ R and e = +_1. 

( O Ds( z; b ) ) (IX) 

D, (z ;  l,) 0 ' 

a 2s × 2s matrix with b ~ R. 

+1. (m) 

ent ry  at the bo t t om of the main  diagonal  and 
where Sk is given by  (2.2). Then 

F2k+'(z )= ( U S2'. (0) Sk(z )  ) 0 

xE2k+, S~.(O) 0 " 

The following observat ion can easily be veri- 
fied. 

A block of type I corresponds  to an e lementary  
divisor (z - a )  r, a ~ R, of  zP + Q. To each con- 
juga te  complex  pair  (z - b) s, (z  - 6)" of  non-real  
e lementary  divisors of zP + Q there is associated a 
block of type II.  Each infinite e lementary  divisor 
y '  (i.e. each e lementary  divisor of P + y Q  of the 
form y ' )  contr ibutes  a block of type III .  Up  to 
order ing of the blocks the direct sum is uniquely 
de te rmined  by zP + Q. 

To each real or infinite characterist ic  root  of  
zP + Q belongs a set of  signs e which we call the 
inertial signs. The  terminology is not  uniform. In 
[3] e lementary  divisors and signs are called the 
Cauchy  characterist ic,  in [4] the term sign char- 
acteristic is used in connect ion with real character-  
istic roots. 

We now consider  blocks of  type I I I  and I. 

L e m m a  4.3. Put 

1 (z -a)  
Y~(z; a ) :=  0 

0 

Then 

Yr(Z; a)Dr(Z; a)YT(z ;  a) 

z" 0 . . .  0 
0 

rr-i(z) 
0 

I t - -  I 

g --a)  r-I 

(4.1) 

L e m m a  4.2. A block F t can be factored as 

F , ( z ) = M ( z ) K M * ( z )  

with M ~ C'X~[z] and K ~ C 'x~. 

Proof .  For  t even, t = 2k,  write 

V2k= Fk V 

where V =  ( v o )  has zero entries except Vii = --Z. 
Then  

o ½1v) 

For  t odd, t -- 2k  + 1, w e p a r t i t i o n  F, as 

Fzk+ ' ( z )=  SZ(z  ) 

where U is a ( k +  1 ) × ( k +  1) matr ix  with a 1 

5. Inertial signs 

Let h = a be a real characteristic root of  the 
non-s ingular  hermit ian matr ix  L ~ C " X " [ z ] .  We 
consider  the principal  par t  H,(z )  of L-~  at the 
pole a. We can assume without  loss of generali ty 
that  in a min imal  hermit ian realization 

H,(  z ) = C( A,z  - Ao ) -  ' C* (5.1) 

the r × r pencil zA ~ - A o is in normal  form 

zA 1 - A o = block diag( e,D,,,( z; a) . . . . .  ekD,,,( z; a ) ). 

(5.2) 
We part i t ion C corresponding to (5.2) into C =  
(C  I . . . . .  Ck) and denote  the first column of C i by 
7i. As the realization (5.1) is assumed to be minimal  
we have 
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or equivalently 

r a n k ( y , , . . . ,  ?k) = k.  (5.3) 

The  following result is a special case of Theorem 
9.9 in [3]. It is obta ined  here as an immedia te  
consequence of L e m m a  3.1. 

T h e o r e m  5.1. Let a be a real characteristic root of  
the hermitian non-singular matrix L ~ C "×" [ z ]. The 
principal part Ho of  L - l  at a can be written as 

H ~ ( z )  = C ( z ) d i a g ( e ,  (z  - a )  .... , . . . .  

e k ( z - a ) - " ~ ) C * ( z ) + M ( z )  (5.4) 

with ei~(1, - 1 ) ,  MeC"X"[z]  and (?eC"X~[z] 
such that C ( a )  has full  column rank. The numbers 
n i, e i, i = 1 . . . . .  k ,  are uniquely determined by L. 
The polynomials ( z -  a)"'  are the elementary di- 
visors and the integers e i are the inertial signs 
corresponding to the characteristic root a of  the 
pencil  A i z  -- A o in (5.1). 

Proof.  Recall (4.1) and let H,  be given by (5.1) and 
(5.2) .  Put 

~ , : = C , ( 1 , ( z - a )  . . . . .  ( z - -a ) r - - I )  T, 

i = l  . . . . .  k ,  

and C:  = (cl . . . . .  Ek). Then (5.4) holds and (7(a) 
-- (~fi . . . . .  Z,)- Hence  (5.3) implies rank 6"(a) = k. 

We show that  the numbers  n~ and e i in (5.4) are 
uniquely determined.  Let e -- col(l ,  0 . . . . .  0) be an 
r-vector.  Then 

e (  z - -  a) - r  = e*eVr( z; a ) -  |e. 

With this observat ion it is easy to reverse the 
preceding steps and construct  a minimal  hermit ian 
realization for H ,  of  the form (5.1) and (5.2). 
According to L e m m a  3.1 the pencil z A | - A  o in 
(5.1) is determined up to congruence,  which com- 
pletes the proof.  

I f  L is a non-singular  pencil then the numbers  e~ 
in (5.4) are the inertial signs corresponding to a. 
This  suggests to use (5.4) to define inertial signs 
for general polynomial  matrices.  

D e f i n i t i o n  5.2. Let  a ~ R be a characterist ic root 
of  the non-singular  matr ix  L = L* ~ C " × ' [ z ] .  Let 
the principal  par t  H ,  of  L -  l at the pole a be given 
by (5.4) such that  rank (7(a) = k holds. We call the 

numbers  el, i = 1 . . . . .  k, the inertial signs of  the 
e lementary  divisors ( z  - a ) "  of  L. 

In [4] results on afialytic per turba t ions  have 
been used to describe the inertial signs of  poly- 
nomial  matr ices  with invertible leading coefficient. 

We now turn to infinite e lementary  divisors of 
L. Recall [8] that  a non-singular  L ~ C"X"[z]  has 
the infinite e lementary  divisors yS,, . . . .  y 'p ,  if 
y L ( y - i )  has S m i t h - M c M i l l a n  form 

diag( y - C ' d , ( y )  . . . . .  y - " q d q ( y ) ,  

J ' d q +  I (Y )  . . . . .  y ,  dp+q(y ) )  

such that 

- c ~  < . . .  < - c q < O < s l  < . . .  <Sp 

and 

d o ~ C [ z  ], d p ( 0 ) * 0 ,  p = l  . . . . .  p + q ,  

holds. The  following s ta tement  can be proved along 
the lines of  Theo rem 5.1. 

Theorem 5.3. Let L = L* ~ C " × " [ z ]  be non-singu- 
lar and let G O denote the principal part of  
y - l L - I ( y - l )  at O. Then H o can be written as 

H o = V ( y )  d iag (e , y  -s'  . . . . .  e p y s p ) V * ( y )  + R ( z )  

(5.5) 
with Z ~ C"×P[z] ,  R ~ C " X ' [ z ] ,  e i ~  (1, - 1) such 
that rank V ( 0 ) = p  holds. The polynomials y",, i = 
1 . . . . .  p,  are the infinite elementary divisors of  L ,  the 
corresponding signs e i are uniquely determined by L. 

D e f i n i t i o n  5.4.  We call the numbers  e~ ~ (1, - 1), 
i = 1 . . . . .  p ,  given by (5.5) the inertial signs of  the 
infinite e lementary  divisors yS, of  L. 

6. l s o m e t r i e s  

Let L i ~ C" ,x" , [z ]  be hermit ian and non-singu- 
lar. We call a m a p  a : VL2 ~ VL, " an F[z]-isometry,  
if it is an F [ z ] - m o d u l e  i somorphism which pre- 
serves .the inner p roduc t  (3.3). Similarly F[[z-i]]_ 
isometrics between U L, and U L~ are defined. In 
the case of  linear pencils isometry is related to 
congruence.  

L e m m a  6.1. Let zP  i -  Q i ~ C " , × ' , [ s ] ,  i =  1, 2, be 
hermitian pencils such that Pi, i = 1, 2, is non-singu- 
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lar. There is an F [  z]- isometry  

i f  and  only i f  the penci ls  are congruent ,  i .e.  n I = n z 
and  

zP2 - Q2 = T ( z P ,  - Q , ) T *  (6.1) 

f o r  some  non-singular  constant  T. 

Proof. From dim V/. -- deg det L follows n i = n 2 = 
n. We take the canonical  basis of  C ~ as a basis of  
V:e ,_Q.  Let T be the matr ix  of  a. As the matr ices 
corresponding to the respective shift opera tors  are 
similar and the matr ices of the inner products  are 
congruent ,  we have 

T Q I P t I T - I = Q 2 P ~  -l and P ~ - t =  T * P Z I  

which is (6.1). The  converse is obvious.  

Theorem 6.2. L e t  L i ~ C ' , × ' , [ z ] ,  i = 1, 2, be hermi-  
t ian and non-singular.  The  fo l lowing  s ta temen t s  are 

equivalent .  
(i) There ex is t s  an F[ z ] - i some t ry  between VL, and 

VL 2 • 
(ii) There ex is t s  po lynomia l  matr ices  X and Y such 

that  

X L  I = L 2 Y  

and  

rr_ X* L ~  t X = ~r_ L ' f  t, 

hold. 

(iii) L I and  L 2 have  

(6.2) 

~r_ YL- f  tY* = ~r_ L 2 I 

(6.3) 

the same  f in i t e  e lementary  
divisors and  their  real  characterist ic  roots have  the 

s a m e  inert ial  signs.  

Proof. (iii) ~ (ii) Let 

7r L , ' ( z ) = C , ( z P , - Q , ) - ' C * ,  i = 1 , 2 ,  (6.4) 

be minimal  hermit ian realizations and let C,. 
C" ,×" ' [z ] ,  i = 1, 2, be  defined by  

L , (  z )C, = C,( z ) (  zP, - Q , ) .  (6.5) 

F rom (3.6) we know 

%=(ze,-e,)-' 
According to Theorem 5.1 we can work with the 
same pencil z P  - Q = z P  i - Qi for both  L I and L 2. 

Put  X : - - C 2 C ~  and Y : - - C 2 C  ~. It can easily be 
verified that  X and Y satisfy (6.2) and (6.3). 

(ii) = (i) We use the matrices X and Y in (6.2) 
and  (6.3) to define 

a v  := IrL2Xv, v ~ Vz. ,, 

and 

f lw:=~rL Y * w  , w ~  Vt. 2. 

The  mappings  

a : Vt., ~ Vt. ~ and fl : Vt. ~ Vt. ' 

are F [ z ] - m o d u l e  homomorph i sms  [2]. Let u and v 
be in Vz,, then 

Similarly we have 

~ r _ [ ( f l w ) * L ; ' f l y ]  = ~r_ (to*L~" ly) 

for  any w and y in VL. Hence a and fl are injective 
C- l inear  maps  between the vector  spaces VL, i - -  
l, 2, they are F[z] - i sometr ies  and fl = a -  t. 

(i) ~ (iii) Let ~r_ L ,  J, i = l, 2, be given by (6.4). 
By the preceding a rgument  we obtain  f rom (6.5) 
an F [z ] - i some t ry  between VL, and V~p _o,,  i = l, 2. 

Therefore  we can assume Li (  z ) = z P  i - Qi, i =  
1, 2, and L e m m a  6.1 completes  the proof.  

The  corresponding result on F [ [ z -  J]]-isometries 
between U L' and U/-2 would require a description 
of  F [ [ z - 1 ] ] - m o d u l e  homomorph i sms  between U t-' 
and  U L2. Since those homomorph i sms  will be dis- 
cussed elsewhere, we note  only an equivalence of 
two statements.  

Theorem 6.3. The non-singular hermi t ian  poly-  
nomia l  matr ices  L l and L 2 have  the same  infini te 
e l ementary  divisors and corresponding inert ial  signs 
i f  and  only i f  there is an F[[ z - l ] ] - i some t ry  between 
U L' and U t'2. 

7. Hermitian polynomial matrices with constant 
signature 

A non-singular  hermit ian matr ix  L ~ C"X"[z]  is 
said to have constant  s ignature if for all ~, E R 
which are not  characterist ic roots of  L, the matrices 
L ( X )  have the same signature. Such matrices are 
character ized in [5]. As an applicat ion of the pre- 
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ceding results  we give a new p roo f  of the fol lowing 
fac tor iza t ion  theorem.  

Theorem 7.1 [5]. L E C"X"[z]  has constant signa- 

ture i f  and only i f  L can be factored as 

L (  z ) = M (  z ) K M * (  z ) (7.1) 

such that M ~ C"X"[z]  and K ~ C "x". 

Proof .  It is the ' ~ ' par t  of the theorem which is 
not  obvious.  Let 

L - ' ( z )  = r ( z H ,  + H 0 ) - ~ r *  (7.2) 

be a min imal  hermi t ian  real izat ion of L-~ .  We 
reduce the p rob l em to the penci l  z H  I + H o. Let a 
be a real character is t ic  root  of  L and let the 
pr inc ipa l  pa r t  of  L - t  at the pole  a be given by 
(5.4). Fo r  e > 0 the s ignatures  of  L - I ( a  + e) and  
L -  I(a - e) are equal.  Recal l  that  C'(a)  in (5.4) has 
full co lumn rank. Hence  for each odd  n, the d iago-  
nal  ent ry  ei(z - a)", has to be ma tched  by  a corre-  
spond ing  entry  - e i ( z -  a)  ..... with odd  m~. This  
implies  that  the no rma l  form of  the penci l  z H  + H o 
in (7.2) conta ins  the pair  of  blocks 

Do,(z; a) 0 
B : =  0 - D , , , ( z ; a )  

or - B .  F r o m  (4.1) we see that  B can be wri t ten as 

B = G block diag(  z", ,  - z" ' , ,  F , , ,  - F,,,, ) G* 

where  G is a sui table  po lynomia l  matr ix.  Accord -  
ing to L e m m a  4.2 a b lock F, can be factored in the 
form (7.1). Put 

R(z):= 
0 z / 1 - z  1 +  

with n i = 2k  + 1, m i = 2 1 +  1. Then 

. and  B is of  the form (7.1). Us ing  (4.1) again  we 
ob ta in  a des i red  fac tor iza t ion  of  Dr(z; a) in the 
case of even r. F inal ly ,  

(0 0 =(: o),(0, 0')(: o) 
takes the blocks of  type II into account .  As we 
have cons idered  all poss ible  b lock  types in the 
no rma l  form of zH~ + Ho, the p roof  is complete .  
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