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Preface 

T he origins of llIollodromy theory lie ill the works of B. Riemanll Oil functions 
of complex variables and on complex linear differential tYluatiolls. Riemann for­
mulated one of the fundamental problems in monodromy theory (now called the 
Riemann- Hilbert problem): having given singularities and corresponding mOll­

odromy transformations, find a differential e(luatioll which realizes these data. 
T he llIo11odromy groups of linear differential equations and systems were inten­
sively studied in the nineteen century by F. Klein, G. G. Stokes, H. A. Schwarz, L. 
Schlesinger, L. Pochhammer, E. P icard, R.. Garnier, P. P ainleve, H. Poincare, R.. 
Fuchs and others. Schwarz associated the monodromy group of the hypergeometric 
equation with the spherical triangle groups, generated by inversions with respect 
to the sides of a spherical triangle. Schlesinger investigated deformations of dif­
ferential systems with fixed mOllodromy. Fuchs associated the equation Painleve 
6 with the isomonodromic deformation tYluation. Stokes discovered a strange phe­
nomenon (the Stokes phenomenon) of non-uniqueness of constants in the asymp­
totic expansions of systems near irregular singularities . 

In his talk at the 1900 International Congress of i\"lathematicians, D . Hilbert in­
cluded the Riemann problem mentioned above in his famous list of problems for 
twentieth century mathematics (as the XXI-th). T his problem was solved inde­
pendently by J. P lemelj and by H. Rohrl in the cla.<;s of systems with regular 
singularities. Only in the 1980s A. A. I30libruch discovered that the Riemann­
Hilbert problem may have no solutions in the Fuchs class of systems with first 
order poles. Recently some relations between linear differential systems and quan­
tum field theory wa.<; revealed (tv!. Sato, T. !vliwa, i\"!. ,limbo, B. A. Dubrovin). 

Near the end of the 19th century, E. Picard and E. Vessiot created an analogue 
of the algebraic Galois theory in the ca.<;e of linear differential systems. T he cor­
responding differential Galois group consists of symmetries of the system and is 
identified with an algebraic subgroup of the linear group of automorphisms of a 
complex vector space (E . Kolchin). In the regular case the differential Galois group 
forms the Zariski closure of the monodromy group (Sciliesinger) . T he fundamen­
tal result in this theory states that a differential system is solvable in quadratures 
and algebraic functions iff the identity component of the differential Galois group 
is solvable. An analogous result holds in the topological Galois theory whicll is 
represented by the monodromy group of an algebraic function. A. G. Khovanski 
generalized the latter result to a wider class of multivalued holomorphic functions. 

T he Stokes phenomenon which occurs in the case of irregular singularity found 
complete explanation. Firstly, it wa.<; proved that there exists a formal normal 
form which is diagonal and contains only a finite number of terms with rational 
powers of the 'time' (!I-f. Hukuhara, A. H . fI-f. Levelt, H. Thrrittin). Next the change 
reducing the system to its formal normal form turns out to be analytic in sectors. 
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T his is done either by solving some integral equation (H. Poincare, \V. \Vasow) 
or by showing that the normalizing series belongs to some Gevrey cla.<;s and is 
summable in sectors . T he moduli of analytic classification are cocycles in some 
cohomology group with values in a certain Stokes sheaf and are represented by 
'differences' between normalizing maps in adjacent sectors . 

After publication of "Analysis situs" by H. Poincare, investigation of the topology 
of algebraic varieties began. At that time the first variant of the P icard- Lefschetz 
formula, describing cllange of the topology of a family of algebraic varieties a.<; the 
parameter varies around a critical value, appeared. Further rapid progres.<; in this 
field occurred in the 1960s- 70s. The research proceeded in two parallel streams. 

,1. ~dilnor proved that the local level of a holomorphic function near an isolated cr it­
ical point has the homotopy type of a bucket of spheres. R. T hom, ,J.-C. Tougeron, 
,1 . flhrtinet and V. 1. Arnold developed a theory of normal forms of holomorphic 
functions and began classification of singularities. T he (topological) monodromy 
groups of some singularities turned out to be isomorphic with certain Coxeter 
groups generated by reflections. Relations with the classification of semi-simple 
Lie algebras were revealed. 

T he other approach was more algebraic and based on the cohomology theory of 
coherent sheaves developed by ,1. Leray, A. Grothendieck, P. Deligne and oth­
ers. Another tool was the theorem about resolution of singularities proved by H. 
Hironaka. People studied families of algebraic varieties which degenerate as the 
(complex) parameter approaches a critical value. Here the critical points can be 
isolated and non-isolated as well. After resolution of the singularity, t he singular 
variety becomes a union of smooth divisors with normal crossings in the ambient 
complex space. Information about multiplicities of these divisors allows us to de­
scribe the action of the (topological) monodromy (C. H. Clemens, N. A 'Campo). 
T he fundamental result (the monodromy theorem) provides information about the 
eigenvalues and the dimensions of ,Jordan cells of the monodromy operator. 

T he de Rham cohomologies of non-singular algebraic varieties, from a family, form 
together a holomorphic vector bundle over the space of non-critical parameters. 
A similar bundle, the cohomological Milnor bundle, is defined in the local case. 
T he cohomological bundle admits sections, defined by the integer cocycles. T his 
allows introduction of the famolls Gauss- Manin connection, such that the integer 
cocycles represent horizontal sections with respect to it. The holomorphic forms 
on the ambient space form another class of sections of the cohomological bundle, 
the geometrical sections. Their integrals along families of integer cycles are holo­
morphic functions which obey a system of linear differential 8(luations called the 
Picard- Fuchs equations. The Picard- Fuchs 8(luations are related with the 8(lua­
tions for horizontal sections with respect to the GauS5- fl-fanin connection. T hey 
have regular singularities (P . Griffiths, N. Katz). Together with t he asymptotic 
of integrals they constitute invariants of the degeneration (B. Malgrange, V. I. 
Arnold, A. N. Varchenko, .J. H. C. Steenbrink). The asymptotic of integrals is 
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closely related with the asymptotic and geometry of oscillating integrals appearing 
in wave optics and quantum physics (V. I. Arnold, A. N. Varchenko). 

T he integrals of holomorphic forms along integer cycles found application in the 
linearized version of the XVI-th Hilbert problem, about limit cycles of polynomial 
planar vector fields. T his problem leads to the problem of estimation of the number 
of zeroes of certain Abelian integrals (Arnold) . Existence of such estimates and 
some concrete formula<; were obtained by A. N. Varchenko, A. G. Khovanski and 
G. S. Petrov . 

Any compact non-singular projective variety admits a so-called Hodge structure, 
which says that one can represent the cohomology cla<;ses as harmonic forms with 
their division into the (p, q)- types. P. Deligne proved that the non-compact and/ or 
singular variety admits a so-called mixed Hodge structure. It means that there is 
a weight filtration of the cohomology space by an increa<;ing series of subspaces, 
such that the quotient spaces are <Yluipped with Hodge structures (arising from 
some complete smooth variety obtained after resolution of singularities) .. 1. H. 
C. Steenbrink and \V. Scluuid proved existence of a mixed 1·lodge structure in 
the cao;;e of degeneration of algebraic varieties, and Steenbrink constructed such a 
structure in the fibers of the cohomological ]\-l ilnor bundle. T he latter structure is 
determined by the Jordan cells structure of the monodromy operator and by the 
asymptotic of geometrical sections (Varchenko). 

In the case of degeneration of algebraic varieties the monodromy and the mixed 
1·lodge structure are related with singularities of the period mapping, from the 
parameter space to the classifying space of Hodge structures (Griffiths). This leads 
to the problems of moduli of algebraic varieties and to theorems of Torelli type 
(about injectivity of the period map on the moduli space) . 

Besides the linear monodromy theory there is its nonlinear part. It is represented 
by the holonomy groups of some distinguished leaves of holomorphic foliations. 
T his theory is well developed only in two dimensions, where the foliation is de­
fined a<; a phase portrait of an analytic vector field (with complex 'time') . The 
singularities Kere resolved by Seidenberg and after resolution there remain only 
foci, nodes , saddles and saddle-nodes. The foci and the nodes were clas.<;ified ana­
lytically by Poincare. The classification of saddles leads to the classification of the 
holonomy maps associated with loops in one of its separatrices. If the multiplica­
tor of a germ of a holomorphic one-dimensional diffeomorphism is resonant, then 
the situation is like the ca~e of Stokes' phenomenon. The functional invariants of 
the analytic classification were found by J. Ecalle and S. tl"l. Voronin. If the mul­
tiplicator is non-resonant, then the analyticity of the formal normal form (which 
is linear) depends on whether the multiplicator satisfies the so-called BriUllO con­
dition (A. D. Briuno, .1.-C . Yoccoz) . In the ca<;e of a saddle-node the functional 
moduli were described by J. ivlartinet and J.-P. Ramis. Here the main tool of the 
proof is certain sectorial normalization which is proved either by means of some 
functional analytic methods (tl"l. Hukuhara, T. Kimura, T. flhtuda) or by means 
of the Gevrey expansions. 
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T he holomorphic foliations exist 011 algebraic surfaces; they are defined by mealls 
of polynomial vector fields. J. P. Jouanolou constructed examples of foliations 011 

the projective plane without algebraic leaves, and A. Lills-Neto proved that such 
foliations are typical. lvI. F. Singer proved that if a polynomial planar vector field 
ha.<; a first integral expres.<;ed by quadratures, then it has a simple integrating factor 
(exponent of integral ofa ratiollall-form ). It turns out that, for a typical foliation 
with the line at infinity invariant, a generic leaf is dense in the projective plane (tit 
O. Budai-Verenov) and there are infinitely many limit cycles (Yu. S. Il 'yashenko). 
T he latter two results are proved using the monodromy group of the leaf at infinity. 
T his is a subgroup of the group of germs of one-dimensional diffeomorphisms. The 
abelian and solvable groups of this type were classified (D. Cerveau, R. !o.-Ioussu) 
and the non-solvable groups are rigid, in the sellse that their formal or topological 
equivalence implies their analytical e(!uivalence (J .-P. Ramis, A. A. Shcherbakov, 
I. Nakai) . 
S. L. Ziglin used the monodromy to prove the non-integrability of certain Hamil­
tonian systems, e.g., the Poisson- Euler system. 
Among modern developments of the cla.<;sical monodromy theory we cite gener­
alizations of the Euler hypergeometric integrals to the ca.<;e with more singulari­
ties (P. Deligne, G. D. Mostow) and to many dimensions (I. ivI. Gelfand, A. N. 
Varchenko). Here the monodromy group realizes a representation of the funda­
mental group of the complement to the discriminant variety and some cla.<;sical 
results (like the theorem of Schwarz) were generalized. 
T he above outlines t he history of the monodromy theory. These topics constitute 
the rough contents of this book. 

T he monodromy theory can be called a clever bifurcation theory. In the usual 
bifurcation theory one investigates some objects (functions, varieties, maps, vector 
fields) depending on real parameter(s) and their cllanges a.<; the parameter pa.<;5eS 
through the critical values. For example, the Morse theory describes degeneration 
of the hypersurface level of a function a.<; the value tends to a critical value. Usually 
the objects are defined analytically. In that ca.<;e clever investigation relies on 
observing the transformation of the object a.<; the parameter varies along a loop 
around the critical value (in the complex parameter space) . T herefore the complex 
analogue of the Morse theory is the P icard- Lefschetz theory. T he monodromy 
approach to the bifurcation problems turns out to be very effective. It allows us 
to obtain results out of reach when using t he real methods. 
T here is something mysterious and undefined in the monodromy theory, at least 
for non-specialists. Often people use it rather loosely, without providing rigorous 
definitions. 

T he aim of this monograph is to introduce t he reader into the complex of notions 
and methods used in the mOllodromy theory. Because these notions and methods 
involve large parts of modern mathematics, the book contains a lot of auxiliary 
mathematical material. It is written to be as self-contained as possible. \Ve strived 
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not to omit technical parts of the proofs. \Ve have included such elements a.<; a 
proof of the analytic version of the Hadamard- Perron theorem or the proof of the 
T hom- ivIartinet preparation theorem. On t he other hand, the results which are 
not fundamental and constitute generalizations of simpler results are t reated more 
loosely. In these cases Ke present only ideas and general arguments. 
T he book touches practically all branches of monodromy theory. Dut it does not 
contain all known results. r-.-rany theorems are not even mentioned. Also the liter· 
ature reference list is not complete. 

T he idea of writing this book appeared in 1996, when the author began to deliver a 
two--year course at \Varsaw University. The subject was continued in seminars. The 
lectures were wr itten down and constitute essential parts of the book. Therefore 
the book is addressed mainly to (graduate) students. 
Another rea.<;on was the author's self·education. It wa.<; a great enterprise which 
consumed much of the author's time and energy during its writing. There is hope 
that this effort was not useless and will help others to learn relatively quickly 
techniques of the monodromy theory. 
In concluding t his preface I would like to express my thanks to my students T. 
Ma.<;zczyk, G. Swirszcz, E. Strozyna, A. Langer, fit Rams, P. LeszczYliski, ~.1. 
Dorodzik, L. \Viech ecki, P. Goldstein, M. DobieIiski and M. Dorodzik for their 
patience during lectures and seminars and for detecting many mistakes. I thank 
V. Gromak for sending me notes from the lectures of G. t.,·laholix. I thank A. 
Maciejewski for drawing my attention to the works of S. L. Ziglin, J. J. Morales­
Ruiz and J.-P. Ramis. I thank P. Mormul for showing me some references. I thank 
F. Loray for giving me preprints of some papers and lecture notes. I would like 
also to thank A. \Veber, S. Gal, P. Pragacz, Z. Marciniak, Yu. Il 'yashenko, A. 
Varchenko and J . Steenbrink for their interest in this book. 
During the work on this monograph the author was supported by the Polish KDN 
Grant No 2 P 03A 022 08, No 2 P03A 041 15 and 2 P 03A 010 22. 



Chapter 1 

Analytic Functions and Morse Theory 

T his chapter is special. Its aim is quick introduction of the notion of monodromy 
in applications to llIultivalued hololllorphic functions and their Riemann surfaces . 
T he cla.'isical theorem about lIIonodromy is a theorem about such functions. 
T he simplest example of a llluitivalued holomorphic function is the implicit func­
tion defined by mealls of a quadratic equation in two variables. T his leads to the 
I\{orse lemma in two (and more) dimensions. 
\Ve apply the I\{orse theory (in the real domain) to calculate the self-intersection 
index of the cycle generating the homology of a noncritical complex level of a 
quadratic homogeneous fUllctioll. 

§1 Theorem about Monodromy 

1.1. Definition of the analytic e lement and of the Riem anll surface. By an analytic 
e lement we mean a pair (D ,f), where D = Da C C is a disc with center at a 
and f = fa is a holomorphic function on D , such that the Taylor series of f at a 
is convergent in Da. \Ve say that the analytic element (Da,fa) has prolongation 
to an element (Db'!/:') along a path l' C C if l' can be covered by domains of 
analytic elements such that the corresponding functions agree at the adjacent 
intersections. T he sum of analytic elements obtained from prolongations of (D, I) 
forms the Riemann surface of the (generally multi valued) holomorphic function f. 

Figure 1 

1.2. Theorem about mOllodromy. If the paths 1'1' 1'2 joining the points a and b an~ 
hOllwtopically equivalent in a domain where the function f is (locally) analytic, 
then the prolongations of (Da,1) to (Db,i,f;) along 'Y; 's arc the same. It means 
that II == fz at D b, ) n Db,2. 
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Proof. Let I .• be a I-parameter family of paths joining a with b and realizing 
the homotopy between 1'; " Their ullion spreads over some compact domain E. 
\Ve cover this domain by analytic elements, starting from (D",f), which agree at 
intersections. In this way we obtain the Riemann surface of f over E. It is clear 
that this Riemann surface is diffeomorphic to E. Thus f is single-valued 011 E. 0 

1.3. Remark. T he reader can see that the theorem about mOllodromy bears a 
topological character: it informs us about coverings. Qne can formulate it in the 
following way: 

Let 11' : Y --+ X be a cave ling of topological spaces and let 1';, i = 1,2, be t1ll0 lJatJlS 
in X joining the points a and b. If the paths an~ homotopically equivalent, then 
the two maps 11"-1 (a) --> 1I"- I(b), defined by lifts of the paths I; to Y, coincide. 

If f is a multivalued function on U C C and III is its Riemann surface. then one 
ha'l the single-valued function j on Jll, 

~ 

/ ,-
0 

1 

2 

M L c 
rr j 1 f 
u ~ u 

/ 

Figure 2 

----. / -/ I 

2 

Example. f(z) = JZ, z =I- O. The prolongation of this function around 0 does not 
give the same value, but after two turns around 0 we get the same function. In 
order to get the Riemann surface of JZ, we take two copies of the complex plane 
and cut them along the closed positive axis z ::::: O. 
We put these sheets one above another, turn the upper one along the real axis and 
glue the boundaries. The Riemann surface of JZ is equal C \ 0 and we have the 
diagram 

c 
1ft 
CIa 

\\le can prolong 11" to the map on C, 1I"(x) = X2. Then we say that 11" is a ramified 
covering; with one mmification point x = O. 



§2. IIJorse Lemma 3 

\\le can compactify the complex plane to the projective plane (or the Riemann 
sphere) 

and we can also compactify the Riemann surface .H --> M U 00 :::: Cp l. T he 
point 00 is also a ramification point, because after the change of variables we 
have 1/ x --> 1/ z = (1/ x)2 . In F igure 3 the pole 00 is sent to the pole 00 and the 
indicated circles are mapped with degree 2. 

\\le shall study the multi valued holomorphic functions and their algebraic and 
topological invariants in Chapter 11. 

§2 Morse Lemma 

Let U c C be a domain containing 0 and let f : U --+ C be a holomorphic fUllctioll. 

1.4. Definition. \\le say that the point 0 is critical for f iff ['(0) = O. T he critical 
point 0 is called non.degenerate iff ["(0) i- O. The value f(O) is called the critical 
value of f . 

The Morse Lemma in one dimens ion. Let 0 be a non-degenerate cl"itical point of 
f. Then the1Y; exists a local holomorphic change x = I.p(y), x(O) = 0 such that 

Proof. We can a<;sume that f(O) = O. 

The Hadamard lemma. If f(O) = 0, then f(x) = xg(x) with some analytic func­
tion g. 

2:1 
• 

Figure 3 

Proof. We have f(x) = f(x) - f(O) = f;[1rf(tx) ]dt = x f; f'(tx)dt. o 
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\Ve have 9(0) = 1'(0) = O. \Ve apply the Hadamard lemma again and we obtain 
g(x) = xh(x) and f(x) = x2 h(x), where 11(0) = U"(O) =I- O. We put y = x~, 
where we can choose one of the two unique branches of the square root. 0 

Consider now the multidimensional case. Let f : U --;. C be a holomorphic function, 
UCC",OEU. 

1.5. Definit ion. T he point (] is crit ical iff Df(O) = O. It is non.degenerate iff the 

Hessian matrix D2/(0) is lIoll-singular or (equivalently) iff det D~'D~j (0) =I- O. T he 

value 1(0) is called the cri t ical value of f. 

1.6. Morse Lemma. If {] is not a dcgenemte critical point of the function j, then 
there exists a holomorphic change of variables x = <p(y), Y = (V I, ... ,y,,), 'P(O) = 
0, slLch that 

f(1p(Y)) = flO) + Y; + ... + y~. 

1. 7. Remark. In the real ca.<;e the thesis of the l .... lorse Lemma says that 

:2 :2:2 :2 f(cp(y)) = f(O) + Yl + ... + y~. - Yk+l - ... - Yn· 

Using the r-,-Iorse Lemma we shall investigate the level surfaces of a holomorphic 
function in a neighborhood of the non-degenerate critical point. Any such level 
surface forms an analytic subvariety in Ct! of complex codimension 1, or a codi­
mension 2 real subvariety in a:2n. Let 

g(y) = Y; + ... + y~. 

The case n = 1. Here (g(y) = c} is either one point 0 for c = 0 or two points ±.JC 
otherwise. 

The case n = 2. \\le have Y2 = Jc - yf. T he level surface {g = c} is the Riemann 

surface of the function J c - yT. 
Let c = O. Then Y2 = ±RYI. \Ve get two complex lines joined at one point. 
Topologically it is diffeomorphic to the cone as in F igure 4. 
If c '" 0, then the function J c - Y; has two branching points Yl = ±.JC. \Vhen the 
variable Yl varies, turning once around one branching point, then we arrive at the 
other sheet of the Riemann surface. \Vhen Yl runs around both ramifications, then 
we arrive at the same place. In order to get the Riemann surface of Y:z(Yd we take 
two copies of the complex plane cut along the segment joining the ramification 
points. \Ve put one sheet above another, turn the upper sheet around the line 
pa."-5ing through the branching points and glue the two sheets along the cuts (see 
Figure 5). \\le obtain a surface diffeomorphic to an infinite cylinder. The image of 
the cut forms a closed curve .6.: it is a cycle generating the homology group of this 
surface in dimension 1. 
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Figure 4 

1.8. Proposition (Topology of levels of a Morse function ). 

(a ) If c#- O thcn the smface {g = c} is diJJcomOlphic to Tsn-I (i.c. the tangcnt 
bundlc to the unit SphCf"C in R") and thc ZCf"O section L1 of this blLndle is a 
cycle gcnerati1lg the ,·cdlLced homology groups of this smfacc. 

(b) MOI·cover, thc spacc {x 0 ~ g(x) ~ I} is homotopically cquivalent to the 
space {g( x) = I} U D", W/tCf"C D" is a ball gllLed to L1 C {g = I} along the 
boullda7Y. Thc defonnation f"Ctmction of {O ~ 9 ~ I } to {g = l} UD" can be 
focalized in slLch way that thc lJaI·t of {O ~ 9 ~ I} outside some neighbOl·hood 
of 0 is sent to thc analogous ]Jart of {g = I}. 

1.9. Remark. In Chapter :.I below we give definitions of the homology groups and 
other notions from algebraic topology which will be used in monodromy theory. 

Proof of Pmposition 1.8. (a ) For 11 = 1 this is obvious. For n = 2 this follows from 
Figure 5. Below we present the formulas realizing this diffeomorphism. 
Denote Y l = 111 + iVI, Y2 = 112 + iV2' 1L = (UI, U2), 1! = (VI, 1!2) . Assume that c > O. 
T he equation y"f + Y~ = c means that 

T he latter equation means that the vectors 1t and v are orthogonal, (11, v) = o. 
T he diffeomorphism is 

(T he first component lies in 51, the second component lies in the linear subspace 
of 1ft2 orthogonal to the first component, i.e. tangent to 51). 
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If c = Jcle;/i ., (] then we apply the transformation 

(Yl,Y:Z) --> (e;9/2 y 1,c;9/'lY2), 

which is a diffeomorphism, and use the above arguments. 

Let n > 2. It turns out that the formulas obtained in the previolls case are in use 
in the general situation. Let Yj = 11) + ,;=TVj, It = (uJ, ... ,u,,), v = (Vil ... 'V,,) . 
If C > {] then the <Yluation yi + ... + y;, = c means that 

T he map 

(11, v} --> (It/Jc + Ivj2,v) 
transforms the level surface {g = c} to TS,,-l, the tangent space to the ullit 

(n - I)-dimensional sphere in JR". \Ve treat the case arg c =I- {] in the same way as 
before. 
Here also we have the (1£ - I )-dimensional cycle &, the preimage of the zero 
section of this tangent bundle. It generates the reduced homology group of the 
surface {g = c} in dimension n - 1. As c --> 0 the cycle L1 tends to the cr itical 
point. 

(b) \Ve note that the space Tsn-1 is contractible, along fibers, to 5,,-1. Thus the 
set {O :0:::: 9 :0:::: I} is contractible to a disc, the sum of spheres 5;,-1 c {y = r2} with 
radii I" E [0, 1]. T his is the ball D" from P roposition 1.8(b). Also it is not difficult 
to construct the deformation retraction as in the thesis of Proposition 1.8(b). 0 

(al (bl (el 

~~ 
~CJ~ 
Figure 5 

1.10. Definition, The cycle Ll is called the vanishing cycle, 

Proof of the Mone Lenmw. Here I present the proof suggested to me by T. 
~·I a.<;zezyk. Firstly we need a multidimensional version of the Hadamard lemma. 

The Hadamard lemma, If f(x), x E (Cn,O) is a germ of an analytic function slLch 
that f(O) = 0, then f(x) = L XiY;(X) with analytic flLnctions 9i. 

Let 0 be a non-degenerate critical point of the function f . \Ve can a.<;sume that 
f(O) = O. \Ve apply the Hadamard lemma two times, to f and to the 9; 'S, and 
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obtain f(x) = L hij(x)XiXj where hij are analytic functions. Applying the change 
(h ij ) --+ (~(hij + h ji )) we can assume t hat the matrix [hij(x)] is symmetric. It is 
non-singular for small x (because 2[hij(0)] = D2 flO)) . 
Consider t he quadratic form 

It is diagonalizable, which means that there exists a linear transformation ({;) --+ 
(Iii = L nij (x ){j) such that <I> (() = L '1~. Now it is enough to put Yi = L nij (x )Xj . 

o 

§3 The Morse Theory 

Consider the tangent bundle to the sphere TS". Let .6. = {(x, v) : 1! = O} be its 
zero section representing a closed n-dimensional cycle. Is it possible to perturb 
slightly the cycle .6., to some cycle .6. ] in such a way that.6. n .6. 1 = 0? 
In order to study this problem we reformulate it. \\le can consider the cycle .6. as 
a map S" --+ Tsn, 

.6.: x --+ (x,O) . 

Its perturbation also will be a map from S" to its tangent bundle of the form 

.6. 1 : x --+ (y(x), V(x)), 

where sllp",{ ly(x) - x l + Iv (x)!} < L It is clear that we can assume that y(x) == x. 
In such ca.<;e we have a vector field {v (x)} on the sphere and the previous problem 
follows: can we comb the sphere? (Is there a vector field on sn non-vanishing at 
any point?) 
If n = 1, then the vector field (Xi,X2) --+ (x2, - xl)provides an example. Gen­
erally, if n is odd, then the anSKer is positive: V(X l,X2,X:l, X4, ... ,X2J.._ l ,X2k) = 
(X2, - Xl, X4, - X:I, ... , X2b - X2k_i). 

If n is even, then the answe,· is negative. 

To show this we need some new notions. Let Al be a real n - dimensional manifold 
and let {v(x),x E M} be a vector field on it, ·I!(x) E TrIl,l. 

1.11. Definition. A point Xo E M is called a singular (or cr itical or IYluilibrium) 
point iff v(xo) = O. A~sume that Xo is an isolated singular point. 
Take a small sphere S(xo,~) around Xo of radius f. and consider the map 

1> v(x) n-i 
S(xo,~) 3 x .......... Iv(x)1 E S . 

T he degree of the map ¢ is called the index of the singular point Xo and is denoted 
by i",ov . 
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(a ) (b ) (c ) 

~f~ /(~ 
. . ~.) . 
~·r .~ ..... . 

Figure (j 

(d) 

1.12. Remark. If a vector field has lion-isolated critical points, then it can be 
perturbed, in the clas.<; of differentiable vector fields, to such with only isolated 
critical points. It is dOlle using the Sard theorem as follows. 
T he singular point Xn is called degenerate iff det Du(xo) = O. The lion-isolated 
singular points are degenerate. The degenerate singular points for v(x) are the 
critical points for the maps x ____ v(x). I3ecause the critical values form a set of 
Lebesque measure zero (the Sard theorem), the vector field v(x) - 'IV for suit­
ably small 'IV E 1ft" does not have degenerate singular points (in a chart of .lid 
diffeomorphic to a subset of Rn). 

1.13, Remark . T he degree of a map f between differentiable oriented manifolds 
M and N of the same dimensions is defined in Chapter 3 below in homological 
terms. Here we give the analytic definition. 
If the map is sufficiently regular then the degree is calculated as follows. Let yEN 
and f-l(y) = {Xl, ... ,Xk.}. Then we have 

, 
degf ~ L ±l, 

i=l 

where the sign is +, when D f(Xi) preserves the orientation and is - , if it reverses 
the orientation. 
If the map f is not regular, then we approximate it by a regular map f< and put 
deg f = deg f<. 

Examples. For the vector field i; = x, iJ = - y (or x ;;: - y ;;:) the index at 0 is 
- 1. For the vector field ::i; = x + y, if = - x + y the index is 1. T he examples of 
vector fields with index 2 and - 2 provide the fields i: = Z2 and i: = z2 respectively 
(written using the complex variable z = x + -jy). 
Generally, for a linear vector field, given by the non-singular matrix A , the index 
at 0 is signdet A. 
Consider the vector field i: = 1 in C :::: JR2

. I t prolongs itself to a vector field in 
the Riemann sphere with index at 00 equal to 2. Indeed, in the variable ( = 1/ z 
we get ( = -e, which is (up to sign) the same as the vector field from one of the 
previous examples. 
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For the vector field i: = z the index at z = (] is 1 and the index at z = 00 is also 
1. Thus the sum of indices is the same for both vector fields and is equal to 2. 

(a) (b) 

• 
--- -----

xeS') = 2 

Figure 7 

(e) 
, , , 

-,.. --, 

1.14. The Poincare-Hopftheorem. If the vector field v(x) has only isolated singular 
points XI, ... ,Xrl then 

whef"C X(M) is the Eule1· characte f;'stic of the manifold I\-I. 

1.15. R emark. The Euler characteristic is calculated as follows. \Ve take a partition 
of the manifold M into cells (or simplices) and we obtain a complex which consists 
of 1110 O-dimensional cells, 7n1 I-dimensional cells etc. Then we define 

X(Al) = 7no - 1111 + 1n2 - m:! + ... ± 1n" . 

P1"Oof of TheOl"Cm 1.14. \Ve sketch the proof of the Poincare-Hopf theorem based 
on fI{orse's Lemma. Let X be the space of all differentiable vector fields (equipped 
with some natural topology). Let Xo c X consist of vector fields with only 
non.degenerate singular points, i.e. such that det D v(x;) =I- O. Note that then 
ix; v = signdet D v(x;) . 
T he set Xo is open and dense in X (see Remark 1.12 above). T he function v -+ 

L:(indices) is locally constant at A(!. It is enough to show that it is the same at 
the boundary of Xo. 
Let v E X \ Xo be a vector field with degenerate critical points but isolated and 
with finite indices. \Ve take some small perturbation V< E Xo of v . The field v< has 
only non-degenerate critical points, where some of them may coalesce as v< -+ v . 

From Figure 8(b) it is seen that the sums of indices of v and of its perturbation 
are the same; (the index calculated along the outer cycle is equal to t he sum of 
indices calculated along the inner circles). 
T herefore it remains to calculate the sum of indices of some particular vector field 
from Xo. 
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1.16. Definition. A twice differentiable fUllction f 1U --+ 1ft which ha.<; only 11011-
degenerate critical points and different critical values is called the Morse function. 

Assume that III is a Riemannian manifold, i.e. it is equipped with a Riemannian 
metric (. , .)" . (If 111 is compact and smooth , then using the partition of ullity 1 
can always construct such a metric.) T his metric tensor defines the isomorphism 
T,.,M 3 W --+ ( . , w) E T; M. If f is a fUlIction 011 M, then applying the inverse of this 
isomorphism to df(x) E T; AI we obtain the gradient vccto," field v(x) = gradf(x) = 
'V f(x). III local coordinates with the euclidean metric, we have Xi = B//OXi and 
D v = (IP f /ax/)Xj) . In particular, the index of the gradient vector field at a 
critical point Xo is signdet(82 I/8x;8xj). In the case of general metric (. , ')x = 
(A(x) ·,· ) we have 'V 1= A- 18f IBx, and the same formula for index holds. 

(a ) (b) 

\ X\X, 

Figure 8 

Let I : M ____ 1ft be a fo, '!orse function. As the model vector field, for calculating the 
sum of indices, we take \7 f(x). 
Now we present the l\'!orse theory about determination of the topology of a man­
ifold using its Morse fUllction (see [Mill]). Its main ingredient is the behavior of 
the level surfaces of the function I in neighborhoods of its critical points. 
By the real Morse Lemma it is enough to study bifurcations of the level surfaces 
for the function 

I(x) = f(O) + xi + ... + xI - XI+l - ... - x~, 

a constant plus a quadratic form. The 1-1orse index of quadratic form is e{!ual to 
the number of its minuses; we call it the Morse index of the cri t ical point of the 
function f. 
We investigate the sets {J = c} and {J :0:::: c} as c varies from its minimal value to 
its maximal value. Altogether we construct some partition of .lid into cells. 
If k = n, then the r-.-rorse index of the critical point is {] and we have a local 
minimum. T he sets {f :0:::: c} are discs. We associate with each critical point Xj of 
index {] a a-dimensional cell a~ = {Xj} of the promised cell complex. 
If k = n - 1, then we observe the following bifurcation. Locally the sets {f:o:::: c}, 
c < 1(0) consist of two pieces; they are diffeomorphic to D " x S°, where Dk denotes 
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the k-dimensional ball with the boundary fJDk = Sk-l. (It is homotopically equiv­
alent to S°.) After bifurcation , c > 1(0), the two components became connected 
which (up to homotopy) means adding a segment joining the components. V-lith 
each critical point of i\-Iorse index I we associate a I-dimensional cell (a closed con­
nected curve) aJ, which is adjoined to the O-dimensional skeleton in the way the 
bifurcation ofpa.<;sing through this critical value says: 8aJ = st) c (I < 1(0) - l} . 
Generally, near any critical point of .Morse index "i = n. - k the sets {J ~ e}, 
c < flO) are diffeomorphic to D,,-·+l x 5.- 1 :::: 5.- 1. The bifurcation is equivalent 
to adjoining to this set the handle Dn-' x Di :::: Di. So we add to our complex an 
i-dimensional cell ai glued along the boundary to the (i - I )-dimensional skeleton 
(see Figure 9). 
Of course, the Euler characteristic of M is equal to the number of cells associated 
with critical points of index (] minus the number of cells as.<;ociated with points of 
index I plus, etc . This completes the proof of the Poincare-Hopf theorem. 0 

1.1 7. T he self· intersection of t he cycle .6.. We have x( 5") = (] if n is odd, and = 2 
if n is even . By the Poincare-Hopf theorem this means that the odd-dimensional 
spheres can have empty intersections with their deformations in their tangent 
spaces and the even-dimensional spheres do not have this property. 
T he sum of indices of a vector field on sn can be treated as the index of self­
intersection of this sphere in its tangent bundle. \Ve proved that this number is 
equal to 

\Ve shall use t hese facts in the StYluel. 

(a) (b) (c) 

Figure 9 



Chapter 2 

Normal Forms of Functions 

In this chapter we present elements of the theory of singularities of holomorphic 
functions. \Ve introduce notions of multiplicity, stability, versal deformation, and 
normal form, and we descr ibe their main properties. \Ve present also the beginning 
of the list of normal forms for singularities . 
T his subject is rather standard and well elaborated in llIallY sources . \Ve follow 
mainly the first volume of the book of V. I. Arnold, A. N . Varchenko and S. ~I'I. 

Gusein-Zade [AVG I. 

§1 Tougerou Theorem 

2.1. Notations and definitions . By 0"'0 = Oxo(Cn) we denote the local ring of 
germs at Xo of holomorphic fUllctions, i.e. functions holomorphic in some neigh­
borhood of Xo . 1\"0 fUllctions, f at U and 9 at V, are tYluivalent iff f == 9 at U n V. 
Usually we put Xo = (] and wr ite 0 or C {x} = C {Xl, ... , x,,}, instead of 0 0 . It is 
usual to write f : (cn, 0) --+ C. 
By m \\'e denote the m axim al ideal of the ring 0, m = (J : f(O) = OJ. The ideal 
m is generated by Xl, ... , Xn (Hadamard's lemma). 
By jk f = jk'f(O}, i.e. the k-th jet of f, we denote the Taylor series of f up to 
order k. By J~' we denote the space of k-jets. 
T he gradient ideal of the germ f is generated by (If/ox; and is denoted by 

T he local algebra of the germ f is 

T he Milnor number , or the multiplicity , of the germ f is 

/1 = dimAj. 

Examples. 1. Let f(x) = X"+I . Then I f = (xn), the set of polynomials with zero 
first n - 1 derivatives at X = O. T he local algebra is generated by the monomials 
1, x, x2, ... , x n- I and /1(f) = n. The functions xn+ 1 form the series A n of simple 
singularities (see below). 

2. Let f(x, y) = x:l + y4, i.e. the simple singularity E 6 (see Theorem 2.38 below). 
Its gradient ideal is generated by x 2 and y:l. In order to calculate the local algebra 
of this function we present the situation graphically. 
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At Figure l (a) we have the lattice Z~ consisting of points of the plane with 
nOll-negative integer coordinates (i,j) . Each such point represents the monomial 
xiyi E O. T he ideal I f contains allmollomials from the set represented by 

((2,0) +Z~) u (10,3) +z~), 

i.e. we add to the ba'lic points all the uppe-right quarters of Z~ . T he remaining 
points from the lattice represent the ba.<;is of the local algebra. Its dimension is 6. 

3. Let f(x,y) = x 2 y + y3, i.e. the simple singularity D 4 (see Theorem 2.38 below). 
T hen the generators of the gradient ideal (2xy ,x2 + 3y2 ) are represented by: the 
point (1, 1) and by two points (2,0), (0,2) which are associated olle with another 
(see Figl1l'8 l(b)). 
Of course, I f contains (1, 1) + Z~ . It is also clear that the monomials represented 
by (0,0), (1,0) , (0, 1) are outside I I and form a part of the basis of the local ring 

At · 
T he two points (2,0), (0, 2) cannot lie simultaneously in the ideal as well as cannot 
be simultaneously outside of it, (they are dependent in A f) . So we add one of 
them, e.g. (0,2), to the ba.<;is of A f . Considering the quadratic parts of the Taylor 
expansions of the functions from our (preliminary) basis and from the ideal II, we 
see that the monomials (0,0), (1,0), (0, 1), (0, 2) are independent in AI . T he rest 
is in the gradient ideal, which means that J = C + xC + yC + y 2C + I f = O. 

To prove this it is enough to show that the monomials Xi, yj are in J. But x 2 = 
(x2 + 3y 2) _ 3(y2 ) E l f + y 2C and Xi = Xi - 2(X2 + 3y2) + 3xi - :1y(xy) E l f . Similarly 
we treat the monomials yi. 
T herefore p.(f) = 4. 

(a) Ib) 

] 

Figure 1 

4. Problem: show that /L(X2 y + X k- 1 ) = k. 
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2.2. Theorem (Isolated critical points) . The Milnor nlLmbc1' 1.1, < 00 iff x = 0 is 
an isolated critical point of thc function f. 

Parallel with the multiplicity of a function one can define the multiplicity of germs 
of vector fields. 
Let F : (C", 0) --> (Cn , 0) , F = (f1, . .. , fn) be a germ of a holomorphic map. Let 
A F = 0/(f1, ... ,f,,) be the local algebra of the germ F. Then JL(F) = dimAF is 
the multiplicity of the germ F. 

2.3. Theorem. The multiplicity JL = dim AF < 00 iff x = 0 is an isolated solution 
of the equation F = O. 

2.4. T heorem (Index and multiplicity). When we treat F as a vector field, then 
J1-(F) = ioF when~ ioF is the index of the singlilar point x = (] of F. 

T he above two theorems are proved in the next section. 

2.5. Theor em of Tougeron. Let f be a genn of a holomo17Jhic function such that 
11 = JL(f ) < 00. Then the1"c cxists an analytic changc of va1"iablcs y = h(x ) slLch 
that 10 It = jI,+1 1(0). 

2.6. Remark. A jet jk I is called sufficient iff any two germs with this k-th jet are 
analytically tYluivalent. It means stability with respect to high order perturbations. 
T he theorem of Tougeron says that the jet jI,+1 I is sufficient. 

Proof of Theon~m 2.5. Unfortunately here we cannot repeat the proof of the fo, 'lorse 
lemma. \\le follow the book of Arnold, Varchenko and Gusein-Zade [AVG ). 
Assume that I has a critical point at 0 of multiplicity It and let ¢ E mf1+2. \Ve 
shall show that f + ¢ '"" I. 
\\le use the homotopy method. Namely we join the functions I and f + ¢ by 
an arc in a functional space of functions and we seek a one-parameter family of 
diffeomorphisms realizing equivalences with I. In other words, we try to solve the 
equation 

(f + t¢) 0 ht(x) == I(x), t E [0 , 1), (1.1) 

where h t is unknown. 
Introduce the non-autonomous vector field "/it (x) by the formula 

\\le shall find the vector field "/it first and then, integrating the latter equation, we 
shall find the diffeolIlorphisms h t . 

Differentiating (1.1) with respect to t we get the equation ¢o h t + (f +t¢) • . "/it 0 h t == 
O. Thus we have to solve the equation 

(1.2) 

with respect to "/it . 
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2.7. Lemma. IVe have mi' E (8U + t¢l)18xl •. .. , 8U + t¢l)18xn), which means that 
any IIW1Wlniai of slLfficiently high degree lies in the gradient ideal of the junction 
! + t¢. 

Example. For non-degenerate critical point the gradient ideal coincides with the 
maximal ideal and /1, = 1. 

From Lemma 2.7 the theorem of Tougeron follows. Indeed, because 1> E ml.+2 , the 
equation (1.2) has solution Vt = L Vt,io~ . . Its components VI'; E m2 and hence 
Vt(O) = 0, Dv(O) = O. tl'loreover Vt depelld~ smoothly 011 t. 
So, in order to find the family of diffeomorphisms Itt, it is sufficient to solve the 
initial value problem 

d 
- ht = vdht(x)), ho = l d. 
dt 

T he assumption 4> E m11+2 is needed to ensure the existence and uniqueness of 
solutions to the latter problem. I3ecause Vt(O) = 0, we get IIt(O) = O. 0 

Proof of Lemma 2.7. Consider firstly the case 4> == O. Let 4>1' ... ' 4>/. E m. It is 
enough to show that 4>1 . . 4>1' E l l where I f is the gradient ideal. 
Consider the series of functions: 4>0 = 1, 4> 1' 4>14>2' ... , 4>1 ... 4>/ •. They are linearly 
dependent in the local algebra A f. So, we have 

Co + CI4>1 + C24> 14>2 + ... + CI'4> 1 ... 4>1' E I I 

for some constants Cj. If Cr is the first nonzero coefficient, then 4> 1 ... 4>r(cr + ... ) E 
I I, or 4> 1 ... 4>r E l l . Of course, in this case the product of all 4>;'s also lies in the 
gradient ideal. 
Consider now the general ca.<;e 4> :;S O. Let II,I I , ... , Mr be all the homogeneous 
monomials of degree}.li they form a basis in the space of homogeneous polynomials 
of degree J.I. \\le know already that Alj E I j. T his means that 

111) = L {}th;j = L O{ h:;(6) h;j - L !J!!:h;j. 

T he Ia.<;t sum in the above formulas belongs to m /'+ I and can be expressed by 
means of the monomials j\1j (Hadamard's lemma). \Ve get 

where Qk! E m (by the a.~sumption about 4» . We can rewrite this system of equa­
tions in the matrix form 

(I - tA)M ~ B 

where tA is a small matrix and the components of the vector B belong to the 
gradient ideal. I3ecause the matrix 1 - tA is invertible, also the components M; of 
the vector .H are in this ideal. 0 

2.8. Corollary Any germ of a function of finite 1nllltiplicity can be l"Cplaced by an 
equivalent polynomial. 
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§2 Deformations 

\Ve have to introduce some notions concerning actions of infinite-dimensional 
groups on infinite-dimensional functional spaces. So, firstly we demonstrate them 
in the finite-dimensional case. 
Let.H be a manifold (of finite dimension for a while) and let a group G act on it: 
(f,g) --> gf,f E Al,g E G. Letf E M. Wedenoteitsorbitby Gf = {gf :gE G}. 

2.9. Definition ((Arn2)). A deformation of f is a map F: A --+ M, where A is the 
base of the deformation with a distinguished point (] and F(O ) = f. 
1\vo deformations F, F' are equivalent iff there is a family g(.>.) E G, .>. E A, such 
that 

P'(A) ~ g(A)P(A), 

i.e. the tYluivalence along the orbits. 
If ¢ : (A', 0) --> (A,O) is a map between the ba,<;e spaces, then the induced defor­
mation (from F by means of ¢) is 

.. PIA') ~ P(¢(A')), 

i.e. a change of parameters. 
A deformation F (of f) is called versal iff any other deformation of f is equivalent 
to a deformation induced from the deformation F. 
A deformation is called mini-versal iff it is versal and the dimension of its ba,<;e is 
minimal. 

\Ve can say that a deformation is versal iff it intersects all orbits near f (see Figure 
2). In particular, the deformation with the base 111 and identity map is versal; but 
usually is not mini-versa!' 

F' 

F 

Gf 
g(~) 

Figure 2 

In the singularity theory we deal with the infinite-dimensional situation. The role of 
t he manifold AI is played by the space of germs f = f(x) of holomorphic functions 
and the role of G is played by the group of local analytic diffeomorphisms It = h(x) 
acting on functions by compositions on the right; it is called the light equivalence. 
However the definitions from 2.9 pass to the infinite-dimensional case unchanged. 
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A deformation of a germ f : (C", 0) --> C is a germ F : (C" x C/e , 0) --> C, F(x, 0) = 
f(x). T he €(Iuivalence of two deformations is written as P' (x, >.) = F(h(x, A),>.) 
(where 11(·, >.) = II). is a family from G ) and the induced deformation is given by 
F'(x, A') ~ F (x,1(A')) . 

2.10. Definition. We say that a germ f is stable iff the orbit of f contains a 
whole neighborhood of f. \Ve say that a germ f is simple iff a neighborhood of 
f is covered by a fillite number of orbits. If a neighborhood of f is covered by 
{-parameter families of orbits such that max I = m, then we say that the germ f 
is m -modal. 
By a normal form we mean some (simultaneous) choice of a member from each 
orbit. T his choice is not unique, so one should do it in a way a.'l natural as possible. 

2.11. Remarks. (a) In IAVGI singularities of other objects are considered: of maps 
from en to em with the so-called left-right equivalence (when we can make in­
dependent changes in the source space and in the target space) and with respect 
to the so-called V-equivalence (when the change in the target space is linear and 
depends on x) . T here analogous definitions (as in the ca.<;e of functions) are intro­
duced and analogous results are obtained. 
(b) T he singularity theory is used not only in local analysis. Usually one has a 
function on a manifold, where it has a finite number of cr itical points. During 
deformation of a function the critical points also can move with the parameter. 
For example f,(x) = x 2 - ~x ha.<; a critical point at ~/2. T herefore it is reasonable 
to keep some neighborhood of a critical point fixed during the deformation. 

T he notions of stability and versality have their infinitesimal versions. The in­
finitesimal stability is obtained from differentiation of the equality (J + t<PHx) = 
f 0 hdx) with respect to t at t = (] 

of 
1(x) ~ L .,,---v,(x) . 

uX, 
(2.1 ) 

2.12. Definition of infinitesimal stability. T he germ f is infinitesimally s table iff 
the equation (2 .1 ) ha.<; solution (ti;) for every 4>. 

In particular, the proof of the theorem of Tougeron is a proof of the implication: 
infinitesimal stability ::::} stability (i.e. stability with respect to perturbations of 

high order). 
In fact, the notion of stability and of its infinitesimal version has greater application 
in the theory of maps, e.g. the Whitney singularities of planar maps (see IAVG D: 
(x,y) -+ (x2 ,y) (the fold), 
(x,y) -+ (X:l + xy,y) (the cusp). 

Let us differentiate the equation 

F' (x, A') ~ F(g(x, A'),1(A')), 
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F' = f(x) + >.'n(x), g(X,O) = x with respect to >.' E C. We get 

n uF k uF 
a(x) ~ L - v,(x) + L - v,. 

i = J 8X i j = J o>'j 
(2.2) 

2.13. Definition of infinitesimal versality. \Ve say that a deformation F(x, >.) is 
infinitesimally versal iff the equation (2.2) has solution Vi(X) E 0, Cj E C for any 
function n (x) E O. 

2.14. T heorem (Versal deformations) . Any dcfonnatioll infinitcsimally vCI·sal is 
vCI·sal. 

Examples. !. The deformation F(x , >.) = x 2 + >. is versa! because the equation 
n(x) = 2xv(x) + c has the solution u(x) = (n(x) - n(0))/2x, c = n(O). 
2. Similarly the deformation F = x:1 + >' 1 X + >'2 is versa!' 
:~ . Generally, if eJ(x), ... , cl,(x) define a basis of the local algebra A I of the germ 
f, then the deformation 

is versa!' It is also mini-versal deformation. 

2.15. Corollary. FOI· any gcrm of finitc multiplicity we can choosc thc function as 
well as the mini-vel·sal dcfonnation in polynomial fonns. 

Remark. In the theory of singularities of functions and maps, theorems about 
reductions (to a sufficient jet or to a normal form) are formulated in the analytic 
versions. The corresponding changes of variables are analytic. In particular, the 
formal classification (reduction by means of formal power series) coincides with 
the analytic da,<;sification of singularities. 
As the reader will see this is not the case in differential tYluations theory and in 
dynamical systems theory. Very often power series, whidl reduce some singularity 
of a vector field or of a diffeomorphism, diverge. 

Proof of ThcOf"Cm 2.14. T his proof relies mostly on local algebra. 
Let F( x, >.) be an infinitesimal deformation of a germ f and let F'(x, >.') , >.' E 
(Ck',O) be another deformation of f. 
\Ve apply a certain t rick which allows us to reduce the problem to the case, when 
F' is a deformation of F with one parameter. Take the function 

F(x, A, A' ) ~ F(x , A) + F'( x, A' ) - fix). 

It is a deformation of f with parameters (>., >.') as well as a deformation of F with 
the parameter >.'. 
Any extension of an infinitesimally versa! deformation is an infinitesimally versa! 
deformation. Consider the chain 

C". C CH I C ... C C~·+k' 
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of spaces, which define a chain of deformations with one parameter. Now step-by­
step we show equivalence of each of these deformations with some deformations 
induced from the previous one. 

Consider therefore the following special case 

<I> (x, >. , It), A E C1
, It E C; <I>(x, >. , 0) = F(x, >.). 

2.16. P roposit ion . The dcfo171lation <I> is equivalent to a deformation induced from 
F. 

Pmof. The property that 4> is <Yluivaient to a deformation induced from F can be 
formulated as follows: 

(2.3) 

where hl,(x, >.) = (91'(X, >.), ¢lll().) is a I-parameter family of local diffeomorphisms. 
(Apply 11.;;1 to (2.3) and you obtain the definition from Definition 2.9). The family 
hi' defines the lion-autonomous vector field dhl,jdll = V;, 0 hi" 

a a 
\1" = L ll j(x,).,/L){JXj + L {i().,IL){J).; 

in Ct! x C I, analogously a.<; in the proof of the TOllgeron theorem. 
Differentiating the identity (2 .3) with respect to IL, we get the ('(Iuation 

As in the proof of the Tougeron theorem the problem reduces to that of solving 
the ('(Iuation 

8<l> (J <l> 
a(x, >';IL) = H(x, >';IL)' fJx + :=:(>';IL)' fJ). (2.4) 

for any a. 
T he a.<;sumption of Theorem 2.14, i.e. the infinitesimal versality, ensures existence 
of a solution to the equation (2 .4) for>. = 0, IL = O. \Ve need to extend this solution 
to a solution of t he 8(luation (2 .4) in the general case. 
In order to pass from a particular solution to a general solution we need some 
preparation theorems. T here are three such theorems: the lVeie1"Stmss Prepamtion 
Thcorcm, the Division Theorcm and the Thom- Afartinct Prcllamtion Thcorcm. 
\Vhat we need is the T hom- !lhrtinet Preparation T heorem for modules over local 
rings of holomorphic functions. 

2.17. Thom- Martinet Preparat ion Theorem. Let (x,y) E C" X C J.·, On+k = 
Oo(cn x C k), OJ.' = Oo(Ck ), On = Oo(C") . Lct 1 c O,,+!.- bc an idcal and 
dCllotc 1",0 = U(x,O): f E l}. 
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If some elements el, ... ,er E O n+" m'e such that theflLnctions e;(x,O) genemte 
the module OnlIx,o (ove ,' C), then the jlLnctions Ci genemte the module 0,,+1.-/ I 
ove,' 0". 
In other woals, fOI' any n E 0,,+1.' there exist genns gi(Y) slLch that 

n(x,y) = L g;(y)e;(x,y) (mod 1). 

Finishing the Jll"Oof of Theorem 2.14. \Ve put y = (>.; p.), I = (!!<lo, ... , f! <lo ), 
v:r, vx" 

ei = g~ in Theorem 2.17. Its thesis says that the e{luation (2.4) has a solution 
in the class of germs of analytic functions. This gives Proposition 2.Jfi and then 
T heorem 2.14. 0 

Now we make some moves in the direction of the proof of Theorem 2.17. For this 
we need two other preparation theorems. 

2.18. Weierstr ass Preparation Theorem. Let f(ZI,"" Zm;"IV) = f(z, w), tv E C 
be a germ of a holomOlphic function SlLch that f(O,w) = w n + . Then the,"C 
exist a holo1n0lphic junction h(z, w), h oF (] and holomorphic jUllctiollS aJ( z) , ... , 
an (z) such that 

f = gh, g(z,w) = w" + adz)wn
-

J + ... + a,,(z). 

The flLnction 9 is called the \Veierstra,<;s polynomial. 

Proof. If we denote by b;(z) the zeroes of the function f, then Ke have the rep­
resentation f = It n (w - b;(z)), h =I- O. T he coefficients aq(z ) of the Weierstrass 
polynomial are symmetric polynomials of the zeroes bi . lvloreover the ring of sym­
metric polynomials is generated by the sums of powers of bi . The latter are given 
by the formula,~ 

b'f + ... + bi, = _'- . 1. w q · af Ilaw 
d"IV, 

27r1 Iw l=c.on.t 

where the subintegral function is holomorphic in (z, w), if Iw l is sufficiently small. 
T herefore aq and g are holomorphic functions. 
T he analyticity of the function h follows from the formula 

It = _,_ 1. h(z, It)dl1 = ~ 1. (f /g)dl1 
27ri lu l=con.t It"IV 21Tl lul=con.t It 11! 

where the subintegral function is holomorphic for small lwi and Izl . o 
2.19. Division Theorem. Let f(z, w) be u.s in TheOl"Cm 2.1 8. Then fOI' any genn 
4>(z ,"IV) of a holomo17Jhic function the ,"C exist holomo'phic germs h( z, w) and hi (z), 
i = 0, ... ,11. - 1 slLch that 

"-, 
4> = hf + L hi(z )"lV i

. 

" 
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Proof. Using the \\leierstrass theorem we can assume that f is a \\leierstrass poly­
nomial. Define the fUllction 

h(z w) = _,_ J ¢I(z, u) . 
, 27l"i J;" I=co" .• t J(z, It) 1t - w' 

du 

which is analytic for small Izl, Iwl . Now the function 

1 i ¢(z,lt) J(z,lt) - J( z,w) </> - /11. = - . -- . dlt 
2m. lul =co"~t J(z, It) 11 W 

is a polynomial in w . o 
Proof of Theorem 2.17. We follow S. Lojasiewicz's book ILoj21. Let 1 be an ideal 
in O ,,+k and let Cl, ... , Cr E 0,,+1: be such that 

(i) for any a E 0 "+,, we have n(x,O) = I:aic;(x, O) (mod 1",,0), ai E C . 

We have to show that 

(ii) for any 0: E 0 ,,+1: we have n(x,y) = L9i(Y)Ci(X,y) (mod I), x E e", 
y ECJ.', 

T he condition (i) means that 

where m k denotes the maximal ideal in 0". Let 1U = 0,,+1../1. It is a module over 
On+k (finitely generated) a.<; well as a module over 0,, ; it is not yet proven that 
the latter is finite. 
Let NeAl be the OJ..-submodule generated by Ci ' S. \Ve have 

in the class of OJ..-moduli. We have to show that AI = N. 

2.20. Nakayama Lemma. If Al is a finitely genemted modlile ove1· 0" slLch that 
AI = mIll, then AI = O. 

PI"OOj. Let al, ... ,a .• be generators of AI. By a'lsumption we have ai = Lb;jaj, 
b;j E m , or 

(I - B)A = O, A = (al, ... ,a. )T, B = (b;j), 

and Cramer's formula gives det(I - B)· a; = O. But det(I - B) = 1 (mod m) 
which means that the matrix 1 - B is invertible. T herefore ai = O. 0 

Finishing of the proof of Theorem 2.17. If we knew that III is finitely generated 
over 0", then we would apply the Nakayama Lemma to the module Ill j N and 
obtain the desired equality M = N. 
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So we strive to prove that M is finitely generated. \Ve lL~e induction with respect 
to n . 
Let n = 1, x E C, Y E C k· . 13y the assumption (i) M is finite over the ring 
S = O/.: + m/.:Ol+k· with the generators cJ, ... , CT . 

Consider the operator of multiplication by x in the module Mover S. If ai are 
the generators of Al (over S) then 

It means that det(x - r ) . aj = 0 for r = b;j) . T herefore there is an element 
1/ = x T + 'hXT-1 + ... +'T' Ii E S, annihilating III. 
\Ve have 1/(X,0) :t 0, 1/(X,0) = cpxI' + ... , which means that 1/ satisfies the as­
sumption of the Division Theorem. 
\Ve construct now the generators of AI over O/.:. T hey are of the form x)mi, where 
ml, ... , m .• are generators of III over O l+/.: . 

Let 11 E AI. \Ve have 11 = L Jim;, Ii E O l+/.: . From the Division T heorem, applied 
to J; 's, we get ,- , 

Ji = 9,1/ + L aijxi, aij E 01:, 9i E 0 1+k·. 
o 

13ecause '1mi = 0, we obtain 

It = L D:ij:dmi, 
i,j 

which ends the first induction step. 
T he general induction step: Let n > 1 and III = N + m".A/. Then M = O,,_I+/.:N + 
m,,_H/.:M. We apply the first induction step (with k replaced by n - k + 1) to 
show that the module AI is finite over 0,,_ 1+ /.:. T he induction assumption gives 
that M is finite over 0".. 0 

Remark, T here is one more preparation theorem (not used here). 
Note that if an ideal I is generated by components JI (x), ... ,fn(x) of a holomor­
phic map F : (Cn, 0) -+ (C", 0) and Ap = 0/1 has ba<;is el (x), ... , el.(x), then any 
germ a ha<; the representation D:(x) = LCie;(X) + Laj(x)Jj(x), C; E C . Repeat­
ing the same for D:j(x), we get a (x) = L(Ci + LCijJj)e;(x) + L D:ij(x)Jdx)h(x), 
etc. Finally, one gets the representation 

a(x) = 1/JIU)e;(x) + ... + 1/J1.(f)CI,(x). 

It is also called the Weierstrass prepamtion theorem (see [AVG [ and [Malll). 

§3 Proofs of Theorems 2.3 and 2.4 

Here we prove T heorems 2.3 and 2.4 and we give another definition of the index 
of a vector field. 
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Recall that we consider a germ F = (/1, ... , In) : (en, 0) --+ (en, 0) of a hololllor­
phic map (or ofa holomorphic vector field). 13y Ap = O/IF = O/(fl , ... ,fn) we 
denote its local algebra and by multiplicity p.(F) we denote the dimension of A F . 

By oj = 'ioF we denote the index of the vector field F on 1ft 2"(~ en), which is 
defined as the topological degree of the map x --> F(x)/JF(x)1 E 5 2 ,,-1, restricted 
to a small (2n - I)- dimensional sphere around x = o. 
T heorem 2.3 says that It < 00 iff F-1(O) = {O}, i.e. iff x = (] is all isolated solution 
of the equation F = O. Theorem 2.4 says that ill this case /.t(F) = ioF. 
Of course, from T heorem 2.3, Theorem 2.2 (about fillite multiplicity of critical 
point of a fUllction) follows. 

2,21. Proof of the im,plication: J.t < 00 =? 0 is an isolated point in F-! (0). 
\Ve have shown that ml' C IF (see Lemma 2.7, where the role of fi is played by 
fJf!fJXi). Thus we have 

\Ve see that the zeroes of P are contained in the set of common zeroes of the 
functions Xl;, . .. , x::. o 

2.22. Proof of the implication: P-l(O) = {OJ ~ IL < 00. 
We use one classical result, the Hilbert theorem about zeroes (see T heorem 2.23 
below). 
From it follows that there exists a positive integer N such that xt' E lF, i = 
1, ... , n. This means that any monomial of degree :::: N lies in the ideal IF and 
the algebra 0/1 F is finite dimensional. 0 

2.23. Hilbert Theorem about Zeroes. Let V = {J! = ... = h = O} C (C"', 0) be 
a genn of an analytic set, i.e. fi E Oo(cm) are analytic functions. Considel' the 
ideal I(V) = {h: hl v == O} C Oo(Cm

) of functions vanishing on V. 
Then I (V) is equal to the radical of the ideal IF = (h, . .. , h), defined as 

(The same theOl'C11I holds when we I'Cplace the local nng Oo(C"') by the 1"ing 
C[Xl, ... ,xml of polynomials and V by an algcbmic set.) 

\Ve do not give the proof of this theorem. In fact one can prove it using induction 
with respect to the dimensions m - k (of V ) and m and applying the \Veierstrass 
Preparation T heorem (see [Loj2 1). 

2.24. Proof of Theorem 2.4. \Ve begin with the presentation of some properties. 

(a) Properties of the index: 

(i) If It = I , then i = 1. 
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Indeed , if It = 1, then IF = m, which implies that dete DF (O) '" O. The 
index of F is t he same as the index of the linear vector field DF(O)x . Its 
index is 8(!ual to the sign of its (real) determinant. It is known, from complex 
analysis, that detR DF = 1 dete DFI2 . 

The above has the following corollaries: 

(ii)i>O, 

(iii) i is equal to the cardinality of the set F- 1(y) fOI· some nonc1"itical value 
y ", O. 

Here we use the fact that index is an additive function: the index -ioF (calcu­
lated along a fixed sphere) is equal to the sum of indices over singular points 
of the vector field F (x) - y (calculated along very small spheres around these 
points, see Definition 1.11 in Chapter 1. ) 

(iv) If we perturb F and obtain some new singulm· ]Joints, then the index of 
F is equal to the sum of indices of the perturbed vector fields . 

\Ve notice also the following stability property of the index: 

(v) If the components f: of a vector field F' belong to ml.+ 1 , then -ioF = 
io(F + F'). 

Indeed, we have t: = L hijfj, hij E m. T herefore F + pi = (I + A )F, 
where det(I + A) > O. The map from a small sphere to s2n- l , defined by 
means of F + F', is a composition of a map defined by means of F and of 
an (orientation preserving) diffeomorphism defined by the linear vector field 
(I + A)x. 

ProlJe/·ties of the multiplicity. 

(b) Proposition (Subadditivity of multiplicity). Let F< be a defonnatioll of F. 
Then fOI· small 1£ 1, 

v = #(F, = 0) ~". 

Proof. Using the main result of the previous section we can assume that 
the deformation F«x) = (l1(X,£ ), ... '/n(x, £)) is a polynomial deformation 
and the local algebra AFo (which is polynomial) is generated by polynomials 
eItx), ... ,cj1(x). 

Recall that the Thom- lvlartinet preparation theorem states that 

The coefficients gj (£) and <Pi (x, £) are analytic functions; their domains of an­
alyticity depend on the function P. But when P is a polynomial the domains 
of analyticity of gj and <Pi can be chosen not depending on P. 
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Indeed , it is enough to fix t hese domains ill the ca.<;es P(x) = 1, Xl, ... , Xn 

and P (x) = X;Cj(x) . T hen one can apply induction with respect to deg P. 

Therefore we can assume that x E U, f. E V, where U and V are fixed 
neighborhoods of the origins. fo"loreover we a.<;sume that all the zeroes of F" 
which bifurcate from x = 0, lie in U for lE V. 

If 1J ol(U ) is the ring of holomorphic fUllctions 011 U, then for fixed f E V 
we have the algebra A F• (V) = 11 ol ( U) / (F<) . T his algebra contains t he image 
of the polynomial ring C[x]; we denote it by 

Ap. [U [. 

From the above it follows that dime AF• [U ] :0:::: /1. 

If a J, . .. , a" E U are t he zeroes of F" then we associate wit h them the 
mult i-local algebra 

and the natural map 

" 
B = EBAa; , A", = Oa;/ l p., 

i = l 

n , Ap. [UJ _ B. 

which sends a polynomial to its classes in the local algebra..;; a t t he points ai . 
The next lemma completes t he proof of Proposition (b) . 0 

Lemma. T he map n is a smjection. 

Proof. It follows from the fact that, having given finit e jets at the points ai, 
one can always find a poly nomial in en having j ust those jets at ai. 0 

(c) From Proposition (b) and its proof we get t he following corollaries. 

(i) Llta .(F<)::::: 1.t(F ) and v ::::: 11; 

(ii) ioF ::::: 1.t( F ). 

The latter property is obtained by application of Proposit ion (b) to the map 
F< = F - i (with noncritical i) and the (>(Iua lity .j = It = 1 for the new 
singular points. 

(d ) The Pham m ap . It is defined a..;; 

(e) Lemma. We have io il> = It( iI» = Inl . Tn:! ... In" . 
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Proof. -io <l> = #{ <l> = i} = #{x~'" = fl, ... ,x~'" = i n} = #{X~" = it} . 
. # {x~" = in}. On the other hand, the local algebra is generated by the 

.\ k , k O<k 0 1l10nOnUa s Xl .. . X,,", _'i < Ill.i. 

(f ) ContinlLation of the proof of Theorem 2.4. Take a map of the form <1,< = p +lF 
where <I> is the P ham map with high exponents. \Ve have: 

io<P< = ioF for l # 0 and 

Po(<l><) = !lo(F) for l # O. 

We shall show that 
io <l> < = /10( <1> <) · 

Let a1, ... , Q" be the (small) zeroes of <1><. \Ve have 

Po(<l» = /lO(<l>O) ~ L/1aj (<l><) (for l # 0 by subadditivity) 

~ L-ia, P< (because-i ~ p) 

= io <l>o = io <l> (by additivity) 

= !lo(<l» (it is the P ham map) . 

(3.1 ) 

Therefore, in the above chain, all in8(IUalities become equalities . In par­
ticular we have J1" j( <I><) = i"j <l,<. Because the point X = (] is alllong the aj's, 
the equality (3.1 ) follows. 0 

2.25. T he index formula in two dimens ions and the Puiseux expans ion . 

(a) Let f : (C2 ,O) ____ (CO) be a germ of an irreducible holomorphic function 
and let r = rl(O). 

Remark. Here the irreducibility of f (or of the anaytic set r) is understood 
in any of the following two equivalent ways. F irstly, f cannot be written a,<; a 
product hh of two germs vanishing at O. Another definition says that the set 
r \ ,~ing (r) is non-empty and connected, where sing (r) is the set of singular 
points of r, i.e. points where df = O. Both definitions work for functions on 
(en, O). \Ve say also that the hypersurface r is irreducible. 

Generally any germ 9 (of function) ha,~ a unique (up to permutation of 
factors) factorization 9 = g~.' ... 9~~ with irreducible 9j. 

Below we present some arguments, based on the monodromy theory, 
justifying the above statements. 

Let us pa,<;s to the curve r. Using the \Veierstrass Preparation Theorem 
2.18 (in a suitable linear system of coordinates) we can a,<;sume that r is a 
zero set of the \Veierstrass polynomial 
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where aj are analytic germs, aj(O) = O. The tYluatioll f = {] defines a multi­
valued fUllction y = ¢(x) . </> has branching at x = {] and its Riemann surface 
is isomorphic to the curve r (see Chapter 1 and Chapter 12 below). 

(b) The Puiseux theorem. If the germ (r,O) is in'Cdudblc, then it is topologically 
equivalent to a disc (c, 0). Morc p1'Ccisely, the map (CO) --+ (C2 ,O), 

t --> (x,y) = (t",4>(t")) 

is a homcomOlphism onto (r, 0) (analytic outside {]) . MOI'COVCI', the junction 
</> takes the [01'11£ of the PUisClLX c:qJansioll 

with an analytic germ tP . 

The above pammctrization of (r ,O) by the disc is called the primitive 
param etrization . 

Proof. \Ve use mOllodromy properties of </>. Fix a disc D = {Ixl < £} a.<; the 
domain of definition of </> and a ba.<;ic point a E D \ O. Let ¢a I (x), ... , ¢a n (x) 
be the germs (sheets) of ¢ near a (roots of f = 0 with resp~t to y). ' 

The variation of the sheets ¢a,j along the loop in (D \ 0, a) surround­
ing the origin results in a permutation of these sheets. Thus the monodromy 
transformation a associated with ¢ is an element of the group S(n) of per­
mutations of the n-element set {¢a I (a), ... , ¢a ,,( a)}. , " 

I3y the irreducibility, r \ 0 is connected. So any two germs ¢a ,; and ¢ad 
can be collnected by a path in r \ O. The projection of this path onto the 
x-plane is a loop in (D \ 0, a). T his implies that a acts transitively on the set 
of sheets of ¢; a is a cyclic permutation. In particular, a" = id. 

Now one can see t hat r is indeed a topological disc. Consider the func­
tion 1jJ(t) = <j>(t") . Its monodromy around t = 0 is the same as an = -id. T hus 
1jJ is analytic outside 0, single-valued and bounded. Dy the Riemann theorem 
about removable singularities, 1jJ prolongs itself to an analytic function in 
D, 0 

(c) Remark. Using the same arguments a.<; in the proof of the P uiseux theorem, 
i.e. the \Veierstrass Preparation Theorem and monodromy, one can prove the 
factorization theorem 9 = g~' 1 ... g~~ , gj - irreducible, and the equivalence of 
the two definitions of irreducibility. 

The factorization theorem can be used in the proof of the Hilbert T he­
orem about Zeroes (T heorem 2.23). The reader can reconstruct this proof as 
all exercise. 
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Of course, these arguments work well only in the 2- dimensional case. 
The proof of the factorization theorem in general n-dimensional case is more 
complicated; it relies essentially on t he \\leierstrass P reparation Theorem (see 
ILoj'!). 

(d) We pass to the index formula. Let F = (h,f'1): (C2,0) ---+ (C'1,O) be a germ 
of a holomorphic mapping of finite multiplicity. 

Assume firstly, that II is irreducible and let 0: (CO) ---+ 111(0) be 
some primitive parametrization of the curve II = O. Take the composition 
h 00: = alP + ... , a ", 0; (it is not == 0 by the finite multiplicity) . We define 

If h = g~.' ... g;r with irreducible gj, then we put 

(e) Theorem. We have loF = ioF. 

Proof. \\le use the criterion ioF = # { F~ = O} for a perturbation F~ such 
that each zero of F~ is not degenerate (see the proof of T heorem 2.4 above). 

In the case of irreducible h we put F~ = ([I, h - 15), 15 > O. T hus 
# { F~ = O} = #(ot1'(1 + ... ) = 6} = 1J. The same perturbation is good in the 
case h = gl··· gr, gj irreducible. 

In t he ca.<;es when fl contains a factor g" (g irreducible) we replace this 
factor by (g + 15hd· . (g + 6h,,), where h) E mN (N large) are such that 
the curves 9 + 6h) = 0 are disjoint outside t = O. D 

§4 Classification of Singularities 

In this section we present only the beginning of the list of normal forms for sin­
gularities of functions. We begin with some technical tools. The first result is an 
immediate consequence of the proof of ~I'lorse's Lemma. 

2.26. Morse Lemma with parameters. Let f(x;).) = 1(0;),) + L%().)XiXj + 
be a function such that the IIwtrix aij(O) is /lot degenemte. Then there is a 

holollW17Jhic change itA such that 

Ilh,(y); A) ~ 110; A) + L yi. 

Consider a function of the form 

f(x I, ... , XI::, X"+I, ... ,Xn) = xi + ... + xl + terms of degree::::: 3. 
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By applying a preliminary change of the form Xl --+ Xl + <PI (Xk+ l , . .. , In), . .. , 
Xic --> XI< + 1f'k(Xk+ l , ' .. , In) we can assume that Ke are in a situation from Lemma 
2.26 (the critical point with respect to (Xl, ... , XI,,) is shifted to the origin and 
>. = (Xk+l, . .. ,xn)). Therefore there exists a change II such that 

where g(O) = 0, Dg(O) = 0, D2g(O) = O. In this way we have separated the 
quadratic part, depending on one set of variables, from the essential non-quadratic 
part, depending 011 the other set of variables. 

2.27. Definition. By the corank of the singularity f we mean the cOl"auk of the 
quadratic forlll D2 j(O), i.e. n - k for the above function. 
\Ve say that two germs f(xl •... ,XIc) and g(Yl, ... ,YI) are st ably equivalent iff 
there is an integer n such that the germs f(XI, . .. , Xk) + xl+1 + ... + x~ and 
g(YI, ... ,YI) + Yf+ 1 + ... + V;, are equivalent (by a change of cOOl·dinates). 

\Ve study only singularities with corank one and two. 

Corank 1. Here we can a.<;sume that the functions depend on one variable x. 

2.28. Theorem. If a germ f has a singllim"ity of finite multiplicity and of corallk 
1, then it is stably equivalent to the flLnction xn. 

Proof. Let 

a" '" O. (Notice that if all ai = 0, then J.t(f) = (0). We put 

y = h(x) = x(an + an+lx + ... )1/" 

and we get f = yn. 0 

2.29. Definition. We say that a singularity has type A I, iff it is stably equivalent 
to xA·+ I . 

Corank 2. Here the functions depend on tv.-o variables x, y. Consider such a func­
tion. Its Taylor series begins from cubic terms. Firstly we cla.<;sify the homogeneous 
cubic forms of two variables, ax:1 + bx"ly + r-xy2 + d y3; or the holomorphic sections 
of a certain line bundle 0(3) above the projective space Cpl (see Definitions 8.42 
and 10.10). T hey are associated with the cubic polynomials P = a+b). + c>."l + d).,3. 

T here are four possibilities: 

(a) P ha.<; three different zeroes, whicll can be moved (via an automorphism of 
CP I) to 0, ±i and the cubic form is €(!ual to x"ly + y:l; 

(b) P has one simple zero (at)., = 0) and one double zero (at)., = (0): x"ly; 

(c) P has a triple zero: x 3
; 

(dl P " O. 
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\Ve study in detail only the first two ca.<;es. 

2.30. Theorem. Any function f = x2y + y:1 + ... is eqlLivalent to x2y + y:l. 

P!"Ooj. Dy applying the substitutions 
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into the part x 2 y + y:l of f, we strive to cancel all higher order terms in f. \Ve 
have 

XiYl + y? = (x + ¢)2(y + t/J) + (y + t/J ):I 
= x2y + y3 + [2xy¢ + (x 2 + 3y2)t/JJ + It.o.t. 

(with respect to ¢,1jJ). We claim that the term X in the square brackets contains 
all terms of degree ~ 4. 
\Ve present this situation in a Newton diagram (see Figure 3(a)). T here we have 
distinguished the monomials appearing in the gradient ideal I:r;2y +y '" i.e. xy and 
x 2 , y2 (joined one with another). It is enough to cancel only the terms of degree 4 
and 5: (because p.(f) = 4 and we can use the Tougeron Theorem). 
For the terms of degree 4 in X we have deg(¢, ¢) = 2. \Vith the term X4 in X, we 
associate the term x 2 in t/J and with the term y'l in X, we as.<;ociate the term y2/3 
in ¢ . The remaining part, from X as well as from (x2 + 3y2)t/J , is divisible by xy 
and can be put into 2xy¢. 
The terms of degree 5 are treated in the same way. 0 

Now we study the next case. Assume that f = x 2 y + .... The further terms of the 
expansion of f are ordered by means of the method of !"Otating line. 

2.:n. Definition. The Newton support of function f = L aijxiyJ is defined a.<; 

supp(f) = {(i,j): aij '" OJ. 

T he Newton diagram of f is the convex hull of the set supp (f) + (Z+)2. 

Take a line inIR2 with one of its points fixed at (2,1). At the beginning the line 
pa.<;ses through the points (2,1) and (0,3). \Ve start to rotate it in the clockwise 
direction (see Figure 3(b)). \Ve look at the points from the support of f, which 
are passed through the left part of the line. 
T here appear in order the following terms: y4; xy:l, y5 ; y6 ; xy4, y1; . ... \Ve have 
two possibilities of the first appearance of these terms in .mpp(f): 

(i) There appears (0, k) and we have 

f = x2y + yk' + . 

(ii) There appear two points (1, k + 1), (0,2k + 1) and f = x2y + Axyk+! + 
By2k'+ 1 + .... Here the leading part is of the form y times a quadratic form 
of (x, z), z = yk'; one associates with it the cubic form z(x2 + Axz + 8z2) 
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with zeroes at z = 0, x = Al ,2Z. Assume that they are different zeroes, i.e. 
B(A'l - 4B) =f O. It is clear that sOllie change x --> AX + /t Z, Z --> /I Z reduces 
f to 

x 2y + y2k+l +. 
(Now the dots mean terms whose support is above the rotating line. ) Notice 
that if /1,(/) < \Xl, then the rotating line must sooner or later encounter the 
support of f. 

(a) (b) 

0 0 0 0 

, 0 0 c 0 

, ' 
0 0 0 0 ," 0 0 0 

," 
0 0 0 0 ' ~, 0 0 0 

'" " 0 0 0 0 0 o ,,0 0 0 

" 0 0 0 0 
-\ 

c 0 

Figure 3 

2.32. Theorem. If f = x'ly + yl' + .. "' then f is equivalent to x 2y + yl'. 

Pmof. It relies 011 t he fact that the principal part x'ly+y" is a quasi-homogeneous 
functioll. 0 

2.33. Definition. A fUllction !(Xl , ... ,Xn) is called quasi-homogeneous of degree 
d with exponents Hl, ... , a" (or weighted homogeneous) iff 

for any). E C . 
If f = L: akxk , k = (k1, ... ,kn ), xi< = x~' ... x~;~, then S11Pp(f) c r = {k 
HI kl + ... + Hnk" = d}. T he set r is called the diagonal. Usually one takes Hi E Q 
and d = 1. 

Example. The function x2y +yk is quasi-homogeneous of degree 1 + 1/(k - I ) and 
the exponents 1/2, 1/(k - 1). 

One can define the (qua.'li-homogeneous) filtration of the ring O. It consists of the 
decreasing family of ideals Ad C 0, Ad' C Ad for d < d'. Here A d = {9 : degrees 
of monomials from S11pp(9) are::::: d}; (the degree is quasi-homogeneous). 
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\Vhen al = ... = an = 1, this filtration coincides with the lL'lual filtration given 
by the usual degree. 

2.34. Definition. A function f is called semi.quasi.homogeneous iff f = fn + fl, 
where In is quasi-homogeneous of degree d of finite multiplicity and fl E Ad', 
d' > d. 

2.35. Theorem. Let f be a semi-(Juasi-homogeneolls fllnction\, I = In + f l with 
quasi-homogeneous fo of finite multiplicity. Thcn f is cquivalcnt to thc function 
fn + L CJ.·CJ.· (x), whcrc Cl, ... , Cs arc thc clcmcnts of thc m01lomial basis of thc 
local algcbra Aln such that degc; > d and Cj, E C. 

Example. If f = fn + II and fn = x'ly + y" , then f is equivalent to In. 
Indeed, the basis of the local algebra 01 (xy, x'l + ky"-l) is 1, x, y, y'l, ... , yJ.·-l and 
lies below the diagonal r. Here p.(fn) = k + 1. 
1·laving T heorem 2.:J5 we obtain the thesis of T heorem 2.32. 

2.36. Definition. \Ve say that a singularity is of the type D " iff it is stably equivalent 
to x'ly+yk-l. 

Proof of ThcOl"Cm 2.35. As in the proof of Theorem 2.28 we cancel the high order 
terms lL'ling the quasi-homogeneous part fo and the changes 

Xl = X + ¢, Y I = Y + t/J, 

where </>, t/J are quasi-homogeneous. However the degrees of </> and !/J are calculated 
differently. 
"·lith such a change one associates the vector field </>ax + !/JOy (then the change 
is approximately induced by the flow map generated by this vector field). The 
(quasi-homogeneous) degree of </>ax is 8(IUal to deg </> - deg X (because x is in the 
'denominator'). Also deg(!/Jall ) = deg t,b - degy. 
\Ve obtain 

[
ilJo ilJ" 1 fn + - ¢ + -il t,b + h.o.t. 
ax y 

\Ve use the terms in the square brackets to delete some terms from the power 
expansion of f. Because the part in the square brackets belongs to the gradient 
ideal l In' we can cancel only the terms from this ideal. 0 

Recall that a singularity is m-modal iff its neighborhood (in the functional space 
of germs of functions) is covered by i-parameter families of orbits of the action 
of the group of 8(luivalellces (changes of variables) and maxi = In (see Definition 
2.10). The singularity is simple iffm = O. From T heorem 2.32 one gets the formula 
for the modality. 

2.37. Theorem. Thc modality of a scmi-qua.si-homogcncous singularity is cqual to 
thc numbcI· of monomials CJ.., from its mini-vcI-sal dcformation, which lic on thc 
diagonal and abovc thc diagonal. 
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2.38. T heorem. If f is a simple singularity, then it is stably equivalent to one of 
the following singularities: 

A I" . x/'+!, 
D ".' x'ly + yk-l, 
E 6: X:l + y4, 

E 7: x:1 + xy3 , 

E s: x3 + y5. 

\\le do not present the proof of this result. In fact it is not that difficult, because 
we have all the tools: the choice of monomials using the rotating line, Theorem 
2.35 and Theorem 2.37. 
\ Ve shall present some unimodal singularities. (Outside the list below there remain 
14 exceptional unimodal singularities. see [AVG J). 

2.39. Theorem. The following series of singularities arc unimodal: 

Ps: 
X 9: 
J IO: 
T p,q,r 

x:1 + y:l + Z:l + axyz, 
X4 + y4 + ax'ly'l, 
x:1 + y6 + Qx'ly2, 

x p + yq + ZT + axyz, 

The sing1Llmitics P 8, X 9 , J 10 arc called parabolic and T ",q,r is called hyperbolic. 



Chapter 3 

Algebraic Topology of Manifolds 

T his chapter is auxiliary. Here we collect the ba.<;ic facts from the algebraic topology 
of manifolds and fibre bundles which will be used in the further chapters . Special 
attention is focused on the notion of intersection index. 
\Ve present also the beginnings of cohomology theory with coefficients ill sheaves, 
e.g . the proof of the de Hham theorem. T he other notions from this theory (like 
the hypercohomology and the spectral sequence) will be introduced in Chapter 7. 

§1 Homology and Cohomology 

3.1 Definit ion of homology groups. Let X be a manifold or a C\V-complex. It means 
that X is obtained from cells (diffeomorphic to euclidean balls) glued together 
in such a way that the lower dimensional cells lie in the boundaries of higher 
dimensional cells. A k-dimensional cell in X is an image of the ball D" = {x E 
R.I.· Ixl ::::: I} under a continuous map (1 Dk ____ X: we denote this cell also 
by (1 = (1". Here the disc DJ.· is oriented (by a choice of some orthogonal reper 
1il, ... , 1iJ.. at one of its points) and the cell a also bears the or ientation. 
T he group of k-dimensional chains C,,(X) is a free abelian group generated by 
all possible k-dimensional singu/a!· cells, CdX ) = {c = L:aT7 aT E Z}, where 
7 : D/'· ____ X are continuous maps. It is an infinitely-generated free abelian group. 
A boundary 07 of the singular cell 7 is the image of the map 7 restricted to 
aD" = SJ.·- l. The orientation of the boundary a D is given by a reper "WI, ... , "WJ.._I 

such that. if n is a vector normal to o DJ.· and directed outside of D". then the 
reper n, WI, ... , "W"_I defines the orientation of DJ.· . 13y definition 

is the boundary of the chain c. T he operator a = 0" acts from CdX) to CJ.._1 (X) . 
A chain c is a cycle iff f)c = O. 
The group 

Ih(X) = Ih(X, Z) = group of cycles/group of boundaries 

is called the group of k-d imensional homologies of X (or the k-th singular homol­
ogy group or simply the k-th homology group) . T his definition is correct because 
we have f) 0 a = O. 
T he above definition can be modified when, in the definition of the chain , we 
assume that the coefficients a T take values from some other abelian group (or 
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ring) R. The corresponding quotient groups are denoted by Ih(X, R ). Usually the 
rings ZI" Q, R, C are chosen . 
Homologies appear in many situations. So, we will give their general (algebraic) 
definition. T he series of groups and maps 

satisfying the property 8k_ 18k = 0, is called the chain complex and is denoted 
by C • . Its homology groups are defined as kerih/ Im8k+l. Such a series is called 
exact (or acyclic) iff its homology groups are zero. 

3.2. Definition of cohomology groups. T he group of k-dimensional cochaills CJ.· (X ) 
(of a C\V-complex X) is the abelian group of linear functionals on the group of k­
dimensional chains which take integer values at the singular cells. T he cobolUldary 
of the chain c* is defined by the formula dC*(C) = c*(8c) . A cochain of the form 
de* is called the coboulldary . A cocha in is a cocycle if its coboundary is zero. 
T he abelian group 

f/J.·(X ) = f/J.·(X ,Z) = cocycles/coboundaries 

is the group of k-dimensiollal cohomologies of X (or the k-th cohomology group) . 
Analogously to the groups Ih(X, R ), we define the cohomology groups with coef­
ficients in the group (ring) R, JJk(X,R). 
T he series 

C k ~. CJ.·+I 
... -> - -> . 

satisfying dk+ 1 
0 ;;J.. = ° is called the cochaill complex. It is denoted by C · and its 

cohomology groups are tYjual to ker dk / 1m ;;J .. -l . 

Remarks. T he formulas JJk (X, R) = JJ1 .. (X ,Z) 0 R , JJJ.·(X, R) = JJk(X, Z) 0 R, 
JJk(X,R) = Ih(X, R)* (= JJom(Ih(X, R), R)) do not always hold. For ex­
ample, we have JJJ.·(X, Z) = JJom(lh (X ,Z),Z) ttl Ext(Ih_dX,Z),Z), where 
Ext(lh_ l (X , Z), Z) lies in the torsion part of the cohomology group. Recall that 
an element x of an abelian group is tonion iff mx = ° for some m E Z"-O . 
Although the groups of chains and cochains are infinite dimensional, usually t he 
homology and cohomology groups are finitely generated. This holds for compact 
manifolds and for C\V-complexes. 
Homology groups were introduced by Poincare [Poil] at the beginning of the la<;t 
century. Starting from the middle of the la<;t century, a great development of 
algebraic topology and of homological algebra began. Now homology groups are 
used in every branch of mathematics . Usually their definitions and calculations 
are very algebraic. \Ve shall focus on their geometrical meaning. 

Below we present a practical method of calculation of the groups Ih (X) and 
JJk(X). Let X be a C\V-complex of dimension n . \Ve a<;sociate with it the series 
X o C X l C ... C X " = X of its subcomplexes . 



§ 1. Homology and Cohomology 37 

X o is a finite set of points, O-dimensional cells of the complex. X I is a I-dimensional 
complex obtained from X o by adding I-dimensional cells (arc from X) joined to 
X o at their ends . X 2 consists of 2-dimensional cells with their boundaries in XI 
etc. (All cells here are oriented.) 
\\le have 

, 
where a denotes the open cell. The group of k- dimensional chains is replaced by 
the group 

'l! k 'l!_k .... a l + ... + ....u •. 
T he boundary of the cell a}' is calculated as follows. If a part of aDk is sent by 
means of a~ to a7- 1

, then t he latter cell makes its contribution to the (formal ) 

boundary 8a7 with the coefficient ±I , depending on the preserving or the reversing 
of orientation by this map. We have 8a~ = L: aja;-I with integer aj's . 
\\le get the chain complex of finitely generated groups with boundary maps, whose 
compositions are zero, and we define the homology groups of this chain complex . 
By passing to the dual complex we analogously define its cohomology groups. 

3.3. Theorem. ([Spa]) . The just defined gmups coincide with the gmups lh (X ,'1.) 
and Hk(X, '1.). 

Examples. 1. The circle SI consists of the point a O and the arc a 1 attached to it 
at the ends (see F igure l (a)) . We have 8ao = 0, Da l = 0 and the chain complex 
t akes t he form 

o -+ '1. .£. '1. -+ O. 

T hus we have HO(SI, '1.) = H I (SI, '1.) = '1. . 

(a) (b) 

, 
cr , 

0 
cr, 

, 
(j .l 

0, 
G" G, 

I 

" cr, 

" G , 

I 

, 
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J 

, 
cr, 

Figure 1 

(c) 

cr" 

, 
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cr" 

, 
cr , 

, 
G, 

cr" 

cr" 

2. For the torus T2 we consider two partitions into cells, presented in Figures 1 (b) 
and l(c). In the ca'le of the first partition we get the complex 

{] -+ '1.2 £:. '1.4 ~ '1.2 -+ 0, 
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iTi --+ al + ai, 
aJ ---- 0, 
0";1] --+ ag - cr?, 

a~ --+ -0": - ai, 
a1 - 0, 
a1 - ag - ay. 

T herefore ker~ = 112(T'l) = Z. Next, Im8:z = Z(a l + 01), kero] = .'luI + .'l.a:i + 
Z(a~ - 01) and hence lldT'l) = Z $ Z. Finally, because Im o l = Z(ag - o?), we 
have JJo(T'l) = 2. 
For the partition from Figure l(c), where the edges are identified, as usually in 
the construction of the torus, the chain complex is much simpler, 

where the boundary maps are zero. Thus the four distinguished cycles a1 generate 
all the homology groups. 

3. T he 2-dimensional sphere 8'1 = CP2 ha.<; the partition aD U a 2 inducing the 
complex 

(] --> Z - O--> 1. - 0, 

giving Ho(S'l) = 1J2 (S'l) = Z, HI(S2) = O. 
Generally, the complex projective space c p n ha.<; the partition aOUa2 Ua4 U ... Ua 2n 

induced by the chain of immersions Cpo C C P ] C ... c C P". All these cells are 

the cycles generating the even-dimensional homology groups. 

Problem. Calculate the groups ll;(IRP", R ) for R = Z, Z2, Q . 

T he homology groups have many important properties. 

3.4. If f : X -t Y is a continuous map, then it induces the homomorphism 
of homology groups I . 1l. (X, R) -+ 1l. (Y, R), 1.17 = a 0 I. It induces also 
the contravariant homomorphism of the cohomology groups 1* ll · (Y, R ) -+ 

IJ" (X , R), 

3.5. If two maps I and g are homotopically equivalent, then they induce the 
same homomorphisms between the homology groups and the cohomology groups. 
T his means that the homology groups of a topological space depend only on its 
homotopy type. Indeed, if F : X x [0,1] -+ Y is the homotopy between I and 9 
and a is a cycle, then 1. 17 - g.a = lJ(a 0 F). 

3.6. The Euler characteristic of X (see Remark 1.15) is equal to 

where bi = bi(X) = dimlli(X,IR) are the Detti numbers. Indeed, by definition 
X(X) = dim Co - dimC] + .... We can write Ci = Im ai+l $ lli$ coker ai, where 
cokerlJi :::: Im lJi . Thus, after calculating the alternative sum of dimensions of the 
spaces Gi , the contributions arising from images and cokernels cancel themselves 
mutually. 
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c 
Figure 2 

3.7. If X is a manifold of dimension n , then ll,, (X , .'l) is equal either to.'l or to O. 
T his follows from the partition of X into the simplices (the simplicial partition). 
Let a?, i = 1,2, ... , r be the n-dimensional simplices of the partition. T hen we 
have two possibilities: either it is possible to choose the orientations of all the a;' 
in a compatible way (so that aLai' = 0), or not. 

T he first ca.<;e occurs for an orientable manifold and the indicated cycle, denoted 
by [X] and called the fundamental cycle, generates lln(X, .'l). In the second ca.<;e 
the manifold is not orientable and there are no nonzero n-dimensional cycles. 

3.8. If f is a map between orientable manifolds X and Y of the same dimension, 
then f . IX] = dry] for some integer d. This number d = d(f) is called the degree 
of the map f (see also Remark 1.13). 

3.9. \Ve shall use also the relative homology groups defined as follows. Let Y c X 
be two C \V-complexes. The relative group of k-dimensional chains is the quo­
tient group C/.. = C/..(X)/CdY). T he differential homomorphism acts in the 
usual way and is well defined. Thus we get the chain complex and its homol­
ogy groups are called the relative homology groups of the pair (X, Y) and are 
denoted Ih(X, Y; R). The relative cycles (generating the relative homologies) are 
chains c in X such that ac is a chain in Y. By passing to the dual complexes we 
define the relat ive cohomology groups. 

If we take Y = {p} (one point), then the groups llk(X, {p}) are called the reduced 
homology groups and are denoted by ih(X). T hey are equal to the homology 
groups of the completed chain complex 

... -+ C"l -+ C 1 -+ Co -+ .'l -+ 0, 

where the additional boundary operator counts the coefficients, L miT't -+ L m,. 

T hus the difference between the relative and the non-relative homology groups 
lies only in the O-dimensional group. If X is connected, then llo(X) = .'l and 
Il(X) = O. We have also Ih(X, Y) = Il(X/Y), where X/V is obtained from X 
by identifying the points from Y. 
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3.10. T he relative homology groups appear in the following long exact sequence 
of a pair, 

... --;. lh (Y )..s Ih(X) ~ Ih(X, Y) .!!. lh_l (Y) --> . 

Here the homomorphisms i ., j . are induced by the natural homomorphisms be­
tween the topological spaces. The 'boundary' homomorphism (or cOllnecting ho­
momorphism) {) is defined as follows: if c is a relative cycle from its cia.<;s of relative 
homology [c] then Dc represents an (absolute) cycle in Y and we put o[e] = [oc]. 

3.11. If X and Yare such spaces that their homology groups are without torsion, 
i.e. without nonzero elements of finite order. then 

IJ,,(X,R) = Ih·(X,'l.) 0z R, 

fj "'(X, R) = Hom Uh(X,'l.), R ), 

II,(X x Y,Z) ~ L ll,(X,Z) 0 11,(Y,Z), 
Hj"' '' 

Hk+!(X * Y,Z) = L iidX,Z) o Hj(Y, Z). 
;+j= l, 

Here X * Y is the join of the spaces X and Y defined as X x Y x [0,1]1 rv, where 
the subsets X x {q} x {O} and {p} x Y x {I} are squeezed to points and p, q are the 
base points. In particular, the latter two formulas hold for the homology groups 
with coefficients in IR and in C. 
T he first isomorphism, called the Kiinneth formula, is realized by means of the 
map (ai, 8i ) ____ a i x 8i C X x Y, where a i C X and 8 c Yare cycles. T he second 
isomorphism is realized by means of the map ((1;, fJi) ...... a i t fJJ. 

§2 Index of Intersection 

3.12. Definition (Index of intersection). (\\le follow mainly IGHI). Let A and B be 
two cycles in a two-dimensional oriented manifold X represented by closed oriented 
curves, denoted also by A and B. As.'lume that A and B intersect transversally 
one another. If p is such an intersection point, then we define the local index of 
intel-section of these cycles at l' by 

-ip(A, B ) = ±1, 

depending on whether the two (ordered) vectors tangent to A and B at 1', and 
defining their orientations , give an orientation of the surface the sallie as the initial 
orientation of X or give the opposite orientation. 
T he index of intersection of the cycles A and B is 

(A, B ) ~ L ;,(A, B ), , 
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B 

If A = L Tni Ai, B = L n jBj, where Ai, Bj are I-dimensional cells (arcs) such 
that Ai n B j intersect only at their interior points and transversally, then 

(A,B) = L m;nj(Ai,Bj). 
ij 

If the cycles are general then, in order to compute their intersection, one should 
choose their representatives (in their homology classes) which satisfy the above 
requirements. It means that they consist of smooth pieces, which do not intersect 
one another at their boundaries and the intersections are transversal. It is achieved 
by small perturbations of the initial cycles. 
T he intersection index is also denoted by A· B, A 0 B and (A, B ). 
In the example from Figure 3 we have (A, B) = 1, (A, A) = 0, (B, B) = O. 

3.13. Lemma. (A, B) does not depend on the homology classes of the cycles. It 
means that if A = ac, then (A,B) = O. 

Proof. Assume that the cycles are represented by the curves A and B satisfying 
the requirements needed to compute their intersection number. Assume also that 
A = BC, where C is a two-dimensional domain in X. T he number of points where 
the curve B enters the domain C is equal to the number of points where B exits 
C. This follows from the fact that B is closed (as a cycle) and that A divides X 
into two domains (here we use the orientability of X). From Figure 4 we see that 
the orientation defined by Tp A and TpB at an income point p is opposite to the 
orientation at any outcome point. This shows that (A, B) = O. 
From this one can easily complete the proof in the general ca.'le. 0 

If X is an oriented surface, then the intersection index of cycles defines the bilinear 
map 

II. (X, Z) x II. (X, Z) _ Z, 

Consider now the situation when X is an n-dimensional manifold and A and B 
are cycles in X , of dimensions k and n - k respectively. T he local index of their 
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(a) (b) 

Figure 4 

intersection is i,,(A, B) = ±1 and the sign is chosen according to the following 
rule. 
Let (VI, ... , VI.) be the ba.<;is of T" A compatible with the orientation of A and let 
'WI, ... , Ui,,_k be an analogous ba.'lis of T"B. T hen we look at the compatibility of 
the orientation given by VI, ... , V J.., WI, ... ,'Wn_J.. with the orientation of X. 
As before, we define the index of intersection of the cycles A and B as (A, B) = 
L pip( A, B) and we have the analogue of Lemma 3.13. 

Pmof of Lemma 3.13 in the gcncml casco Let A = {)C for a (k + I )-dimensional 
C\V-compJex C and let B be a sum of closed (n - k)-dimensional C \V-complexes. 
Assuming that they are in general position, we have that: A n B consists of a fillite 
number of points of transversal intersection and CnB consists of a finite number of 
connected smooth curves 'Yo with ends at A. fo, 'loreover, the intersections between 
the cells of A and/ or C and of B are transversal; the intersection between cells of 
maximal dimensions occurs along curves, and an intersection occurs at points when 
some cell has dimension smaller by 1. I t is enough to show that the orientations 
given by A and B at the endpoints of any such curve I are different. 
Qne can construct a system of vector fields along ,: x = x(t) 

satisfying the following properties: 

1il, ... ,1iJ.. are tangent to C and to A at the endpoints of 'Y, 
±(t),"lV1 (t), . .. , "lVn_k_1 (t) define the orientation of B (so these vectors are tangent 
to B ), 
1il (t), ... , Vk( t), ±(t),"lV1 (t), ... , "lVn_k_1 (t) define the orientation of X. 

( If we have sllch a system of vectors at one point x(to), then we prolong it contin­
uously to the whole curve. Near the endpoints we improve slightly the system (1i;) 
in order to satisfy the condition of tangency to A. ) Therefore VI(t), ... , "l!k(t),±(t) 
define some orientation of C; (it can agree with the initial orientation of C or not ). 
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T he boundary A of C is oriented in such a way that the system (n,(orientation of 
A)) is the orientation of C, where n is the vector normal to A and directed outside 
of C. Now it is clear that the orientations (VI, ... ,Vk) of A at the income point 
and at the outcome point of'Y are different. 0 

T hus we have defined the bilinear map, called the inter section form 

3.14. Remark. T he intersection form vanishes at the torsion part of the homology 
groups. Indeed, if A is such a cycle that mA = DC, m E Z, then m(A, B) = 
(mA, B) = (DC, B) = 0 and also (A, B) = O. 
We have also the commutativity relation 

(A,B) ~ (- l)""-"(B,A), 

3.15. Poincare Duality T heorem. Let X be a compact oriented n-dimensional 
manifold. Then the intersection fonn is unimodular, which means that it is non­
degenerate as a form on the torsion free parts of the homology groups 

(.,.): Ih(X )/Tor x l1,,_k(X)/Tor -+ Z. 

In other words, any functional 11n_J.·(X)/Tol" -+ Z is an inte1"Section index of some 
homology class fl'Om Ih(X) alld, if a class A E Ih(X) is slLch that (A, B) = 0 
for any B E 11,._1.-, then A lies in the torsion pmt of Ih(X) (m A = 0 fo,· some 
m > 0). 

Proof. Let J( = {a~} be some simplicial partition of X. Here the upper index i 
denotes the dimension of a simplex a;, which is an image in X of the standard (and 
oriented in the standard way) simplex {(XI, ... , Xi) Xj:::-: 0, L Xj :0:::: I} under a 
smooth map. They define the chain complex C . (J() and the cycles, representing 
elements of the homology groups, are expressed as combinations of the cells from 
J(. \Ve shall construct a certain complex dual to the C. (J(). 

Let {TfJ be the baricelltric partition of J( (see Figure 5). In the construction of 
the dual complex, we associate to each simplex from J( a certain cell consisting of 
simplices of the baricentric partition of lC 
To a vertex a~ E J( we associate the n-dimensional cell (the star of a~) 

where the sum runs over simplices T adjacent to the vertex a~, a~ E T~. 
To a k-dimensional simplex a~ we a.<;sociate the (n - k)-dimensional cell 

where the intersection is over all n-dimensional cells ll~ associated with the ver­
tices of the simplex a~. 
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Figure 5 

T he dual cell to O"~ is tYjual to its baricentric center. 
T he cell L1~ -/;: intersects the simplex O"~ transversally at olle point which we denote 
by p. \Ve define the orientations orthe dual cells in such a way that ip (l7j, Llj ) = 1. 
Next we introduce the coboundary operation i5 011 the dual complex C · = {Ll~ -J'}. 

If Ll~ -k = n;:.!ll Ll ;', the intersection of k + 1 n-cells, then 

'(":-') ~ ~ n " ? ~ ~ M j-'+' 
j i "' j J 

(as in the coboundary operator in the complex of cochains defining the Cech 
cohomology, see 3.26 below). The sign £j = ±1 before !:::"j is chosen in such a 
way that the orientation of the cell fl y = Ll ~-k' coillcides with the orientation of 
the boundary of l j t:::.. j; i.e. the orientation of .60 " differs by the factor lj from the 
orientation of the boundary of .6. j . 

T he thesis of the theorem follows from the identity 

which says that * is a complex homomorphism. 
For its proof one considers a j = 1.7;-1, the simplices appearing in the boundary of 

a" = a~, and.6.) = .6.,)-"+1 = *aj . Assume that I.7j are oriented as the boundaries 

of 1.7~ and that the orientations of .6. j are as described above. It is enough to show 
that 

fj = (_ 1)". 

T he latte r is proved in the same way as Lemma 3.1:~ . One constructs suitable 
vector fi elds UI(t), ... ,Uk_l(t) (tangent to a,,) and WI(t), ... ,Wn_k(t ) (tangent to 
.6.)) along the segment ~" q] which joins the intersection points l' = .6." n 1.7" and 
q = .6.) n 1.7). One adds to them the vector field ± tangent to [1' , q] and compares 
induced orientations at the endpoints. 
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\\le omit t he details, which can be found in [GH[. 

T he map * defines an isomorphism between the complex C. (J< ) and the complex 
C· (!< ) of cochains of the dual cell part it ion. Because the cohomology groups of 
the cochain complex C· (J{ ) are tXlUal to t he cohomology groups of X , we get the 
isomorphism 

D: Ih (X , Z) --+ JJ n-k(X , Z) 

induced by *. T his s tatement is also called the Poincare duali ty. 
T he isomorphism D has t he property that 

(D b), ' ) ~ 10, A) 

for any cycles 'Y E lh (X ), ). E Hn_k (X ). This means that the map D jTor , i.e. the 
homomorphism defined by * on the t orsion-free part, is induced by the intersection 
form. T he invertibility of D j Tor means the unimodularity of t he form (., .). 
From this T heorem 3.15 follows . 0 

P roblem: Calculate the intersection form on Il'1J:(CP") X Il'1n _'1dcp n) . 

X 
8 Y Y 

, , 
, 

y 

Figure (j 

3.16. Remark. T he definiti on of intersection index and of the Poincare duality can 
be generalized t o the relative sit uat ion. 
Let Y = ax be the boundary of t he ma nifold X. If 'Y is a relative cycle in the 
pair (X , Y ), i.e. 'Y C X and {)-y c Y , and il is an absolute cycle in X , t hen we can 
define their intersection index (a." usual) and obtain t he bilinear form 

which is non-degenerate. 
Sometimes t he chain , - 8, c X - Y is called the cycle with closed slLpport in the 
non-compact ma nifold X \ Y (or the locally finite cycle) . One also int roduces the 
homology groups with closed support (or locally finite Iw m.ology groups) llr/ (X \ Y ) 

(or IlL' (X \ Y ) respectively) and the intersection index gives t he pairing 

llL' (X - Y )jTor x lln_k (X )/Tor --+ Z . 
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T he corresponding dual groups are called the cohomology groups with compact 
support. T hey are defined by llIeallS of the complex of cochains, which are nonzero 
only on a fillite number of cells in X - Y, and are denoted by H;"(X \ V). We have 
t he pairing JJ~f (X \ Y, IR) 0 ll~'(X \ Y, IR) --> R. 

J.17. T he linking number. Let X = 5'" be the m-dimensional sphere and let a 
and b be two cycles in 5"'. The dimension of a is i < m/2 and the dimension of b 
is m - i - I and we as.<;ume that i ::::: m - oj - 1. 
Because Hi(sm) = 0, the cycle a is a boundary, a = oA. If i = 0, then we assullIe 
that a = 0 in the homology group JJo(X). The intersection number 

l(a,b) ~ (A,b) 

is called the linking coefficient of the cycles a and b. It is well defined, because if 
a = oAf, then A - A' = DC, and we use the properties of the intersection index. 
T here is another definition of the linking number. Of course, the sphere is a bound­
ary of a balL 8 m = OD"'+ l. T he cycles a and b define the zero clas.<;es in the 
homology groups of D n+l . Thus a = aA, b = as, where A, jj c D m+l . 

:1.18. Lemma. l(a, b) = (_ I );+ I(A, S). 

D" S" 

--, 

Figure 7 

Proof. Let us introduce the 'polar' coordinates ill D m+ l: [0,1] x 8 m ~ (r,O)_ 
rO E Dm+l. Assume that a, A and b are represented as smooth submanifolds. 
Define 

A = [1/2, 1) x aU {1/2} x A , 

ii ~ IO,l lx b 

(see Figure 7). The surfaces A and B intersect at {1/2} x (A n b). Therefore 
the number of intersection points appearing in both definitions are the same. It 
remains to control the orientations of the chains. 
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T he orientation of A is the same a.<; the corresponding orientation of {1/ 2} x A = A. 
T he orientation of jj is given by (Etr,orimtation of b). Therefore the orientation 
of Dm+l, given by A,8, is the following: (oricntation of A ,81",0I"ientation of b) . 
Because t he standard orientation of D",+ I is (Etr,oricntation of sm) then we mlL<;t 
move the radial vector to the beginning. From t his we get the factor (_ I )i+l . 0 

3.19. The Alexander Duality Theorem. Let /{ c 8 m be a submanifold, p E /(, 
q E S"'"",, [( be somc basc points. The linking numbcr of cycles defincs a duality 
bctwccn thc homology groups H;( [(,p)/Tor and Hm _ i _d8"'"",, [( ,q)/Tor. 

Proof. Repeating the proof of the Poincare duality theorem we get the duality of 
the homology groups JJi (!<, p) and Il m_;(S"''-",j), S"'"""J( ); (by means of intersec­
tion of relative cycles in (J( ,p) and in (8 m"p, S"',,"]()). 
\Ve use the long exact sequence of the pair (S"''-",j), S"",)<), 

H j (S"'''J<, q) -+ H j (8"''-",j), q) -+ H j (8"''-",j), 8 m""" J( ) .!!... H j _ 1 (sm,,/{, q) . 

to obtain the isomorphism between 11 j (8"',,"p, 8"',,"J( ) and JJj _ 1 (S"',,"](, q); (be­
cause Ilj(S"''-",j), q) = 0 for every j) . 
It is also clear that this isomorphism identifies the intersection index with the 
linking coefficient. 0 

3.20. Remark. Using the Poincare duality one can a.<;sociate with a cycle A in 
a manifold X a certain cohomology clas.<; (with real coefficients) . Namely, if the 
dimension of A is k and B E JJ,,_k(X, IR), then the functional ¢I( B) = (A , B) is 
an element of JJk(X,IR) = Ih (X ,IR)* . 
Note that in this definition, the coorientation of A is important. Assume that A is 
a submanifold of X. Its coorientation is the compatible choice of a field of repers 
in the normal spaces NpA = TpX /Tp A. The manifold X and the submanifold A 
can be not oriented, but if A is cooriented then it defines the cohomology cia.<;s . 

3.21. Example (The Maslov index and the Morse index). Some cohomology cia.<;ses 
are defined in just the way which we have described above. One of them is the 
r-.-ra.<;lov index. 
Let X be an n-dimensional Riemannian manifold. Its cotangent bundle III = T * X 
is a symplectic manifold. I t means that there is a closed and non-degenerate 2-form 
won III: dw = 0 and for each m E III the bilinear (antisymmetric) form w( ·, ·) on 
T mAl is non-degenerate. In the case of a cotangent bundle, the symplectic form 
is defined a.<; follows. Let ql, ... , q" be local coordinates in X and let PI, ... , p" 
be the coordinates a.<;sociated with them in T;X = {Pldql + ... + p"dq,,} . T hen 
w = L dPi A dqi = d("Lp;dq;) = do: . T he I -form 0: is called the Liouvillc fO l"71I . 

• An n-dimensional submanifold L c .lid is called a Lagrangian submanifold iff 

j *w = {], 

i.e. wIT",L == O. 
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If 11' : 1\1 --+ X is the natural projection map, then the fibers of 11' are Lagrangian 
submanifolds, (because then dq; = 0). If S = S(q) is a function on X , then the 
set Up, q) : p = as I {)q} forms a Lagrangian submanifold, (because 0: = dS and 
d2S = 0). If Y is a submallifold in X , then N°Y = {(q,p) : IJ!TqY = O} is also a 
Lagrangian submanifold. Note that for Y = {q} we get the first example. 
T he r-.'fa.<;iov index, which we are going to define, is a I-dimensional cohomology 
class Oil the Lagrangian submallifold . It is defined on curves l' C L. 
The projection 11', restricted to the Lagrangian submanifold L , is a differentiable 
map between two n-dimellsionalmallifolds . If L is in general position, then 1I"iL is 
regular at almost every point of L. Define 

E = {z E L: z is critical point for 1Tld, 

the set of points, where L projects badly at X. The image of this set, 1T(E) is 
called the caustics of the manifold E. 
If L is in general position, then E forms a subset of codimension one in L, (given 
by one equation det D(1TIL) = 0). !vloroover, typically E is smooth outside some its 
subset of codimension two (in E). \Ve do not prove this property, we demonstrate 
it in t he following example. 

Example (The A l Lagmngian singuim"ity, see IArnI]). Let F (P l ' q2) = lJ1 + q2p~. 
\Ve define a Lagrangian manifold in T *ut2 , 

T his manifold can be parameterized by means of the variables lJ l , q2: (PI, (f2) --+ 

(41'1 + 2q2pI,q2,PI, -pD, and the projection 1TIL is the Whitney map 

(see Definition 2.12 ). The set of critical points of the projection is the smooth 
curve 

:E = {12p~ + 2q2 = O} 

and its image is the cusp ql = - 8lit, q2 = - 6pi (see Figure 8) . 
It turns out that E has two sides in L. Take a typical point z from E. The kernel 
of D1T (Z) is l-dimensional and L is given locally as a graphic of the mapping 
(1'), q2 , ... ,q,,) --+ (ql , P2 , ... ,p,,) . The critical set E = {oqJ/ 01'1 = O}. 
\Ve define the positive side of E as that where fJqJ/oPI > O. T he negative side is 
defined by the opposite in8{IUality. This definition is correct . \Ve can see that the 
sides are well defined in our example. In the general situation one can prove that 
typical codimension 2 singularities are of t he A :I type . 
Hence E is cooriented and defines a I-dimensional cohomology class. The value of 
this cla.'ls on a curve., is equal to the number of (transversal) pa.'lses of ., from the 
negative side of E to the positive side, minus the number of reverse passes. T his 
number is called the Maslov index of the curve 'Y . 
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p, + p, 

q, 

Figure 8 

T he flhslov index has applications in asymptotic solutions of partial differential 
equations and in geometry. Below we present one such application. 
Let q E X and let 'Y be a geodesic line starting at q and with end at some point 
q'. (Hecall t hat X is Riemannian). 
T he Morse index of the geodesic 'Y is the number of points in 'Y which are conjugate 
with q. Recall that a point q! is conjugate with q iff the near geodesics starting 
at q are infinitesimally focused at q!. Qne can also define a multiplicity of the 
conjugate point. 
V-lith this situation one can associate a Lagrangian submanifold L eT" X. \Ve 
identify T X with T " X by means of the Riemannian metric. Let 

L" ~ «(q,") E T ' X, Ivl ~ I}. 

It is an (11. - I )-dimensional submanifold such that wiLo = O. 
Let gt (q, v) ____ (q(t), v(t)) be the geodesic flow; here v(t) = q(t)" is the dual 
covector to q(t). T he n-dimensional manifold 

is Lagrangian. 
T he curve 'Y ha<; lift 15 = h, -t") to L and we can define the Ma<;lov index of 15. 

3.22. Theorem. The Morse index of 'Y is equal to the Maslov index of 15. 

\Ve do not give the proof of this theorem. \Ve notice only that near the conjugate 
point on one geodesic, near geodesics intersect between themselves. This means 
that their lifts to the Lagrangian submanifold have bad projections to the config­
uration space X. Thus 15 passes through the critical surface E. 

3.23. Definition (de Rham cohomologies). If X is a differentiable manifold , then 
one defines the de Rham cohomology groups of X , fI~'R(X, IR) a<; the cohomology 
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groups of the eochain complex 

Here r (X, [I.') are the spaces of all differential forms of degree k defined globally 
all X. ~dore precisely, [I, = ft denotes the sheaf of differential k-forms, defined 
locally as 

r (x, [I.') denotes the set of global sections of this sheaf, or t he set of global sections 
of the bundle "AT' X. T he operator d is the external derivative 

If the coefficients Ui" ... ,ik of the form w take complex values, then we have the 
complex de Rham cohomology groups l(~R(X,q. 
w is called closed iff dw = 0 and is called exact iff w = dl] for some (k + I)-form 1/. 
T hus 11~'R(X, R) = (closed forms)/(exact forms). 

3. 24. De Rham T heorem. We have lJJ.·(X,R) = JJ1"R(X,IR). 

Before giving the proof of the de Rham theorem we shall give an interpretation of 
the intersection index in terms of differential forms. 
T he exterior product of forms wI.-, Jim --> wI:: A I/", is compatible with the external 
derivative, d(w A 'I) = dw A 11 + ( _ l )J.·w A d11. T his defines the bilinear map 

In this way we obtain the cohomolology algebra. In the ca.<;e of singular cohomolo­
gies, this bilinear map coincides with the so-called cup-product. 

Examples. 1. The algebra lr (C P", q is isomorphic to qxl/(x,,+l ), where x rep­
resents the generator of the second cohomology group with integer coefficients. 

2. The algebra lJ e(T2 , R) is isomorphic to the exterior algebra AR2 . 

T he last cohomology group lld'R(X, R) is identified with R by means of the in­
tegration along X: (C, [XlJ = Ix {, the value on the fundamental cycle [X] (see 
3.7) 
T herefore we have (wI::, 11,,-1::) --> Ix wAIl . \Ve obtain the pairing 

3.25. Theorem. Thc laUcI· pairing is dual to the intel·scction index. It lII.cans that if 
A , B arc cyclcs of cOlllplemcntary dimensions and w, 'I are diffen~ntial f01"71IS slLch 
that for any cycles C, D, Iew = (A, C) and ID 11 = (B, D), then Ix wAIl = (A , B). 
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Proof. Let <1 : X --+ X x X be the diagonal mapping, x --+ (x, x), and let its image 
also be denoted by <1. If A, B are cycles in X, then their index of intersection in 
X is ff!ual to the index of intersection of Ax Band <1 in X x X. 
By the Kilnneth formula (see 3.11) JJ"(X x X, IR) = ~k JJk(X, IR) 0 JJn-J'(X,IR) 
and it is not difficult to see that 

Combining these two facts, we get the result. o 

3. 26. Sheaves. If X and Yare manifolds, then a map l' : E --+ X is called the 
fi bre bundle iff the manifold X is covered by charts Ua such that 1'-1 (Ua ) is 
diffeomorphic to Ua x F , where F is a fixed manifold, a fiber . X is the base of 
the bundle. If F is a vector space, then we get a vector bundle . If X is a complex 
manifold and F = C, then we have a line bundle . If F is a discrete space, then 
the bundle is a covering . 
Bundles over X with fixed fiber F are defined by identifications (gluing) of the 
domains Ua x F and U j3 x F above U an U fJ . It is realized by means of the functions 
11 0 ,(3 on Ua n UfJ which take values in the group of diffeomorphisms of the fiber. 
In the case of vector bundles, this is the linear group Aut(F). 
In each chart Ua we can define local sections of the bundle E --+ X, as functions 
on Va with values in F. If Sa is a section in Va and s(3 is a section in VfJ, then they 
define the section in Ua U UfJ iff s(3 = ha,fJsfJ ' V'lith each domain U C X we can 
associate its space of sections F(U). In this way we obtain the sheaf F of sections 
of the bundle E. 
T he formal definition of sheaf (of groups on a manifold X) is the following. Firstly, 
one has a IJ1"esheaJ, which a<;sociates to any open subset U c X an abelian group 
r(U) and to any inclusions V C U a restriction homomorphism r(U) --+ r(V), 
J --+ flv (with natural properties). A presheaf is a sheaf iff it has the additional 
property: if fj E r(Uj) satisfy filu, nu; = filu,nuj, then there is unique f E 
r(uUj ) such that f lu, = Ii-
T here are many sheaves associated with some natural bundles: the sheaf £i of 
smooth functions (sections of the trivial bundle X x IR), the sheaf (t of diffel'­
entiable k-forms on X, the sheaf of vector fields, the constant sheaves (where 
F(U) = Z, C, IR consists of locally constant functions). 
In algebraic geometry there are more natural bundles and sheaves associated with 
them. In fact , there the notion of a sheaf is more natural, because it includes some 
natural situations with singularities (e.g. when the dimension of a fiber ceases to 
be constant). 
Important are: the sheaf O(X) = Ox of germs of hol01lW17,hic functions and 
sheaves:F of Ox-moduli; (:F(U) is a module over the ring Ox(U)) . Such a sheaf 
F is called coherent iff it is locally finitely generated and the relations sheaf is 
locally finitely generated: for U c X there is a sUljection r( U, Ox)'" --+ r(U, F) 
and its kernel defines the sheaf of relations. 
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In Section 7 we lL~e some natural lllorphisms of sheaves. If F X --+ Y is a 
holomorphic map and:F is a sheaf of O x-moduli on X , then the dinxt image of 
F is t he sheaf P.T of O x-moduli on Y (and of O y-moduli) such that 

If 9 is a sheaf of O y-llIodu!i 011 Y, then the inverse image of 9 is the sheaf P- l g 
of Oy -moduli on X such that (p- lg )(U) := iilllF(U)CV g (V ) (direct limit over 
V 's). One defines also F og := P-lg 0 0,. Ox, a sheaf of Ox-moduli 011 X ; here 
Oy is treated as a subsheaf of Ox. 

3. 27. T he Cech cohomologies. Let:F be a sheaf all X and U = {UoJ be its locally 
fillite covering. We associate with it the following cochain complex . 

• Its groups of k-cochains C" (U, F ) are the direct SUIlIS of the groups F ( U 0 0 n 
... n UOk ) (with different indices ai's) : its elements are denoted by a oo, .. ,Ok 

and are ant i-symmetric with respect to the indices . 

• If a = {a oo, .. ,Ok} ' then the coboundary operator act s on it as follows: 

1.·+1 

(6a)00, .. ,Ok+ l = L ( - l )1 a oo , .. ,0 ; _', 0 ;+' .. . O k+ ' · 

j = () 

\\le define J1J.·(U ,F ) as the cohomology groups of this cochain complex. If V is 
a subcovering of U , (i.e. each Vp lies in some Uo ), then we have a natural map 
]JJ.·(U ) --> J1J.·(V ). T he direct limit of these groups is t he Cech cohomology group 
II' (X,F ), 

Examples. 1. T he group ]JO( X , F ) is tYlual to the group of global sections of the 
sheaf F. Indeed , if aO = {au}, then the condition (6a)uv = av - au = 0 means 
that the sections au and av coincide at Un V. 
2. The vector bundles on X with fiber V are cla.<;s ified according to the elements 
of the group 1l 1(X , 9 ) where 9 is the sheaf of functions on X with values in the 
group A llt( F ) (of automorphisms of the fiber ). 
However , if the group A ll t( F ) is non-abelian, then we have t he "noll-abelian" t ech 
cohomology group ]J I( X , 9 ), whose definition needs some modificat ion. It equals 
{a l 6a l = e}1 "" , where the cochain a l = (auv) is a cocycle iff (6a )uvw = 
aUva v wa WU = e and (auv) "" (TUV) iff auv = PuTuv p"\/ for some (I-cochain 
pO = (pu) . 

3. If F is a sheaf on X and F. F is the direct image of F defined by a map 
F : X -+ Y, then we have 

lIi(X ,F ) " II'(Y,FJ), 

Usually the limit in the definition of Cech cohomology is achieved at some suffi­
ciently fine covering . In particular, J. Leray proved that , if the intersections of the 
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elements of the covering have the property that their cohomology groups vanish, 
then such a covering is good (see IGod]). 
In this way one obtains the isomorphism of the Cech cohomologies with coefficients 
in a constant sheaf, denoted by /1", with the singular cohomologies. T he latter 
fact is proved 30<; follows. Take a simplicial partition J( of X. With each vertex s~ 
we 3o<;sociate the open subset U", e{!ual to the union of n-simplices having 8~ 30<; a 
vertex (the star with vertex at s~). T he system of these stars defines the needed 
covering of X. The intersection n U"' ; is not empty iff 87 are vertices of some 
simplex in J( . T he Cech cochain associates integer numbers to such intersections. 
T he latter numbers can be interpreted 30<; singular cochains. In this way we obtain 
a homomorphism of the cochain complexes. If the simplicial partition is sufficiently 
small, then this gives the isomorphism of the cohomology groups. 

Pmoj oj the de Rham theOl"Cm 3.24. Lemma. We have JJ"(X,[T) = ° jor k > O. 

Proof. It relies on existence of a smooth partition of unity for a section of the 
sheaf of smooth differential forms. The sheaves which admit a partition of unity 
are called flabby sheaves. (The holomorphic or algebraic sheaves are not flabby). 
Let {U,,} be some covering of X and let P'" : U" --> IR be some 3o<;sociated partition 
of unity: 

sUPPP" C U"" Po::::: 0, L P'" = 1. 

If (f = {(fao, .. . ,,, .} is a Cech cocyc\e, i.e. fJ(f = 0, then we define the Cech cochain 
T E C"-l by putting 

T",o, ... "<_1 = L PfJOfJ,,,o , .. ,Ok_l · , 
It turns out that 6T = o. 
For example, in the case k = 1 we have ° = {ovv} such that (fvv+(fvw + (fwv = ° 
in Un V n IV. If TV = Lv PVOVV, then 

(6T)VV = TV - TV = L Pw(fwv - L Pw(fWV = L PWovv = (fvv· 0 
W W W 

If w is a k-form, then it defines a singular cochain: its value on the chain c = L aic~', 
a;EIR,is 

(w,c) ~ 2:>.J w, e. 
T his homomorphism of the cochain complexes commutes with the coboundary 
operator. The latter fact is equivalent to the Stokes theorem 

1 " ~ Jd" '" " 
which is a generalization of the fundamental theorem of analysis, (the integral of 
a derivative is e{!ual to the difference of values of the function at the ends of the 
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interval). In this way we obtain a map from lljR(X) to Ir (X, IR). We llllL~t show 
that this map is an isomorphism. 
Consider the stY/uenee of sheaves 

where the second arrow is the inclusion. 

3.28. The Poincare Lemma. The above sequence is exact. It means that every closed 
k-for71l is locally equal to the differential of some (k - I)-forln. 

Pmof. Because the situation is locaL it is enough to consider the case when the 
closed k-form w is defined ill a neighborhood of 0 in JR". Denote by Cr = L xl/x , 
the radial vector field. I f x E IRn and V\, ... , Vje_ l are vectors tangent to JR" at x, 
then we define the (k - 1 }-form 1/ a'l 

One can check that dl] = w. 
(T his is a generalization of the well-known formula from mechanics: if a field of 
forces F(x) is such that the work I"/ F· dx depends only on the ends of the path 
1', then the field F is a potential field and the potential energy is given by the 
formula U(x) = .h~ F· d8.) 0 

Let ZJ..· denote the sheaf of closed k-forms. Poincare's Lemma says that the short 
sequences of sheaves 

(2.1 ) 

are exact. 

3.29. Lemma about the long exact sequence. With each short exact sequence of 
sheaves 

O -+ [ ~ F ~ 9 -dJ 

one associates the following long exact sequence of their tech cohomologies (anal­
ogous to the long exact sequence of the homology grollpS of a pair) 

Proof (sketch) . Here the first two homomorphisms are induced by the maps of 
the sheaves and the coboundary operator 15* is defined a.<; follows. If aJ..· is a Cech 
cocycle with values in 9, then it is the image of a cochain T~· with values in F, 
{l(T) = a. Take the coboundary (jT. I3ecau.se of the commutation relation (j{l = {lo, 
(jT belongs to the kernel of j3 and, by the exactness, to the image of a. T hus 
(jT = a(Jj,) where Jj, is some (k + 1 )-cocycle with values in E. The cohomology class 
of /L is the value of the coboundary operator on a. 0 
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\Ve associate corresponding long exact stYluences with the short exact sequences 
(2.1). Using the fact that ]Jq(X,EP) = 0 for q > 0 these 5e(luences give us the 
series of isomorphisms 

iik(X,lR.):::: ]Jk-l(X,ZI):::: ]Jk-2(X,Z2)::::. 

:::: ]Jl(X,Zk-l:::: ]Jo(X,ZP)ld]Jo(X,E~·-I). 

T he group ]JO(X, F) is the group of global sections of the sheaf F. Therefore the 
latter group in the above series of isomorphisms is identified with the group of de 
Rham cohomologies. 0 

3.30. The Lefschetz fixed point theorem. Assume that f : X --+ X is a continuous 
map of a CW-COml)lex. Define its Lefschdz number 

L(t) ~ L) - l)'T, (t., .IJ,,(X,Q) _ IJ,(X,Q)), 

(i) In the case when X is a simplicial complex and f is a simplicial map, the 
number L(f) can be defined as L( - 1)'ITr (fq : Cq --+ Cq) when~ fq acts on 
the space of q-dimen.sional chains. 

(ii) In the case when f is a diffen~ntiable map of a diffen~ntiable manifold with 
isolated fixed points, we have L(f) = Lp i,,(f), where the sum is over the set 
of fixed points and the index il'f of the map f at 1) is defined as the index of 
the vectOf· field x - f(x) (in a local chm·t U c lR."). 

(iii) If L(J) i- 0, then f has a fixed point. 

Proof. (i) T he number L(f) has the same properties as the Euler characteristic; 
(and tYluals it in the case f = id). (ii) T his point is the analogue of the Poincare­
Hopf theorem. (iii) This point is proved by means of a fine simplicial approximation 
of the map. For more details, see ISpa]. 0 

§3 Homotopy Theory 

\Ve shall need also a little homotopy theory and we present here some of its funda­
mental notions. 1\vo continuous maps f,g : X --+ Yare homotopically equivalent 
if there exists a continuous map F : X x [0, 1] --+ Y such that F(x,O) = f(x), 
F(x, 1) = g(x). The fundamental group 7TdX) = 7TdX,x), x E X is the space of 
homotopy cla<;ses of maps (S I , 1) --+ (X,x), where SI is the circle {z E C: Izj = I}. 
T his set ha<; a natural structure of a group: multiplication is a composition of loops 
(after a change of parametrization). Often the fundamental group is not abelian, 
but we have the identity 

where [a, b] denotes the commutator aba-1b- 1. The set of homotopy tYluivalence 
classes of maps S~· --+ X is denoted by 7Tk(X). It forms an abelian group (for 
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k > 1), called the k-th homotopy group of X. T he space X is called the Eilenberg­
MacLane space J((JI",n) iff 1I"n(X) = 11" and 1I"i(X ) = 0, i =f n . For example , 
K(Z, 1) = SI, [{ ('l.2, 1) = IRP""', [( (Z, 2) = C P""' . A map 1': X --> Y, Y c X is 
called the retraction if fly = 'id. We say that Y c X is a deformation retract of 
X if there is a homotopy X x [0,1] --;. X which is identity on Y and which joills 
the identity llIap on X with some retraction p: X --;. Y. T he next lemma, though 

easy to prove, will be frequently used. 

3.:n. Lemma (Prolongation of homotopy). Let p : E --> B be a jibe,> bundle lln/h 

Jibe)" F and let X be some CW-complex. If thcn~ arc two continuous maps 

which agree, i.e.1JoG(X,O) = g(x,O), ther: thcn~ exists a map G: X x [O,lj - E 

which pmlongs G and agrccs with g, po G = g. M01'cover any two such lifts are 
homotopically cquivalent. 

3.32. The long sequences associated with a fibration. Let E --l- B be a (locally 
t rivial) fiber bundle with the fiber F. \Ve have the long exact sequcllce of homotopy 
groups 

.. . lTdF) --> lTk(E) --> lTJ..(B) --+ 11"k_l(F) --+ . 

In general , there is no analogolL~ sequence of the homology groups. There are such 
sequences in the cases when: (i) F = 8 m 

... lh_ m( B ) --+ lh (E) --+ lh_ m_l(B) --> lh_ dE) --+ . 

called the Gysin sequence , and (ii) B = S" 

... lh (F) --> lh(E ) --+ lh_,,(F) --+ lh_ dF) --> . 

called the Wang sequence. 

For more details we refer the reader to ISpa]. 



Chapter 4 

Topology and Monodromy of Functions 

T his chapter is devoted to topological invariants of analytic and algebraic functio ns 
and sets . \Ve begin with a descr iption of the homology groups of non-singular levels 
of germs of holomorphic fUllctions with isolated singularity (the fo,-!ilnor theorem) 
and with definition of the flmnOl" bundle over a punctured disc. The action of the 
generator of the fundamental group of the ba<;e 011 a fiber defines the llIonodromy 
operator in the homologies of the fiber. Its action is described by the Picard­
Lefschetz formula. 

In the ca.<;e of deformation of a singularity olle has a ~l'Iilllor bundle over a comple­
ment of the discriminant set . The fundamental group of silch complement is the 
braid group. I t also acts 011 the homology of the fiber. \Ve describe the monodromy 
group arising in this way. 

To obtain further invariants of the monodromy one resolves the singularities, i.e. 
replaces the singular hypersurface by a union of smooth divisors with normal 
crossings. T his theorem (of Hironaka) holds in the local as well a.<; in the algebraic 
situation and in t he case of a non-isolated singularity. Sometimes (in the case of 
multiple divisors) one needs to apply a certain ba.<;e change and normalization of 
the fiber space. \Ve describe (without proofs) the desingularization process and 
the semi-stable reduction . 

\Ve present the Clemens' construction, i.e. the contraction of the fiber space to 
the resolved singular fiber. \Ve use it in the proof of the fundamental result, the 
monodromy theorem (about eigenvalues of the monodromy operator and the di­
mensions of its Jordan cells), and in derivation of the formula for the zeta function 
of the monodromy. 

In t he appendix (Section 3) we collect basic properties of such objects as root 
systems , semi-simple Lie algebras and finite groups generated by reflections. They 
have analogies with the monodromy groups. 

§1 Topology of a Non-singular Level 

Let f : (C", 0) --t (C, 0) be a germ of a holomorphic function with isolated critical 
point at O. \Ve assume that f is a polynomial. \Ve are going to calculate the 
homology groups of the surfaces f(x) = z intersected with a small ball. Firstly we 
formulate some preparatory lemmas. 
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4.1. Lemma. Thcn~ exists a IJCI-tudxltion of f of the form f + ~g (with lincm" g) 
such that the junction f + E9 has only non-dcgcncmtc Cf'itical points with diJJcn~nt 
critical values. In otlie,' wonls, f + (9 is a Morse function. 

Proof. Consider the map D f en --> C". A point x() is critical for D f iff 
Jet D2 f(xo) = O. Thus critical points of D f with value 0 are degenerate critical 
points of f. The Sard theorem says that almost all values L E en are lion-critical 

for the lIIap D f. T herefore for the function 

/J(x) = f(x) - L· x. 

with small non-critical L, 0 is not critical value for D f l . T his mealls that all critical 
points of 11 are different and of rvlorse type. 
Now it is enough to perturb slightly in L in such a way that we remain in the 
non-degenerate case but with different critical values. 0 

4.2. Lemma. Thef"C exists p > 0 slLch that the sphef"Cs Sr = {Ixl = r} C en = Ift:.!n, 
0< r:o:::: p, intersect the set 1- 1(0) trallsversally. 

Proof. The statement of Lemma 4.2 is e(luivalent to the fact that the function 

restricted to the set 1-1(0) \ 0, does not have critical points inside a small ball Bp 
with center at 0 (and radius p). 
T he property that II. has a critical point at x is a property for an implicit extremum 
in IR?" and can be expressed as the property of vanishing of some minors of a 
certain matrix. !I'lore precisely, let I = II + -ih. Then 1-1 (0) is given by the 
equations II = h = O. Let also YI, ... , Y2n denote the real coordinates. T hen the 
matrix 

should have rank less than or equal to 2. Because It, II, h are polynomials we 
obtain a system of algebraic e(luations defining a real algebraic subset V of 1ft:'!". 
If one shows that this set consists of a finite number of points, then one obtains 
the thesis of Lemma 4.2. Indeed, one can choose p such that the punctured ball 
ilp "'-,0 does not contain points from V. 
T he set V is O-dimensional; otherwise the function II would be constant along part 
of its curve tending to the origin. 
If it had a se(luence of points accumulating at the origin, then one would choose a 
subsequence tending to zero with some definite a'lymptotic direction. \Ve can a'l­
sume that this asymptotic direction is such that YI > 0, ... ,Y2n > O. In particular, 
the complexification V e c (Ift:.!,,)e should have complex dimension:::: 1. 
Suppose firstly that dillle VC = 1, i.e. V e is a complex analytic curve with definite 
asymptotic direction and having a se(luence of real points tending to the origin. 
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\Ve can represent V e in the form of P uiseux expansion, i.e. the expansion of 

Y2,Y:J,. in powers of y:I" (see 2.25(b)). Thus, putting Yl = t", we get y = 
(t", Lj a2,jt), ... 'Lj a2n,jtJ), t E (c, 0). V e contains infinitely many real points; 
we can assume that these points correspond to real parameters t. \Ve claim that 
all the coefficients ai,j are real. Indeed, if some 1m aj ,) =I 0 with smallest j, then 
ImYi = Imai,jtl(l + ... ) =I (] for small t > O. This means that V is a real 1-
dimensional analytic curve. 
Suppose now that d = dime V e > 1. \Ve claim that: 

Then~ exists a (real) algebraic subset V) c V with dime VIC < d and containing 
points arbitrarily close to O. 

Indeed, let 91, ... ,91. be the generators of the ideal I ( V) of polynomials vanishing 
on V. Let Sing V = (rank(dgJ, ... , dgk ) < d} be the set of singular points of V. 
It is a proper algebraic subset of V. If the point 0 is not isolated in Sing V, then 
we put VI = Sing V. A~sume then the opposite. 
Consider the function II. = lyI2 

. \Ve know that rank(dg ), ... , dg,J = d. nut it turns 
out that rallk(d9 ], ... ,d9~. , dg) = d + 1 for y =I (] and close to (]. 
Indeed, the complexification of It on VC'....O is constant on each component of its 
critical set and hence hlv,-o has finitely many critical values. 
T hus the varieties V n Sf! (p > 0 and small) are smooth; infinitely many of them 
are nonempty. Consider the functions 'Pi = Yilv ns", V n Sp =I 0. Each 'Pi has a 
maximum in the domain Yi > (], i.e. a critical point. T herefore the sets IVi = {y E 
V :rank(dg l , ... , dgk,dly FZ, dYi) ::::: d + I} are nonempty. 
If all Wi = V, then this \\'ould mean that all the differentials dy; belong to the 
space generated by dgj , dlyI2 which has the dimension d + 1 < 2n. T hus some 
W ; =I V and we put VI = Wi . 
Repeating this we find a variety V C V with dim VC = 1 and containing points 
arbitrarily close to O. 
r-.-rore details are in .r-.-rilnor's book IMi121. 0 

Remark. Note also that the assumption (of Lemma 4.2) that the function f is a 
polynomial can be weakened. We can assume that f is analytic. Then one would 
deal with local real analytic varieties. In the same way one proves that an analytic 
variety in JR'" ha.'l only finitely many local components and that any two points on 
such a component can be joined by a curve which consists of finitely many smooth 
analytic pieces. (Here by an analytic subset of JR'" we mean such a subset that 
near any point Y E Rm is given as a common zero of a system of functions analytic 
near y). 

4.3. Corollary. 

(a) If, in the assumptions of the previous lemma, we fix the small sphere Sr and 
slightly perturb the function f to j, then also j-I(Z) is transversal to Sf! fO I> 

small Izi ::::: ~, ~ = ~(p). In particular, Ihe sets j-I (z) n B p , z not critical, arc 
locgular IIwnifolds with smooth boundary. 
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(b) The independence of d/I,d/2,dh implies that the sets (BI'''-U = OJ) n 
{argf = O}, 0 E [0,211") are '"C9ular manifolds. 

4.4. R emark. Repeating the proof of Lemma 4.2 one obtains the following result: 

The function 81' n U i- O,argf = O} 3 x --> If(x)1 docs not have critical points 
fo r p and If I small enough and 0 E [0,211"]. 

Indeed, the proof of this statement leads to the real algebraic variety 
(rank(dargf,dlf l,dh) = 2} and to showing that 0 is its isolated point. 

4.5. Definition of the Milnor bundle. There are two definitions of the lvlilnor bun­
dle: one a.<; in the second volume of the book of V. I. Arnold, A. N. Varchenko and 
S. fit Gusein-Zade [AVG [ and the original by Milnor as in his book [MiI2 1. Firstly 
we present the Arnold- Varchenko- Gusein-Zade definition. 
Let f be a.<; above, Dc = {Iz l <!O} and B = BI' = {Ixl ::::: p} with p a.<; in the thesis 
of Lemma 4.2. Denote 

S ~ D,\O, V ~ Bnr'(S). 

T he map 

v .!...s (1.1) 

is called the Milnor fibration a.<;sociated with the function f. Its fiber over z E 8 is 
denoted by Vz. By Corollary 4.3(a) Vz is a regular (2n - 2). dimensionalmanifold 
with regular boundary. 
Milnor's definition is the following. Take a small sphere Sp c en and let [{ = 
51' n f- l(O). If p is small, then J( is a smooth manifold (see Lemma 4.2). Take a 
tubular neighborhood T of J( in Sp: T = {x E 81': If(x) 1 < f:d, 101 « L The 
map 

(1.2) 

defines a fibration, also called the Milnor fibration . By Corollary 4.3(b) t he fibers 
are regular manifolds with boundary. 
\\le shall distinguish the above two fibrations by their numbering, (1.1) or (1.2). 
\\le shall work mostly with the fiber bundle (1. 1). 

4.6. Proposition. The maps (1.1) and (1.2) really deJine Jibel· bundles. Moreover, 
they OI"C equivalent in the followillg sense . FOI· any Jibe,· Vz of the bundle (l.1) tJWI"C 
is a diffeom01phism tmnsfonning it to the Jibe ,· 4>-1(0), 0 = argz of the bundle 
(1.2). In othe,· words, the bundle (1.1) restricted to some small circle {Iz l = !O} C 8 
is isomol7Jhic to the bundle (1.2). 

Proof. We shall prove the local triviality only for the fibration (1. 1). By Corollary 
4.:J(a) the fibers Vz and Vz' are homeomorphic for z' close to z. (In the proof of local 
triviality of the bundle (1.2) one uses Corollary 4.3(b)). HOKever, this observation 
does not provide a proof because it says nothing about this homeomorphism. The 
precise proof goes through phase flows of vector fields. 
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Let us fix a point z E S and let the points z' belong to a small neighborhood U 
of z (in S). \Ve move from the point z to the points z' along trajectories of the 
vector field Cio . fJ /fJz = cosn· fJ / fJz, + sin n · fJ / fJ z2. Here we identify Tz'C wit h 
Cz , +iz, and with R;, ,z, and we treat its elements either as complex numbers or 
as vectors. The angle ' n = arg(z' - z) . Thus z' = g!,,, {)/{)z' t = Iz' - zl (the flow 

map after the time t ). 
We construct a vector field tJ = v(x) in I- I (U ) C V such that 11" . '/J = fJ I {)z. !\'Iore 
precisely, identifying T", V with C", we represent v(x) as a collection of complex 
numbers, v(x) = (VI (x), ... ,v,,(x)) E cn. Then eiov(x) is also a vector from C", 
representing a real vector field in R 2n . 

T he homeomorphism 9 : U x Vz --> f- I (U) is defined as 

T he field v(x) should satisfy also another condit ion: it should be tangent to the 
boundary of V , i.e. to the sphere Sp. So, we have the conditions j = 1, it = 0 
(where h(x) = x· x, x · Y = L Xi Yi) , i.e. 

v(x) · 'V f (x) " 1. R.e(v(x) · x) = O. 

T he second condition is essential only for n :::: 2. 
Locally, near a given point Xn E Vz, it is easy to construct v(x) . We can assume that 
f = UI is a first coordinate from a local holomorphic coordinate system 11], ... , lI" . 

\Ve have v(u) = (1, V2(U), ... , vn(u)) and i, = (fJh / fJu ) · v(lt) + (fJft / fJu ) · V(11) = 0 
is an additional condition for v. Because dh is independent of JUl and n:::: 2 , one 
can always find V2, . .. , Vn sat isfying it. 
Next we take a covering {W{J} of the set I- I(U) such that in each W,1 one has a 
vector field v(3 satisfying the required properties. Take a partition of unity {¢l(3 } 
associated with this covering. T hen the vector field v(x) = L 4>(3(X)V(3(x) is good. 
T he reader can not ice that the field v(x) is not holomorphic ; (i.e. not of the form 
L Vi(X)fJ/ fJ"" wit h holomorphic components Vi(X)) . Generally the fo, 'lilnor bundle 
is not holomorphic. It is only a C OO_bundle. 

Now we give the idea why the fibers of the bundles (1.1 ) and (1.2) are diffeomor­
phic. Note that they have the same (real) dimensions: Vz has complex dimension 
n - 1 and <1>- 1(0) is a hypersurface in a (2n - I )-dimensional sphere. Assume that 
z = ci O. 

Here also we use vector fields. We construct a (real) vector field w(x ) satisfying 
the properties 

w(x) · 'Vlnf(x) > 0, Re(w( x ) · x) > O. 

If x ( t ) is an integral curve of w, i.e. :i;( t ) = w(x( t )), and 0 = arg f (x) = Im In f ( x), 

then -!1t(ln II I) + iO = -!A[ln J] = w ·\7ln ! > 0, i.e. 

0 = 0 , 
d 
dt In If I > 0 
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and 
d 
dt (lxl') = 2 . R£(x . x) > O. 

T his means that the phase curve x(t) lies in one fiber <1>-1(0) of the map x ~ 
f(x)/If(x)1 and it eventually achieves the sphere Sr. In this way we define a 
diffeomorphism between [-I(Z) n Bp and Sf! n {argf = 0, If I ~ Izl} = <1> -1(0 ) n 

(Ii i ~ I,ll 
T he vector field w(x) is constructed in an analogous way a.<; the vector field v(x) 
above. F irstly we construct it locally and then we use some partition of unity to 
glue together these local fields to a global field in Bp" {J = OJ. 
It remains to show that the manifolds with boundary <1> -1(0) n {If I ~ Izl } and 
<1> -1(0) are diffeomorphic in the sphere Sf'; (recall that in <1,-1(0) we have If(x}1 :::: 
ll. This is also done using vector fields. Because the vector field 9(1111/ 118,, ) is 
regular in 1>-1 (0) (see Remark 4.4) we can use it in construction of the needed 
diffeomorphism. 0 

Remark. T he above proof of the local triviality of the !I'!ilnor fibration works in 
the more general case. If I : E --> B is a smooth map between real and smooth 
manifolds, such that the rank of D I is constant, then it defines a locally trivial 
fibration. This result belongs to C. Ehresmann IEhrl. 
Let J be a r-,-Iorse perturbation of I. Let Xl, ... , XI" /t = /.t(f ), be its set of cri tical 
points and let Zl , ... , ZI' denote the corresponding critical values. 

Denote S = D, \ {ZI, ... ,ZI'} and V = B nj-l(S). T he map 

is also called the Milnor fibration associated with the perturbation j. The fibers 
are denoted by Vz . It is also a locally trivial fibration (of class Coo but not analytic). 
( In t his section we shall denote by x the arguments of functions and by Z their 
values. ) 

4.7. Definition (Vanishing cycles). Let, as before, I be a germ of a function with 
isolated critical point, J be its Morse perturbation and XI. . .. , XI" /t = f..t(f ) be its 
set of critical points with critical values Zl, ... , zp . 
Choose Zo i= ZJ, ... , ZI' and join it with the critical values Zi by means of certain 
non-intersecting paths fli : Z = lti(t), lti(O) = Zi, lti(l) = Zo (see F igure 1). 
~re want to calculate the homology groups of the space Vzn = l-l(ZO) n B. If 
L is a ,small perturbation of I, then this space is homeomorphic to the space 
Vzo = l-l(ZO) n B (one is a small deformation of the other). 
In a neighborhood of any critical point Xi we can express the perturbed function 
in the form 

- " , I = Zi + L Yj. 

From Chapter I we know that some (n - I )-dimensional cycle vanishes there . In 
particular, we get a I-parameter family llj(t) of cycles in V",(I) defined a.<; follows. 
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Figure 1 

If t is close to O. then 

<1j (t) = Vllj(t) - Zj ' 5 n
-

1 

where 5,,-1 = {'LY] = L lmYj = OJ. \Ve see that <1 j(O) = {xo}. 
Using Lemma 3.31 we prolong t he local homotopy (R+.O) x 5,,-1 -+ V. {t} X 
5,,-1 -+ <1 j(t) to a map Dj [0.1] x 5,,-1 -+ V, Dj( {t} x 5,,-1) = fl. j(t) . We 

denote by <1j the cycle <1j (I). It lies in Vzo' 
T he system <1 1 , ... • fl.,. is called the distinguished system of vanishing cycles. 

4.8. T he Milnor theorem. The distingu~hed rystem of vanishing cycles genemtes 
a basis of the n~duced homology group H n_dVzo'Z) . The other groups an~ zero. 

Proof. The next lemma will be proved later. 

Lemma. The space X = f- I (D<) n B is contractible. 

Let, a<; before, j be a small fI'lorse perturbation of f. Let X = j-I (D<) n B; it is 
diffeomorphic to the space X (because it ha<; the "same" boundary). 
Let ZI, ... ,ZI' be the critical values and al, ... , all be the paths joining the ba~e 
point Zo with Zi . Denote 

A is a deformation retract of D<. Let 

which is a deformation retract of X and ha<; trivial homotopy type. 
\Ve delete from A the critical values, A' = A",,{ zJ, ... , z,.}, and we delete from Y 
the critical fibers, Y' = ~ U Vz , . T he fibration yl -+ A' is trivial, yl <=:::: Vzo x A'. 
T hus yl has the homotopy type of Vzo. 

T he space Y is homotopically e(luivalent to the space obtained frolll Vzo by filling 
the vanishing cycles fl. ; by balls I<i. Indeed, by P roposition 1.8 (in C1I!pter 1) the 
part of Y near the critical point XI can be continuously deformed to Vu \ (to) U D", 
where the point ltl(tO) E al is close to XI . T his deformation can be prolonged to 
the remaining part of Y above the arc a'i = [XI, 111 (to)] C al with its image in 
Vudto) ' \Ve do the same above the analogous arcs a : Ilear Xi . \Ve obtain that Y 
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is deformed to its part above A"Un: and to It balls D" glued along Ll.;(to). Of 
course, the latter can be squeezed to the fiber above Zo and to the inserted balls 
which we denote by /(J, ... , [(I" 

T he homotopy equivalence map, from the disjoint union Vzo U Ui J(i to Y, is 
identity all the first component. If we represent each /(i as UtE {O, l] t· sn-l, then 
the point t· a is sent to the point Dj(t,a) (under the identification of the cycles 
.L1j (t) with D({t} X 5,,-1, see Definition 4.7}. 
Let us calculate the homology groups of Y'::::: Vzo ' \Ve use the long exact S€(luence 
of homology groups of the pair (Y, V'). \Ve have 

where the tildes denote the reduced homology groups. Here iij(Y ) = (] (as Y is 

homotopically trivial). T herefore ih(y') <=:::: Ih+dY, Y'). nut the pair (Y, Y') is 
homotopically equivalent to the union of pairs (1(i,O ](i) <=:::: (D ",8Dn) . \Ve know 
that Ih.+d ](i , fJl<;) = 0 if k ",11.- 1 and Z for k = n - 1. 

l'lence, ih(Y') = 0 if k i: n - 1 and = Zil for k = n - 1. T he generators of 
ij"_I(Y') arise from the images of the relative cycles (1<;, 8 i ) under the "bound­
ary" homomorphism, i.e. from the cycles 8 i . 0 

Pmoj oj the lemma. T he set Vo = j- I (0) n Bp is contractible, because it is trans­
versal to the spheres Sr. For example, we can use the vector field - 'V(lxl"l lf =o) , 
T he disc D, is contractible to O. T herefore t he proof will be finished, if we construct 
a prolongation of t he latter contraction to a contraction X --> Vi). I3ecause the map 
X --+ D, is not a fibration we cannot use directly Lemma 3.:H. \Ve must work a 
little more. 
Take two sequences p > 1"1 > ... > 0, (0 = ( > (I > . > 0 such that the level 
surfaces f = z are transversal to the spheres Sri for Izl < (i. \Ve restrict f to B ­
B r , : above D" they define fibrations Ei --+ D". I3ecause the ba.<;es are contractible 
these bundles are trivial. \Ve can assume that the trivializations are compatible, 
i.e. the maps E; --+ D" X (Vi) n (B'-."Br.)) and EHI --> D,,+, X (Vi) n (B \ Br,+,)) 
are equal at E; n E i + 1 above D,,+, . 
T he retraction X --> Vi) is constructed a.<; follows. Let pdt) be the deformation 
retraction of D, to D" (along the rays). \Ve lift it to a deformation retraction 
Ih(t) of X = f- I (D,) to f-I(D,,) in such a way that it coincides with pdt) x -id 
in the fiber space E I . Next, we lift the deformation ret raction of D" to D,z to a 
deformation retraction of f- I (D, , ) to f- I (D,z) (naturally in E2)' We repeat this 
infinitely many times. Every point from X'-." Vi) either eventually falls into one of 
the bundles E;, where the retraction is well defined, or it tends to O. 
\Ve compose all these retractions to one deformation retraction of X to Vi). 0 

4.9. Remarks. (a) The rea.<;on to use the reduced homologies is simple. If f(x) = 
X/·+I, then the multiplicity is /1, and the sets Vz = {Xi = (ixo : -i = O. 1 .... , J1,}, ( = 
e"l1ri/(p+ I), z = X::+I i: 0 consist of /L + 1 elements. T he reduced homology group 
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iio(Vz ) is identified with '"if = {(mo, ... , mil Lmi = O} C 1/,+1. The reduced 

cohomology group jj°(Vz) is identified with the quotient group 1/,+1/(1, ... , I)Z. 

(b) If one worked more on the above prooL then one would obtain the homotopy 
equivalence of the non-singular level surface \lz" with the bucket sn-I V ... V sn-I 

of /1 spheres (joined together at their base points). It is the original result of fo,-!ilnor. 
In IMiI2] Milnor proves this homotopy equivalence using the Hurewicz theorem 
(to get an isomorphism of H,,_I(Vz) with t he homotopy group Jl"n_I(Vz) for n:::: 
2)) and a \\lhitehead theorem (to show that the map sn-I V ... V sn-I -+ Vz 
induced by the isomorphism of the homotopy and homology groups is a homotopy 
equivalence). 

c , v. 
o 

v, 

Figure 2 

§2 Picard-Lefschetz Formula 

T he Picard- Lefschetz formula describes the change in homologies of the level sur­
face of a holomorphic function induced by variation of the value of the function 
around some of its critical values. Firstly we present this change in two examples 
(of a Morse critical point and of a family of elliptic curves). 

4.10. Example. Let f(z,w) = z2 + W2, z,w E C 2 . Let VA = (f(z,w) = >.} denote 
t he level surfaces of the fUllction f. VA is the Riemann surface of the function 
w = ~ (see Figure 2). 
Let >'(t) = e27rit a, 0 ::::: t < 1, n > O. \\le want to see what happens with the 
surfaces VA (t) in the process of deformation. They are presented in Figure 3. The 
ramification points rotate with velocity two times smaller than the velocity of 
rotation of >.. 
\\le construct a family of diffeomorphisms r t : VA(O) -+ VA (t). Let x(r) be a bump 
function such that x(r) = 1 for (]::::: 1"::::: 2ja and x(r) = 0 for 1" > 3ja. \\le put 

z(t) = c"itx(lzl)z. 

It is the action of the family of diffeomorphisms on the z-variable. T he w-variable 
changes continuously and accordingly to the formula 

w(t) = ± J>.(t) Z2(t) . 



66 C1Japter 4. Topology and !vJonodromy of Functions 

(1c) 

B0J 5J8 
Figure ::\ 

\Ve put r t : (z, w) ---+ (z(t), w(t)) . We see that if z , w are small , t hen (z, w)(t) = 
e1r it (z, w)(O) and if they are large, then (z, w)(t) = const . 
T he map h = r 1 is a diffeomorphism of Va (called the monodl"Omy diffeomo,·­
phism) ; it induces some maps in the homology groups. 
\Ve have here two homology groups to deal with: the usual homologies lh (V" , 1.) 
::::: Z and the homology group with closed support ll e(Va,Z)::::: Z. T he generator 
of the first group is the (compact) cycle <1 and the generator of the second group 
is the infinite cycle 'V a.<; in F igure 4. ·We can assume t hat their index of intersec­
tion ( \7 , <1) = 1. The cycle \7 can be also treated as a relative cycle in the pair 
(V 0, {oo}), where Va is the closure of Va in CP2. 

" V C 

Figure 4 

v 

T he deformations of these cycles under t he family of diffeomorphisms r t are pre­
sented in Figure 5. \Ve see that h.<1 = <1 and 

h.\7 - \7 = - <1. 

Generally, if J is a relative cycle (or a cycle with closed support), then the quantity 

vuro = !t . o - 0 

is called the variation of the ,·dative cycle o. T he values of the operator Var lie 
in the group of absolute cycles. 
T he PicanJ- Lefschetz fonnliia states here t hat 

va1·o = (<1 ,0)<1. 
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Figure 5 

T he formula h. o = 0 + (.6.,0).6. holds also for absolute cycles, e.g . for .6. (because 
(.6. , .6.) = O. Namely, in this way the formula for variation of cycles wa.<; introduced 
in the books of E. P icard and G. Simart IPiSil and of S. Lefschetz ILerl. 

4.11. Example. Let [ (z , w) = y2 + x;\ - x, V; = U = t }. Here Vt is the Rie­
mann surface of the function y = Jt + x X;l. It has (generally) three branching 
points XI, X2, X;\ . Figure 6 shows that this R iemanll surface is diffeomorphic to 
a 2-dimensional torus deprived of one point: (to see this one has to squeeze the 
boundary circle to a point ). 
T he first homology group of V; is generated by two (absolute) cycles: .6. 1 (surround­
ing X I and X2) and .6.2 (surrounding X2 and X:\ as in F igure 6) . T hey represent 
the two basic cycles in the punctured torus and we have (..6. 1 , .6.2 ) = 1. T he cycles 
.6. 1,2 are vanishing cycles. They disappear for those values of t at which two of 
the branching points Xi coalesce. In order t o find them, we solve t he system of 
equations 

P (X) = t + x _ x 3 = 0, P' (x) = 1 _ 3x2 = 0 , 

which gives 

Figure (j 

Fix some noncritical value to. \Ve look at the behavior of the cycles .6.; C Vt as 
l varies along two loops starting at to and surrounding one of the cr itical values 
l j . A" a result we obtain two monodromy maps in lJd V; o) which generate the 
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monodmmy group, a subgroup in A ut fiJ(Vto) . The mOllodromy group is the image 
of the representation of the fundamental group 'IT 1 (C"-{t I, t2}) in Atlt H I (Vio). 
T he action of the llIollodromy llIap corresponding to the loop around t] is presented 
in Figure 7. Here the cycle <11 is vanishing and it behaves like the cycle .6. from 
the previous example. T he cycle .6.2 should be treated a.<; a relative cycle (in a 
neighborhood of xd and behaves like the 'Y. \Ve get 

.6.) --+ .6. 1, 

.6.2 --+ .6.2 + '/Jar .6.2 = .6.2 + (.6.), .6.2 ).6. 1 = .6.2 + .6. 1 . 

T he mOllodromy corresponding to the loop around the point t2 is 

L1 J + (.6.:z, L1 d L12 = .6.) - .6.2 , ",. 
T hus, the mOllodromy group is generated by the two matrices 

(~:) , ( 1 
- 1 

(] ) 1 . 

4.12. R emark (The choice of orientation). As we know the intersection index de­
pends on the choice of orientation of the manifold. In the monodromy theory of 
vanishing cycles we shall fix the following orientation of C": 

If XI, X2, ... , Xn, Xj = Uj + ,;=lVj, arc the coordinates in Ct!, then the canonical 
O1ientation is givcn by thc ordc1· of cool"(lillates 

UI, til, U2, V2, . .. , U", V n . 

In applications of Morse's Lemma (see Chapter 1) we proved the following prop­
erty: 

, '} TS"-' {XI + ··· + X,, = Z::::: , 

where the sphere is identified with the set sn- I = { VI = ... = ·V" = OJ. However 
the natural orientation of Tsn-I is given by 

HI, ... , Un_I, ·VI,··· , lin_ I. (2.1 ) 

T he canonical orientation differs from the orientation (2.1 ) by the factor 

(- 1 )(n-Ij(n-2l /2 

(because we need (11. - 1) + (n - 2) + ... + 1 transpositions). 

4.13. Definition (Monodromy operator in the general case). Let f (en, 0) ...... 
(e,O) be a germ of finite multiplicity and let J be its ~dorse perturbation with the 
critical points XI. . .. , XI' and the critical values Z I , ... , z/'" As before, we choose t he 
ball B = Bp c en with boundary Sp and small disc D < C C with the distinguished 

(noncritical) point Zo o Let 5 = D < - {ZI, ... , zl'} and V = B n 1-1(5). 
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t, 

Figure 7 

T he map 
f: V _ S 

defines a locally trivial fibration with fibers Vz . Its restriction to the boundary 
sp n v prolongs itseifto a fibration over the disc D, with fibers avz = j-l(z)nSp 
(see Lemma 4.2). T hus the latter (boundary) fibration is trivial (since t he ba.<;e is 

contractible) and Sp n V is diffeomorphic to the Cartesian product 8V~n x D •. 
Let ")' = ")'(l), l E [0,1) be a loop in 5 with base point at zo, ,(0) = ")'(1) = Zo . 
Using the prolongation of homotopy (Lemma 3.31), we can construct a I-parameter 
family of maps (diffeomorphisms) 

such that: 

1) ro = id; 

2) r t(Vzo) C Vr(t); 

3) rtlDV•
o 

is compatible with the structure of Cartesian product, i.e. r t(zo,x) = 

(")'(t),x) E D, x avzo . 

T he diffeomorphism 

hr = r 1 

is called the mOllodromy diffeomorphism induced by the loop")' and the homo-
morphism II"'{ . if. (Vzo ) ____ if.(Vzo ) is called the mOllodromy operator induced 

by the loop , . The operator of relative mOllodromy , denoted by 1I~2, acts on the 

group 11. (Vzo' OVzo) and is also induced by liT (Note t hat 1I"'{I"v- = id.) 
(> '0 

T he variation operator induced by the loop " 

vaT"'{: 11. (Vzo ,(JVzo ) ---- if.(Fzo ), 

is defined a.<; 
(, ) .6. ____ 1t"'{ • .6. - .6.. 

T he monodromy group a.<;sociated with the singularity f is the image of the fun­
damental group 11"} (5) in A tll if. (V~o) for any r-.-rorse perturbation j. 
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T he operator of classical monodromy (or the Picard- Lefschetz transformation ) '!..* 
of the singularity f is the monodromy operator h"/o ' induced by the loop 'Yo in S , 
which surrounds once and counterclockwise all the critical values Zi _ Equivalently, 
the P icard- Lefschetz transformation of f is defined a'l the operator in ii. (Vzo ) 

(homologies of the level of the unperturbed function ), induced by the loop in 
(D < \ 0, zo) around z = O. 

4.14. Remarks. 1. Let 'i . : ii (Vzo ) ____ H. (Vzo,(JVzo ) be the natural map induced by 
the inclusion. T hen we have 

11." = I +Va1'''1 oi . , 

I 
(,) 

/'1' • = J + 'i . 0 var"/ " 

2. If 1'1,2 are two loops , then 11." -12' = It'lt .h,o ' and the analogous formula holds 
in the relative ca'le. 

3. var 7 1 -"t, = val',. + val'n + tlar -rz . -i • . VOI"-r • . 

4.15. Lemma. If a, b at"'e two relative cycles (with empty intet'seetion at the b01L11d­
ary aVzo), then 

(h-r .a,h-r . b) = (a, b), 
(var-ra,var-rb) + (a,var-rb) + (var-ra,b) = 0, 

whet"C (.,. ) is the intersection index. 

Proof. The diffeomorphisms r t preserve the orientation (because they are isotopic 
with the identity) . Sol. if the cycles a, b are such that they have empty intersections 

at the boundary of Vzo , then this holds along the deformation rt and we have 
(rtoa,rtob) = (a, b). From this also the second formula follows. 0 

4.16. Definition. Let Cl:i be paths connecting Zo with the critical values Zi and let 
.6. , E H.(Vzo ) be the cycles vanishing at Z = Zi along O:i . The simple loop Ti 

associated with 0:, is the loop a<; in Figure 8. The operator hi = itT; ' is called the 
Picard- Lefschetz trans formation corresponding to the cycle .6. i . 

Figure 8 

In order to describe the Picard- Lefschetz operator we consider the situation near a 
non-degenerate critical point. Assume then that j - Z; = yi+ ... +y;;, Yj = ltj +ivj . 
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Take a simple loop (from Definition 4.16 ) in the form 

T : t --> z = eh it
, t E [O , I]. 

T he fiber Vz is of the form {LY; = z, L !Yi!2 ::::; 4} with the cycle .6. = 
{( 11 J, 1il, ... ,11", ·v,,) : 'VI = ... = v" = O}. 

4.17. Lemma. We have 

0, 1t e1ien , 
2, 1t :: 1 (mod 4), 

- 2, 1t :: - 1 (mod 4). 

Proof. 13y Remark 4.12 and 1.17, this intersection index e!luals 
X( 5 ,, -1 ) . (- 1 )(n- l)(n-2}/2 . o 
Recall t hat fin_ I( VI) is generated by .6. = {(l1l ,VI, ... ,U",v,,) VI = = 
v" = O} (with the orientat ion given by the ordered system 1t2, ... , 11,,) and, by the 
Poincare duality, the group Hn_ I( Vz,aVz ) = Z and is generated by t he relat ive 
cycle 

'V = { lt2 = ... = lI" = 0, VI = 0, 11 1 = VI + 1!~ + ... +v; }. 
\Ve choose the orientation of 'V in such a way that (\7 , .6. ) = 1. 

4.18. The Picard- Lefschetz theorem. In the Morse situation we have the fo r71lula 

'varT'V = (_ I ),,(n+1)/2.6.. (2.2) 

In the geneml situation, f Ol- any ,-e/ative eycle a Ule have 

(- 1 ),,(n+I}/2 (a, .6. i ).6. i , 

a + (_ I ),,(n+ I}/2(a, .6. i )i • .6. i , 

alld for any absolu te eycle b we have 

Proof. It is enough to prove the Picard- Lefschetz formula (2.2). 
Qne way to show it is to construct the family of diffeomorphisms r t, appearing in 
the definition of the monodromy operators. Unfortunately, this construction is very 
technical and rather difficult. Following IAVG I, we will avoid these technicalities by 
a proper use of the properties of the intersection index and of the linking number 
in ~diinor's version of the fo, 'liinor bundle (see (1.2) and P roposition 4.6). 

The case with odd n. 
Take the following lift to the fibration V --+ 5 , i.e. the fibration (1.1 ), of the loop 
T( t ) = c h it : 
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T his homotopy does not satisfy the property 3) from the Definition of r t (Defini­
tion 4. 13): it is not identity at the boundary av. Nevertheless we sh~ll use it. The 

induced operators Ot. act correctly 011 the absolute cohomologies fIn _ 1 and this 
will be sufficient for us. 
\Ve shall use the formula hT* = id + l iar". . i •. \Ve have Odx) = - x and then 
n 1 • .6. = ItT'.6. = (- 1)" .6.. So it is enough to calculate i. ll , i.e. to find the integer 
m in the identity i • .6. = m \!. 
\Ve have (i • .6.,.6.) = (.6., .6. ) = 2( _ 1)(n-l)/2 for odd n . Because (\7 , .6..) = 1 (by the 
definition of the orientation of 9), we get m = 2( _ 1)(,,-1)/2 . 

T he formula for the action of the mOllodromy operator gives the relation 

and hence vaT". \7 = (- 1 )n+ 1)/2 .6.. 

The case with even n. 
Now i . Ll = 0 and the above proof does not work. Here we work with the ~·I ilnor 

fibration (1.2) defined as follows. One takes the sphere Sf' c en and deletes from 
it a tubular neighborhood T of the submanifold f = 0, the fibration projection is 
q,: Sf' "T --+ 51, <I> (x) = f(x)/ lf(x)l . \Ve study the monodromy operator (acting 
in H"_I(<I>-I(I))) induced by t he loop T: t --+ chit in the ba.<;e 51 and by means 
of a family of diffeomorphisms r 1 : ifo- l (l ) --+ ifo - l (e 2;rit) which are identity at the 
boundary 8T. 

4.19. Definition. The bilinear form L: H,,_d<l>-I(I)) x iln _d <l> -I(1)) --+ Z, 

L(a,b) = l(a,r l / 2>b), 

is called the Seifert form. Here 1(·,·) is the linking number of cycles in the sphere 
Sf' (see 3.17). 
By the Alexander duality (T heorem 3.19) the form L is non-degenerate. 

We introduce the following matrices. F ix some basis in il,,_1 (q,- l (1)) . Let: 

L be the matrix of the Seifert form in this basis, 
5 be t he matrix of the intersection form, 
JJ be the matrix of the monodromy operator r 1 " 

ll (r) be the matrix of the relative Illonodromy operator (in fJ. (<1> -1 (1), &<1>- 1 (1))). 

4.20. Lemma. We have the following 1dations: 

(a) L(voI"Ta ,b) = (a,b) (equivalently, L(a,b) = (l!ar;la,b)); 

(b) (a, b) ~ - L(a,b) + (- I )"L(b,a) 1m' 5 ~ - L + (_ I )"LT); 

(c) hT• = (- I )"vaTT(l!ar;I)T (0 '· JJ = (_ I )" L- 1LT); 

(d) h~rl = (_ I )"(var;I)T vaT,.. (or JJ (r) = (_ I )" LTL- 1). 
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Proof. (a) Let a c <1> -1(1) represent a relative cycle, i.e. 80, c 8<1>-1(1). We denote 
here the geometrical cycles and their homology classes by the same letters a, b, . 
\Ve define the map 

I ts image is an n - dimensional cycle with the boundary consisting of: 

and a part in (J<I,- I( I ) C &T. The latter part is negligible, because it has too small 
dimension. Thus we can assume that 8A = varTa. By definition of the linking 
number, we have l(vA,·) = (A, .) . 
Next, if b is some absolute cycle, then the cycle A n r l/2(b) = r l/2(a) n r l/2(b) 
and lies in the fiber <1> - 1(_ 1). We have then 

where the latter intersection is calculated in the sphere. It is clear that it equals 
the following intersection indices (calculated in the fibers <1> - 1 (- 1) and <1> - 1 (1) 
respectively) 

(r 1/ 2 .a, r 1/ 2• b) = (0" b) 

(because A n <l>- I( _ I) = r l/2(a)) . So, (a ) is proved. 

(b) If 0" b E Hn_ 1 (<1>- 1 (1)) then, due to the nOll-degeneracy of the variation op­
erator (see the point (a)), there exist relative cycles o,',b' such that a = vOTTa', 
b = Val"Tb'. 
Then , applying Lemma 4.15 we get 

and it is enough to substitute the relations (voTTa', var Tb' ) = (a, b), (a', var Tb') = 
L (a,b), (-vm·To,l ,b' ) = (o"var;lb) = (_ I )n- 1 L(b,0,) . 
(c) Because (e, d) = (i . e, d) from (b) we get 

and 
h".. = -id + val" · i . = id _ -id + (- I )"vo,1"(vw.- 1

) T . 

(d) is proved in an analogous way. 0 

Proof of the Picard- Lefsehctz fonnlJia fOl· even n . In the case of the function 
xi + ... + x;' we have 

(vw·- 1.6.,.6. ) = L (.6.,.6. ) = 1(.6., r 1/2 • .6. ) = (- 1) fI( A, .8), 
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where.4, B are cells in the disc D 2n with boundaries L1 and r 1j2 (L1 ) respectively 
(see Lemma 3.18) . T he trick relies on the fact that, in order to compute the linking 
number 1(.6., r l/2 • .6.), we do lIot need the homotopy r t fixed at the boundary 
(because the cycles are not relative). So we choose 

As the n-cells we choose 

.4 = {-/! = OJ , B = {11 = o} 

with the orientations HI, ... , Un and VJ, ... , Vn respectively. (Note that r 1j2 is 

multiplication by A and transforms A to jj with orientations preserved .) 
\Ve have (A, 8) = (_ 1)n(n-l)/2, or (var- 1.6.,.6. ) = (_ 1)n(n+ l)/2, which means 

that 

T his completes the proof of the Picard- Lefschetz theorem. o 
Recall that the operator of the classical mOllodromy h . ,.9f the singularity is the 
monodromy operator " -ro " induced by a loop in the ba.<;e S surrounding all crit ical 

values of the perturbation 1. If T; are the simple loops (around critical values Zi) 
and hi = hr , . are the corresponding monodromy operators, then we have 

4.21. Theorem. The mat1"ix lJ of the operat01" h. is detennined by the mat1"ix S of 
the intersection fOl'm and, vice vet'sa, the intersection form is 1L11iqlLcly determined 
by the operator of classical monodromy. 

Proof. The first part of this theorem follows from the P icard- Lefschetz T heorem. 
T he intersection matrix S is symmetric when n is odd and is anti-symmetric when 
n is even. In the first case its diagonal elements are equal to ±2, in the second 
case they are equal to O. 
Let '\7 1, ... , '\71' be the basis in 11. (Vzo , aVzo ) dual to the ba.<;is {.6.;} of vanishing 
cycles: ('\7 i , .6.j ) = dij . Recall that h i : a ____ a+ (_ 1)n(n+1)/2(a, .6.;).6. i . Expressing 

hi as id+var T , • i . and h . a.<; id+varf' i., we obtain 

varf = 

Because var T, '\7 j = ( - 1 )"("+ 1 )/2 L d;j .6. i (d;j - the Kronecker symbol) and VaI'r, . 
i • .6.j = 0 for j > i, we get 

1iarf '" - (_ 1)n(n+l)/2 .6. . + ~ c-- .6. -, - , ~ 'J J ' 

j<i 
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It means that the matrix of the operator var! is upper-triangular, with the same 
nonzero diagonal entries. By Lemma 4.20 (the points (a) and (c)) the Seifert 
matrix L = var"t is also upper-triangular and 11 = (- 1)" L -I L T is a product of 
a lower-triangular matrix and an upper-triangular matrix. \\le shall show that L 
is uniquely defined by 11. 
\\le have established that the lower- and upper-triangular matrices have fixed (and 
the same) diagonal elements. ~·I ultiplying L by some constant, we arrive at the 
following problem: 

Let A and B be two lLPPC I·-triangular matrices with Is on the diagonals and let 
C = A . BT. Are A, B defined lLniquely by C? 

T he answer is yes, because for any other such representation C = A l . B Ke get the 
identity A-I Al = BT (B!)-I between upper- and lower-triangular matrices. 0 

AJ; ~--- - ---o--o 

D, ~- __ ----< 
E,~ 

E,~ 

E,~ 

Figure 9 

4.22. Definition (Dynkin diagr am of a singularity. ) Let f be a singularity. We apply 
to it some special stabilization. We add a sum of squares of new variables, such 
that the number of variables is 

n = 4k + 3. 

The quadratic form of the singularity is the quadratic form defined by the inter­
section form in homologies of a non-singular level surface of the stabilization with 
the number of variables n = 3 (mod 4). 
The Dynkin diagram of the singularity is the graph defined as follows: 

1) Its vertices are in one-ta-one correspondence with elements Il i of the distin­
guished basis of vanishing cycles for the above stabilization. 

2) The i-th and j-th vertices are joined by an edge of multiplicity (Il ;, Il )), if 
(Il ;, Il j) > 0, and by a punctured edge of multiplicity 1(1l ;, Il )) I, if (Il i, Il j) < 
O. 

If the number I (Il ;, & j)1 is small , i.e. = 1, 2 ,3, then one draws as many 
edges as this intersection number says; otherwise one draws only one edge 
and puts a corresponding integer above it. 
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R emark. The OYllkin diagrams are met in mallY other situations; e.g. in classi­
fication of the semi-simple Lie algebras, in cia.<;sification of the Coxeter groups 
(see below). Dynkin diagrams provide a very practical way to encode a symmet­
ric matrix with integer entries. Similar procedures are applied to encode integer 
anti-symmetric matrices. 

4.23. T heorem (Dynkin diagrams of simple s ingularit ies). The Dynkin diagrams of 
simple singularities arc the same as in Figm"c 9. 

4.24. Problem. Show that the quadratic forms of the simple singularities are neg­
atively defined. 

As the next theorem shows the (non-distinguished) unimodal singularities have 
degenerate quadratic forms. Let /1 0 ,J-t+,j.t_ denote the number of 0 eigenvalues, 
the number of positive eigenvalues and the number of negative eigenvalues (respec­
tively) of the intersection form S of the singularity. The parabolic singularities are 
semi-definite and the hyperbolic ones are indefinite. This justifies their names. \\le 
do not prove this theorem. 

Figure 10 

4.25. T heorem. The (non-CXCClJtiollal) unimodal singula1"ities from Thcm'cm 2.39 
have Dynkin diagmms and signature invGI"iants of their intel-section fonrts the 
same as in FigUl"C 10. We have j1() = 2, j1+ = 0 for PI:!, Xi), JIO and j1() = J.t.+ = 0 

for T"qr ' 

Proof of TheOf"Cm 4.23. Because simple singularities are defined by functions de­
pending on only two variables, we begin the proof with an analysis of real functions 
on the plane. 
Assume that f: (C2 ,O) -+ (e,O) is a germ of a real analytic function. It means 
that 

f l., '11<',0) - IHI,O). 
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Very often it occurs that there exists a deformation f which is: 

(i) reaL 

(ii) has only real lvIorse critical points (local minima, local maxima and saddle 
points with real critical values) and 

(iii) (iii) the critical values at the saddle points are all equal to 0 (see F igure 11). 

I 
-- -

Figure 11 

Let l = j-l (O)nIR2. I t is a curve with self-intersections. V-lit h the above real picture 
we a<;sociate certain cycles in the (complex) non-singular level surface of 1. \Vith 
the minima we associate the cycles .6.; which vanish at t hese points; with the 
saddle points we a<;sociate the cycles .6.1 and with the maxima we a<;sociate cycles 

.6.t. If {j = z}, z > 0, then.6.t are ovals, i.e. components of {J = z } , surrounding 
corresponding points of iocalmaximum. The curve I divides the neighborhood of 
the origin into domains (ba~ins) containing exactly one minimum or maximum 
and an outer domain. 

Introduce following numbers: 

llo,_(j, i) is the number of times of appearance of the vertex corresponding to.6.1 

in the boundary of the ba~in corresponding to .6. ;; 
H+,o(k, j) is the analogous number associated with the basin of .6.t: 
H+ ,_(k, i) is the number of smooth pieces of the curve l separating the basins 
corresponding to the cycles .6.t and .6.;. 

4.26. Theorem. 

(a) The intel'section fonn of the function f(x, y) is anti-symmetric alld defined 
by the fonnulas 

(.6.:r., .6.~) ~ 0, # ~ O±, 

(,,0 "c) ~ no,_ (j, i), " , 
(.6.t,.6.1) ~ n+,o(k,j), 

I"" ",) ~ n+._(k, i). 
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(b) The intc1"Scction form of the junction f(x, y) + t 2 is a symmetric f01711 given 
by the f01'7nulas 

I, 

l, 

I"~ , ,,~ ) 
1,,0 ,,-) " , (.6.+ .6,0) )" -i I",,",) 

l 
c,' , 

I. 

I, 

I, 

~ 

~ 

~ 

~ 

Figure 12 

- 26""" 
no._U,i), 
n+.o(k,j), 
- 1£+,_ (k, i). 

Proof. (a) Because the cycles fl tt" fl 'ft are separated in the R iemanll surface j = z, 
then they have zero intersection index. 
\\Then the value z approaches the critical value 0 from below, then the cycle f:li 
(real oval) approaches the boundary of its basin. Near the vertex corresponding to 
fly, the cycle llj intersects the cycle fly which vanishes at that saddle (see F igure 
12). In this way we obtain t he next two intersection indices. 
If the basins corresponding to the cycles llj and i::J.t have a common piece I of the 
curve I, then these cycles intersect each other along t his piece at the (singular) level 
surface {j = z}, z = O. As.<;ume that this piece ends at saddle points corresponding 
to cycles D.1 and D.;~ with separatrices I , II, h, l:J and 1,14' I5, 16 respectively (see 
Figure 12). 
\Ve perturb them at a near level surface, e.g. for z < O. T he cycle D.i is real (it 
passes near II, 1,[6). The interesting (for us) part of the cycle D.t consists of: two 
real pieces close to 13,14' half of the cycle D.1, half of the cycle D.;:" and a piece of 

D.i close to I . T he half-cycles of D.Z and D.;~ are taken simultaneolL<;ly: if f = XY 
near such a point, then for z = Eeitl we take x = y = ,jEeitl / 2 . Now from Figure 12, 
it is clear that our cycles intersect themselves in an unavoidable way. \Ve cannot 
destroy this intersection by a perturbation. 
From this the fourth formula follows. 



§2. PicaJ·d-Lefsdletz FonnuJa 79 

(b) The proof of this point relies on investigation of what happens with t he van­
ishing cycles, when one adds a square to a function. 
Let <11 (z), ... , <1 /, (z) be the distinguished system of vanishing cycles at the level 
surface {J(x,y) = z} C (:2. \Ve associate with them the following system of 
vanishing cycles at the surface {J(x,y) + t 2 = z} C (:2 x (: 1: 

In other words, the cycles <1j are suspensions of the cycles <1j; one adds to <1j 
two half-spheres . 
If we choose appropriately the or ientations of the new cycles, then we get t he 
properties: (<1 j , <1j) = - 2 (it is automatic) and 

T his completes the proof of Theorem 4.26. 

Figure 13 

We apply the latter theorem to the simple singularities . 
A~ .. \Ve choose the deformation 

o 

and from Figure 13 we obtain the intersection form and the Dyn kin diagram of 
t his singularity. 

D~ .. T he deformation x2y + yk-l -+ y(x2 + (y - yd . .. (y - y~.-2)) gives the answer. 

Figure 14 
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, , , 

Figure 15 

, , , , 

E 6 . \Ve choose the deformation ill the general form 

, , 

, , 

where the parameters .\, II, V should be chosen in such a way that the polynomials 
x 3 _ AX and y4 - py + v have the same absolute values of the critical values. (T his 
ensures that the saddle points are at the zero level.) It is not difficult to do it; one 
can choose the Chebyshev polynomials Ti(t ) = cos(iarccost) and normalize them 
suitably. \\le act similarly in the ca.<;e E s below. 
T he situation is presented at F igure 15, where the Dynkin diagram differs from 
the one from T heorem 4.23. 

E 7: x(x2 + V:!) --+ (x - >.)(x2 + (y - yIl(y - Y2)(Y - Y - 3)). 

E s : x:1 + y5 ---+ x 3 _ AX + y5 _ ItV :1 + J/V. 

Because the Dynkin diagrams for the E k singularities do not agree with those from 
T heorem 4.23, some additional arguments are needed. These arguments rely on 
deformations of the curve I, representing the o-level curve of the real deformation 
of the singularity. 
T here are two kinds of typical bifurcations, occurring in generic one-parameter 
families of planar imbedded curves (with possible self-intersections) . They are 
presented in Figure 17. 

Figure 16 

Figure 17 
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\\le use only deformations containing bifurcations of the second type (i.e. pas.<;ing 
through triple self-intersection). \Ve call them the IJ1"O/Jel· deformations. 

4.27. Proposition. Any p'·O/Jel· defonnations of the curve I can be ,·ealized 111 a 
cel·tain l"Cal defo17llation of the singularity. Its influence on the topology of the 
complex level slLrface l"Clies on some change of the distinguished ba.sis of vanishing 
cycles. 

Figure 18 

Pmoj. Because the space of all possible unfoldings of f is infinite dimensionaL the 
first point of this proposition is rather obvious. 
To see the change in the topology of level surfaces, we must omit the (real) bifur­
cating point by passing to the complex domain. \Ve look at what happens with 
the critical values Zi and with the paths a; (which join Z; with zo) near the bifur­
cation. The situation is presented in Figure 18, where we get new, deformed paths 
(3i . Of course, they also define the distinguished basis of homologies. In IAVG I 
there are formulas expressing the matrices of the base changes in this and in other 
analogous situations . 0 

Applying the above procedure of deformations of the O-level curve I to the remain­
ing simple singularities as in Figure 19, we obtain the needed Dynkin diagrams 
and we complete the proof of T heorem 4.23. 0 

~_c{ E. 

r-C¥ _C>(E, 

Figure 19 
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§3 Root Systems and Coxeter Groups 

4.28. The root systems. Let (.,.) denote the scalar product in an. If /3 E JRn,,-o, 
then the map 

(a,~) 
s(3:a --+ a - 2 (/3,/3/ 

is the reflection in the plane orthogonal to /3. The root system n is a finite subset 
of Iftn",o such that 

1. ca ,(3 = 2 i::~l E Z for any 0, /3 E n, 
2. s(3: n --+ n for any /3 E R. 

If R is a root system, then the group generated by the reflections s,., 0 E n is 
called the Weyl group. 

From the above two axioms one obtains the following properties of the root system 
1/" 

(i) If 0 E n, then - 0 E n. 
(ii) If 0 E R, ma E R, then m = ±1/2, ±1 , ±2. 

(iii) If a, /3 E n, then ca ,(3c(3,o = 4cos2 0",.(3 E [0,4], where 0", ,(3 is the angle 
between the vectOl's a and /3 . (If a,/3 an~ not parallel, then this number takes 
one of the values 0, 1, 2, 3.) 

The system n is called reduced if for any 0 E R the vector ma E R only for 
In = ±1. 
A subsystem 5 c R is called the basis of the root system n (or the system of 
simple roots) if any a E n ha.'l unique representation in the form 2::1).;Oi, 0; E 5 , 
where all ni are integers of the same sign. The root 0 is called positive if all 11; ::::: ° 
and negative if all 11; ::::; O. 
One can construct the basis 5 in the following way. If the linear space spanned by 
n is 1ft" with the standard ba.'lis e 1 , ... ,en, then we introduce the lexicographic 
order in 1ft": 0 = (01, ... ,0,,) > /3 = (/31,·· · ,/3,,) if 01 >/31 or 01 = /31,02 > (32 
etc. A root 0 > ° is called sim.ple if it cannot be represented a.'l a sum of two roots 
(3 > ° and I > 0. It turns out that the system of simple roots is a ba.'lis of n. 
(iv) Ifo, (3E 5, then(o,(3)::::;O. 

If 5 = {01,' .. , or} is a system of simple roots of a reduced root system n , then 
from (iii) and (iv) it follows that the angles O;j (between 0i and OJ) can take the 
values 90°, 120°, 135°, 150°, corresponding to ll;j = co; ,,,;c,,;,,,; = C;jCj; = 0, 
1, 2, 3 respectively. In this case la; 12 = ll;j lajj2 and the lengths of the (non­
orthogonal) roots a ;, a j are determined up to the order ; e.g. if n ;j = 2, then either 
[a;[2 = 1, [oj l2 = 2 or la;12 = 2, laj[2 = 1. 
T he matrix {c;j} is called the Cartan matrix. It is an integer matrix with the 
entries 2 on the diagonal and with negative entries outside the diagonal. 
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T he above situation is encoded in the DYllkill diagram constructed a.<; follows. 
T he vertices correspond to the simple roots Hi E $. Two vertices 0:; and 0:) are 
connected by means of nij edges. If nij -=F 0, 1, then we add an arrow going from 
a longer root to a shorter root; (sometimes the authors denote the length of the 
corresponding root by putting a number, the square of t he length, above it). 
A root system is called irreducible if its Dynkin diagram is connected . Otherwise, 
R is a union of two root systems lying in orthogonal subspaces of R.n . 

(T here exists also the notion of affine Weyl groups (see [Hum[.) They are infinite 
groups generated by reflections with respect to hyperplanes which do not nec­
essarily pas.<; through the origin. The affine ' Veyl group Wa , associated with a 
root system n and corresponding finite V·leyl group W , is the group generated by 
reflections with respect to the hyperplanes {x : (0:, x) = k}, 0. E n, k E Z) . 

4.29. Theorem. If n is an i1"7"educible and l"educed mot system, then it has the 
Dynkin diagram of one of the forms given in Figure 20. 

A, <>-<>-<>- ___ . _ --.>--<> 

, , J ' 

G, 0!!\I!!I0 

Figure 20 

4.30. Examples. (a) The root system A~. is tYlual to 

Hij = ei - ej, i-=Fj, i,j = I , ... ,k + l 

in the lattice Zl.+ l. It spans the space R.~. ::: {L: X; = O} C RH I. T he simple roots 
are 

T he V·leyl group is isomorphic to the group S(k + 1) of permutations of the vectors 
el, ... ,Cl.:+ l. 

(b) The root system D k is the set 

± Ci ± Cj, i-=Fj, i,j = l, ... . k 
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in Zk. Its system of s imple roots is 

T he \Vey\ group is «(Iual to the product of the group of permutations of t he vectors 
Ci and of the group of change;; of signs before some vectors Ci, where only an even 
number of vectors is admit ted. 
(c) T he root system B " is 

± Ci, 'i = l , ... , k ; ±Ci ± ej, 'i<j . 

Its V·leyl group is the product of the group of permutations of the vectors Ci and 
of t he group of changes of s igns before Ci'S . 

(d ) The root system C o, is 
±2Ci; ±c; ± ej . 

(e) The root system of the type E 6 is t he following subset of the space {x E IRs : 
Xij = X7 = - xt\} C IRs, 

, ~i = ±1, II £i = 1. 

(f) The root system E 7 lies in the subspace of 1R8 orthogonal to e1+cS and cOllsists 
of the vectors 

(g) T he root syst em E 8 lies ill R8 and consists of the vectors 

(h ) The root system F 4 consist s of 

in lit! . 
(i) The vectors 

± (Cl - C2), ± (C l - C:l), ± (C2 - C:l), 

± (2Cl - C2 - C:l), ± (2C2 - Cl - C:l), ± (2C3 - Cl - C2) 

in t he plane { Xl + x 2 + X:l = o} cR.:! form the root system G 2 . 

R emark. The only non-reduced root system is BC" and is defined a'i the union of 
the root systems B " and C A .. 
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4.:n. Classification of the complex semi-simple Lie algebras. (See [SerI I). Let 9 
be a complex Lie algebra. It is called scm.i-simplc if the following Cartan- Killing 
form 

(x, y) -+ Tr ad" ady 

is non-degenerate. (Here ad"z = [x, z]) . 
It turns out that if 9 is semi-simple, then there exists a maximal abelian subalgebra 
~ of g, (i.e. [x, y] = 0 for x, y E ~ and there is no larger subalgebra with this 
property containing ~ ) . It is called the Cartan subalgebra. (One can choose the 
Cartan subalgebra as {z : ad", z = O} for typical x E g). T he Cartan- Killing form 
restricted to the Cartan subalgebra is non-degenerate. Due to this, one can equip 
also the space ~ ' , conjugate to ~ , with a non-degenerate bilinear form, denoted 
also by (.,. ). 
T he operators x __ 11t, x], h E ~ commute and have the same eigenspaces ex­
pansions. The eigenvalues are linear functionals on ~ , [It, v] = n(h)v. Denote by 
gQ = {v: [h, ti] = a(h)·v} the corresponding eigenspaces. Consider the set 

I ts elements are called the roots. 

4.32. Theorem. The systcm L1 is a l"educed root system. Aforcaver, any rcduced root 
system is a systcm of roots associatcd with somc semi-simplc complcx Lic algebm 
and some its Carian slLbalgcbm; this eOI'f"eS1Jondenee is one-to-one. 
Such algebms QI"e classificd by mca1lS of thc Dynkin diagrams from Thc01·cm 4.30. 

Qne can find the proof of this result in the book of Serre [Seri f. Because the classi­
fication of the root systems wa'l completed, in this way the complete cia'lsification 
of semi-simple Lie algebra'l wa'l achieved. (Note that the classification of solvable 
Lie algebras is not finished yet, see [Kir[. ) 

4.33. Examples. (a) T he Lie algebra corresponding to the root system A~. is 9 = 
sl(k + 1,C), the space of traceless (k + 1) x (k + 1)- matrices. Here, (and in the 
next example), the Caltan- Killing form is proportional to (A, il) = Tr ABT. T he 
Cartan subalgebra consists of diagonal matrices 

T he roots are nij(A) = Aj - Ai and the corresponding eigenspaces gQ" are one­
dimensional (it is general property) and are generated by the matrices Eij = {akl} 
with aij = 1 and ak! = 0 otherwise. 
(b) T he Lie algebra with the Dynkin diagram D k is 8o(2k,C), i.e. the Lie algebra 
of the group of (2k) x (2k)-matrices preserving some non-degenerate symmetric 
quadratic form. (Note that over C any two such forms are C{luivalent.) 

\\le choose this quadratic form given by the symmetric matrix (~ g), where 

E is the unit matrix. Then so(2k ) consists of matrices (-; ~) such that 
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u = _ XT, yT = - V, Z T = - Z. T he Cartall subalgebra is tYlual to ~ = 
{ diag().I , ... , AI;; , - ).1, ... , - ).,, )} . The roots and the generators of the eigenspace;; 

are the following: O:;j(>') = Ai - Aj, (~/ ~J' )' l '" J. whew E,) IS the matnx 

from the previous example, and Pij = Ai + Aj, (~ Eij ~ Ej i ) , i < j; - (3ij, 

( Eij ~ Eji ~). 
(e) The Lie algebra of type B k is so(2k+ 1, C). T he algebra C k is tYlual to S]J(k, e), 
i.e. the algebra orthe group of (2k) x (2k)- matrices preserving some non-degenerate 
anti-symmetric quadratic form. 

4.34. The Coxeter groups. (See IBoul and IHum]). The Coxeter group W is for­
mally defined by means of (fillitely many) generators s E S and relations 

m(s,s') :::: 2 for s #- 5'. The matrix III = {m(s,s')}U'ES is called the COICtCI' 
matrix. It is symmetric, integer, with the entries 1 on the diagonal and the entries 
::::: 2 outside the diagonal. 
One can as.<;ociate with the Coxeter matrix t he following bilinear form on IRs (with 
the canonical basis (c~)): 

T he map 

is called pseudo-l·efiection. It preserves the form B and, when the matrix .H is 
positive and non-degenerate, we have the realization of the Coxeter group as a 
group generated by reflections. 
It turns out that the form B is positive and non-degenerate if and only if the 
Coxeter group IV is finite (see T heorem 2 in IBou], Ch. V, §4). 
One encodes a Coxeter group by means of t he Coxeter graph defined as follows. 
Its vertices correspond to the generators S. Vertices sand s' are connected by 
means of an edge without index if m(s, 5') = 3 and by an edge with the index 
m = m(s, 5') if m > 3. (If m(5, 5') = 2, then there is no edge). 
T he Coxeter group is called in'educiblc if its Coxeter graph is connected. 
A group generated by reflections in IRn is called crystallographic if it preserves 
some lattice A c IRn, A ~ .In. 

4.35. Theorem. If IV is a finite COIcter group then it has the COIctel' graph of 
one of thc types prescnted in Pigul'e 21. 

4.36. Examples. (a) T he Coxeter groups of the types A k, B k, D J,., E J,., F4 ' 
G 2 :::: 12(6) are 8(!ual to the \Veyl groups of the corresponding root systems. 
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A, _--_ 
B, ___ ~ 

D, ~-----< 
E. ~ 
E, _y--o-_ 

G,..ii-o 
II, .J....o........ 
H,~ 

[1(P ) L 

Figure 21 
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Note that there is no case C j.- in Theorem 4.35. The rea.<;on is that the "'/eyl group 
of this root system is isomorphic to the \Veyl group of the system B k . The map 
n --> a V = 2n/ (a, n) transforms the root system of the B /... type to the system of 
the C /... type. 
(b) T he group H 3 is the group of isometries of the icosahedron (and of its dual, 
the dodecahedron). 
(c) The group H 4 is t he group of isometries of a regular 120-cell in a4 (with 120 
3-dimensional cells, 720 faces, 1200 edges and 600 vertices). The groups H :I and 
H 4 are not crystallographic. 
(d) The group h (1J) is the dihcdral group of isometries of the regular ].f-gon imbed­
ded in the space: rotations by the angles 27rj /1' and reflections along p lines. Often 
this group is denoted by V p; (however it is not the \Veyl group of the root system 
D ,,). 
T he groups h (p), l' = 5 (denoted also by H 2 ), or 1J ~ 7 are also not crystallo­
graphic. All other groups from Figure 21 are crystallographic. 

From the previous subsection we get the following result. 

4.37. Theorem. Thc monodl"Omy groups oj thc simple singlLlm"itics A b D b E 6 , 

E 7, E8 oj holom01phic jlLnctions arc isomorphic to the corrcsponding Weyl9l"OupS. 

4.38. Remark. Already all other finite Coxeter groups have found applications in 
singularity theory. 
T he Oynkin diagrams of the type B A:, C~. and F 4 appear in the analysis of singu­
larities of functions on manifolds (C",O) with boundary (Xl = 0): xt , XlX2 + x; 
and xi + x~ . (One treats the manifold with boundary a.<; the 2-fold covering of 
(C",O) ....... (C",O) ramified along cn-I . If we pull-back the function j to the 

covering space, i.e. j, then it becomes 1.2-invariant. The corresponding space of 
vanishing homologies is divided into two different representations of 1.2 : the in-
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variant cycles and the anti-invariant cycles. The Dynkin diagrams of B "., C~., F 4 
are associated with the anti-invariant component , see [AVG ].) 
T he group." G 2 , 12 (1') and H :! have found application in symmetric singularities 
x1 + x~, xl( + x~ + xix~ and x~ + x~; a.<; llIonodromy groups in sOllie components 
(character eigenspaces) of representation of the symmetric group in the space of 
vanishing homologies (see IVe]). 
T he Coxeter graphs of the type H ;l and H4 appear in certain variational problems 
(see IArn6]). 
Below the reader will find another connection between the \VeyJ groups of root 
systems and the singularities . 

§4 Bifurcational Diagrams 

Let 
F , Ie" x e'"o) _ Ie, 0) 

be a mini-versal deformation of a singularity f(x) = F(x,O). Qne can associate 
with it several bifurcational diagrams. 

4.39. Definition. The bifurcational diagram of zeroes of the deformation F is 

E = p.: 0 is critical value of F(·, A)}. 

Examples. 1. The bifurcational diagram of zeroes of t he singularity A 2 x 2 + A 
consists of one point A = O. 
2. A 3 : F = x 3 + AIX + A2. Here E consists of those A'S for which the above cubic 
polynomial has a double root, i.e. it is the discriminant of this polynomial. 
\\le have x 3 + AIX + A2 = 0 and F~ = 3x2 + Al = O. Eliminating x we get the 
equation of the CUSIJ whose real part is presented in Figure 22(a), 

:1 2 4AI + 27 A2 = O. 

3. A 4. We have X4 + A1X2 + A2X + A3 = 4X:1 + 2A1X + A2 = O. Substituting A2 
from the second tYluation to the first we obtain the parametric representation of 
the diagram E (by means of x, A1): 

A2 =-2AIX - 4x3, A:I = AIX2 + 3x4. 

\\le shall study t he sections of the surface E by means of the planes Al = const. 
r-.-roreover, due to symmetry, it is enough to study the behavior of the obtained 
curves only for x :::: O. Depending on Al we have three cases: 

4/3 
If Al = 0, then we get the 'parabola' with the exponent 4/3: A:I = const · A2 . 
If Al > 0, then the curve A2.3(X), x > 0 is regular, lies in the first quadrant and 
the coordinates grow with x. 
If Al < 0, then for small x > 0 our curve lies in the fourth quadrant (A:I < 0 < 
A2) and for large x it tends to infinity in the second quadrant (A2 < 0 < A:I) . 
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Differentiating ..\2,:I(X): ..\; = - 2(..\) + 6x2), ..\~I = 2x(..\) + 6x 2), we find that the 

curve is singular for x = J - ..\d6 at "\2,0 = 8(- ..\I/6Y/2, ..\3,0 = - ..\d12. 
T he further differentiations give..\~ = - 24/- ..\1/(j, ..\~: = - 4..\) = - J - ..\I/(j . ..\~, 
..\~' = - 24, ..\~:' = 72/- ..\1/6 at the singular point. T his shows that this singular 

point is of the cusp type: ..\2 - "\2.0 = const . x2 + ... , / - ..\) j6(..\2 - "\2.0) + (..\:1 -
..\:1,0) = const . x 3 + . 
The real part of this bifurcational diagram, called the swallow tail, is presented at 
Figure 22(b) . 

(a) (b) 

! A1 

A, 
A4 -+ 

A1 A A, 
A, 

A2 +A2 

~ A, 

Figure 22 

4.40. Definition (Caustic) . The set 

{..\: F(-,..\) has degenerate critical point}, 

called the caustics, appears in cata.stl"Ophe theory in the following situations. 
Consider the conservative Newton system x = - \7V(x), x E 1ft" . T his system is 
in an C(!uilibrium state iff its potential energy takes a locally minimal value, i.e. 
i; = 0 and x is equal to a certain critical point of V. If V = F(x,..\) varies with 
parameters, then the critical points move and can coalesce for ..\ at the caustics. 
Because the physics of the system does not depend on a free constant in t he 
definition of potential energy, we can consider only the l"Cst1"ictcd mini-vel'sal dc­
fonnation F()(x,..\) = f(x) + L:~/ ..\itPi(X), where there is no constant term: (tPi 
form the ba.'lis of mI l f) . rl'loreover, because our space-time is four-dimensional, 
one should study only the singularities of codimension ::::: 5. There are seven such 
singularities: 



90 C1Japter 4. Topology and !v/ollodromy of Functions 

(Here the singularities D~ have the form X:ly ± y:l and are different, because the 
space is real.) These are the seven elcmcntmy catastrophes of R. Thalli. In his 
book [Thol one can also find the complete bifurcationai diagrams (caustics) of 
these singularities. 
Later it turned out that the bifurcations of the potential energy are not sufficient to 
describe changes in the qualitative behavior of the corresponding Newton system 
0. Guckenheimer). Because t he gradient is defined by meallS of the metrics, one 
should study altogether bifurcations of the potential as well as of the metric tensor 
(see [Arn7]). 

T he origin of the notion of caustic comes from wave and geometrical optics (see 
also Section 5.5 below). If S c IR:1 is a surface which is a source of light (or of 
electromagnetic waves), then some points of space are more intensely lighted than 
others. These are the points where rays starting at the surface 5 are focused. If 
we denote by x the points in S, by >. the points in the surrounding space and by 
F(x, >.) the optical length of the light ray from x to >., then the optical caustics 
coincides with the corresponding bifurcational diagram of the unfolding F: 

(>. :::lx DxF(x,>.) = 0, detD;xF(x,>.) = OJ. 

In [AVGI the authors introduce also the bifurcational diagmm of flLnction a<; the 
set of those parameters of the restricted mini-versal deformation, for which the 
function F(·,..\) is not a ~l"Iorse function. The bifurcational diagram of the function 
is obtained from the caustics, by adding the bifurcational surfaces, for which t he 
function ha<; several Morse critical points with the same value. T he latter are called 
the Maxwell strata. 

4.41. Examples. (a) The singularity Al ha<; no caustic. T he caustic of A I: is ob­
tained by the equations F~(x, >.) = F~/z(X, >.) = 0 for F = x k+! + >'!X~·- I + ... + 
>'~._ I X. In the ca<;e of A 2 it is a point, in the ca<;e A :l it is the cusp and in the ca<;e 
A 4 it is the swallow tail (see F igure 22). 
(b) Consider the rest ricted mini-versal deformation of the singularity nt: 

T he condition for the partial derivatives gives 

2xy + >'2 = 0, (4 .1 ) 

(4 .2) 

T he condition for vanishing of the determinant of the Hessian gives the third 
equation 

(4 .3) 
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(a) (b) 

A, 

D-, • , 
A, , , 

A, 

Figure 23 

Let us concentrate on the case D 4" . As in the case of the swallow tail we draw the 
sections of the caustics by the planes >'1 = const; thus we fix >'1. From e{luation 
(4 .3) we get 

x = ±jY().1 y) 

and equations (4.1 ) and (4.2) allow us to give a parametric representation of the 
caustic by means of the 'parameters' ).1, y: 

1f).1 = 0, then Y = 0 (because of J-y2 ) and thus we get one point).2 = ). :1 = O. 
If ).1 < 0, then from the formula for ).2 it follows that Y can take values between 
).1 and O. Near y = 0 we get the cusp type singularity: ).2 ......, ( - y y/2, ). :1 ......, y (here 
). :1 < 0). Near Y = ).J, ).2 is dose to 0, ).:1 is close to - ).i and the curve is smooth. 
Differentiation with respect to y gives 

T hus the point corresponding to y = 3).1/4 is singular. The calculations of the 
next derivatives show that it is of the cusp type: ().~/4)" = - (3).1/2)2, ).~; = 4, 
().~/4 )1f/ = - 12).1 =J 0, ).~{' = O. 
T his allows us to draw the complete curve (symmetr ic with respect to the ).:vaxis, 
see Figure 23(b)). 
If ).1 > 0, then the change Y --> - y, ).1 --+ - ).1, ).2 --+ - ).2 returns Il.'l to the 
previous case. 
T he complete caustics for D 4", the so-called pyramid, is presented in Figure 23(b) . 
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T he allalogolL~ analysis can be performed in the Ca.<;8 D,t. The corresponding 
bifurcational diagram, called the ba.skct, is presented in Figure 23(a). 

4.42 . T he M ilnor bundle associated with a deformation. Let F(x, >.) be a mini­
vers~ deformation of f = F(·, 0) and let :E be its bifurcationai diagram of zeroes. 
Let D< be the small ball in the space of parameters >., of radius l, and let B = !!/' 
be the small ball ill the space of variables x, of radius p. Denote 2:< = EnD" 
V = {F(x,::) = 0,). If- E} n B x V,. 
T he space D< ""E forms a ba.<;e of the locally trivial fibration 

F -V _ D" E (4 .4) 

with the fiber V.\ diffeomorphic to the lion-singular level surface of f. It can be 
also called the Mil/wI" fibmtion . 
In this section we study action of the fundamental group of the ba.<;e of this fibration 
IT] (.0, ~E, >.*) on the homology group of the distinguished fiber, H ,,_] (V>,.): (>.. is 
the distinguished parameter). It is defined as follows. Any loop in .0, around E is 
lifted to a deformation of fibers and defines a diffeomorphism of the distinguished 
fiber V>" inducing an operator in the homology group. \Ve have the following 
well-defined homomorphism of groups 

IT] (.0, ~E) --> Al1t Hn-dV>,J. 

Recall also that the monodromy group of the germ f is the image in 
Al1t H ,,_ d Vzo ) of the fundamental group IT] (D, ~ {Zl, ... , ZI' }' zo) of the base of 

the i\-l ilnor fiber bundle 1: V --> D~{ z], . .. , ZI'} (see 4. 13); (here Z; are the critical 
values of the l\'Iorse perturbation J of f) . 

4.43. Theorem. The image of the group lTdD, ~E) in Al1t H ,,_] (V>,.) is iSOIl101phic 
to the monodmmy gmup of the germ f. 

PIlJOj. One can choose the mini-versal deformation of the germ f in the form 

F()(x, >.') - >'0, >.' E (:1.- 1, 

where F() is the restricted mini-versal deformation (without the constant term). 
As the Morse perturbation of f we choose 

J = F()(x, >':), 

where >.: is some properly chosen parameter in CI.-l . 
Let 11": (>'0, >.') --> >.' be the projection. Define the l-dimensional disc D = 11"-](>'~) . 
The intersection D n E consists of the points (>'O,i, >.~ ) such that >'0. ; is the critical 

value of j. Let >'0,* be a non-critical value of J and denote >.* = (>'0,*, >':). \Ve 
have the commutative diagram 

lTdD~E) 

! i * 
1T](D,~E) 

__ A utHn_dV>,') 

1 
= 1TdD<~E) 
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M 
--- - -, 

m; ~pji 
'- -:-

N o 
I 

Figure 24 

where i . is the homomorphism induced by the inclusion i : D'..1'. --+ D< '..1'.. 
\Ve see that the thesis of T heorem 4.43 is equivalent to the following statement: 

i . is an c1'imO"rphi.~m. 

(T hen the images of the two fundamental groups in Aut coincide.) 
\Ve know the structure of the fundamental group of the punctured disc D'-.., 
{"\O.I, ... , ..\O.I'}. It is the free group generated by /1, simple loops surrounding the 
punctures. 
T he structure of the second fundamental group is much more complicated. Using 
the results of Chapter 2, we can restrict ourselves to the situation when every­
thing is algebraic. In particular, the bifurcational diagram of zeroes 1'. is all affine 
algebraic subvariety in 0'. So, we would like to know the structure of the fu nda­
mental group of the complement of an affine algebraic hypersurface. I t is partially 
described by the theorem of Zariski and van Kampen formulated below (see IZarD. 
Let .H,,-I C cn be an algebraic hypersurface. If L c Cn is a line in general 
position, then it intersects .H transversally at a finite set L n AI = {JJJ, ... ,Pm}. 
If i L'...lII --+ C"'-.., .H is the inclusion, then it induces a homomorphism i . 
7r](L'-..,AI) --+ 1TdC"'-..,Al). T he Zariski- van Kampen theorem says that i. is a 
surjection and also describes generators and relations in the group 1T](C"'..Al). 
Let1'o E L'...lII. \Ve choose loop,., Ti C L'-..,.lII starting at Po and surrounding just 
one point Pi, e.g. the simple loops as in the definition of the monodromy group. 
T he loops i. Ti are the generators of 7r] (C"'...H). Below we describe the relations 
satisfied by these generators. 
Let 7r: C" --+ C,,-I be the projection along the line L, 1T(X,y) = x. Its fibers are 
the lines Lx and Lx n .III = {P(X)I, ... , PI' (x)}. We take the restriction 7r IM and 
consider the set of critical points of the latter map. Its image under 1T Lu, i.e. the 
set of critical values of 1T IAf, is an algebraic subvariety N in C"-]. If L is generic, 
then N is a hypersurface. T he surface N consists of those x at which some of the 
points1'i = 1'i(X) coalesce (see Figure 24). 
Choose a generic point Xo from N, e.g. non-singular. Let L C C,,-I be a generic 
line passing through Xo and transversal to N. If (for example) for x = Xo only two 
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pointS1'i = 1J;(X) and Pj = pj(x) coalesce and the point x E L runs around Xo, 
along a loop a, then the points ]1i and Pi exchange their positions. T his means 
that a induces an automorphism To of the fundamental group of the punctured 
line L"'-M. 

Figure 25 

generally, let LnN = (q l , ... ,qd and let a x = x(t), t E [O,lJ be a loop in 

L"'-N. It turns out that 

i . TI = i . T"T/. [ = 1, ... ,1n, (4.5) 

in 7TdCn"-M). 
Indeed, if we fix the base points 1Jo(t) = {y = Yo} in Lx(t ) away from the points 
IJi(t) = 1'i(X(t)), then the loops Ti are deformed to a family of loops Ti.t E L,;(t): the 
final loops Ti,l are equal to TaTi. These deformations do not provide the homotopy 
between i.Ti and i.T"Ti, because the base points in the loops Ti,t are not constant. 
But it is not difficult to improve this: the new deformed loops T;,t start at po E L, 
do not lie completely in the lines L x(t) and form small perturbations of the curves 
8 --> (x(.~t),yd8)), where {yd8)}'E10, lj defines Ti,t . 

All this is summarized in the following result, which completes the proof of T he­
orem 4.43. 0 

4.44. Theorem of Zariski- van Kampen. The fundamental group of the comll/em.ent 
of the affine hypersUljace 1H C Cn has the loops i. T/ as generatOl's which are 
subject to the 1"Clations (4.5). In particular, it has m generators i $T/ and mk 

1"Clations i . Tl = i . T,, ; T / (whef"C a j genemte 7r d l "-N) and the homom017lhism i . 
is an epimorphism). 

4.45. Examples. (a) If the hypersurface M is ~nooth, then 11"1 (Cn"-M) is isomor­

phic to Z . We can asSU!!IC that the lines L , L and the hypersurface N are snch 
that at each point qk E L n N only two points Pi and Ilj coalesce. Now we look at 
Figure 25. \Ve have i. T i = i . TT; = i. T j and therefore all the generators are 8(!ual. 
T he other relation i . Tj = i . TTj = i.T;TjTi l is now trivial. 
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Generally, if the points Pi and 1Jj coalesce at a smooth point of Al with first order 
of tangency of the corresponding line LJ:. , then the generators defined by means of 
them coincide, i . T i = i . T j . 

(b) If Pi and Pj coalesce at some singular point of 111 of the type of transversal 
intersection of two smooth local components (double point), then for suitably 
chosen lines Land L we have 111 ;:" {x2 = y2}, where x is a coordinate in Land y 
is a coordinate in L. The action of the loop a : x = (Ch;t results in a full turn of the 
points YI.2 = ±x. From Figure 26 we get i . TTl = i . T2T 1 T;-I which means that the 
generato~s i. TI and i. T2 commute. (T he second identity i . TT2 = i . T2TI T2T;- 1 T;-I 

gives nothing new.) 
T he above commutativity is a consequence of the fact that 11"1 (X x Y) = 11" 1 (X ) X 

11"] (Y) applied to X ;:" Y ;:" C",O . 

• • 

Figure 26 

(c) Consider the curve AI = {x2 = y:l} with the cusp singulari ty. Here we can 
choose the lines a.<; Lx = {x = CO"1l.8t} and the fundamental group 11" 1 (,C2",.I\I) is 
generated by the loops i.a, i . b, i.c surrounding the points YI.2,3 = X

2
/

3 (see Figure 
27). T he action of the loop a : x = f:C 2;rit results in the rotation of the points Yi by 
the angle 411"/3 . From F igure 27 we get the action T of the loop a on the generators 
a,b,e: 

i . a = i . Ta = i.ebe- 1
, 

i . b = i . Tb = i.(eb)e(eb)-l, 
i . e = i . Te = i.(eb)a(eb)-I. 

T he first from the above identities allows lIS to express i.a by means of i . b, i . e (so 
we have two generators). The second identity means that 

i . b· -i . e · i . b = i . e · i . b· -i . e . 

T he reader can check that the third relation follows from the first two. 
\\le shall generalize this example in Theorem 4.4{) below. 

(4 .fi) 

(d) The above construction (with the lines L, L) can be generalized to the pro­
jective ca.<;e. Let Al be an algebraic hypersurface in C P". Take a generic point 
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Z E CP""'-.M and a generic hyperplane 11 c cpn"z. T hey define the projection 
11" : cpn"z --;. JJ j 11"(1') is the intersection of the projective line, pa.<;sing through 
z and p, with the hyperplane H. If JJ is parameterized by x, then the projec­
tive lines L", = 11"-1 (x) play the role of affine lines in the previous construction. 
Let L be sollie distinguished (but generic) projective line from this family, let 
L n M = {PI, ... ,IJm } and let i: L""M --> C P "",-M denote the embedding. We 
denote the set of critical values of the restriction of the projection 11" to M by N, 
it is an algebraic hyper~urface in the projective space c p n- l = 11. \Ve choose a 
general projective line L c H intersecting N t ransversally at smooth points, say 
atqJ,···,qk· 
As before we choose the generators i. T;, oj = 1, ... , 7n. They are subject to the 
relations i.T"T; = ·j . T; for loops a E 1r1(£")V). However there is one more rela­
tion. Note that the composed loop TmT m- I ... TI is contractible in the punctured 
sphere L,-1I1 :::: 8 2,-{P I, ... ,IJm}. T hus the product of the generators is the neu­
t ral element of our fundamental group. 
Combining this with the previous examples we get the following general result (see 
ID,14!, IZMI). 

a Tc 

• • • 

Figure 27 

4.46. Definition. We say that the analytic hypersurface 8 c en has normal cross­
ings s ingularities iff near each point P E 8 there is a local analytic system of 
coordinates XI, ... , Xn such that we have 

. XI.. = OJ, 

for some k between 1 and n. 

4.47. Theorem (Zariski, Fulton, Deligne). If an algebraic hY[JC1·swjace AI c C P" 
has only normal cmssings singularities, then 7r1 (cpn""'-JH) is abelian. If, addition­
ally, 111 = Ah U III2 U ... U III., whel"C III; are in"Cducible componCllts of degl"Ce 
d i , then the above (abelian) fundamental gmup has s generators TJ, . .. , T . (each 
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1·cprcscnting a loop slLrmundin9 just onc .Hi ) which arc subjcct to the relation 

4.48. The braid group and the colored braid group. 

(a) (b) 

Figure 28 

(a) Definition of the braid group. The braid group B(n) has n - 1 generators 
91, ... ,9n-l with the relations 

9i9;+19i 
9i9j 

gi+ 19i9i+l, 
gjgi, Ii - jl > 1; 

(note that the first of these relations coincides with the relation (4.fi) in Example 
4 .45( c)). T his formal definition is not very useful. Below we present the geometrical 
definition. 
T he braid consists of n non-intersecting threads (Xi(t), t), t E [0,1] in Ilfl (which 
we identify with C x JR) connecting the n fixed points, e.g. 1,2, ... , n E C, at the 
lower base C x {O} with the same points at the upper ba.<;e C x {I} (see Figure 
28). 1\vo braids are treated as tXluivalent if one can deform one to the other in 
such a way that the monotonicity of the threads and non-intersection is preserved 
during the deformation. T he braids can be multiplied by adjoining one above the 
other. T hey form a group, also called the braid group B(n), whose unit element is 
represented by the non-knotted braid, consisting of vertical intervals. The reverse 
braid to a given one is obtained from it by reflection with respect to a horizontal 
plane. 
It is not difficult to see that the group B(n) is generated by (11. - 1) elementary 
braids 91, ... ,9,,-1, where 9; is presented at F igure 28(b). r.,-roreover, F igure 29 
shows that the elements 9; satisfy the relations appearing in the formal definition 
of the braid group. 
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i + l i + 2 

Figure 29 

(b) The color ed braid group. With every braid a permutation of the set {l, ... , n} 
is associated: beginnings of the threads to their ends. \Ve have the homomorphism 
from B (u) to the symmetric group S (n), i.e. the group of permutations of the 

u-clcmellt set. Its kernel B(Il) is called the colored braid group (or the dyed braid 
group or the pure braid group). A braid is colored if it returns to the same point. 
In further chapters we shall deal with the braid group as well as with the colored 
braid group. For this reason it is desirable to represent B(n) by means of generators 
and relations. T his was done by E. Artill in IArtl (see also IMosI !). 

T he generators of 8 (n) are the braids Gij, i < j presented in Figure 30. The 
relations are the following: 

r < 8 < oj < j => a;~I(1ijar. = (1ij, 
. . - I - I -I ()-' 
t < J" < s <) => ar~ Oir(1r. = ai. Oir(1i. ' O r .• ai.Or. = Oi .• O irai .• (1i . O ir , 
.. - I ( - I -I ) ( - I - 1) _ ' 
t < J" <) < s => a rs 0ijar • = 0ir(1i.(1ir 0i~ 0ij O ;r(1i.'O ir (1i. . 

(c) Problem. prove these relations. 

(d) Lemma. Let <1 C Ct! consist of points with some coordinates coinciding and 
let 3. = <1/8(n ), where the symmetric groll}J 8(n) acts on Cn by permutation of 
the cooniinates. The braid group B (n) coincides with the flLndamental group of 
C"/S(n),,3. and the colored braid group is isom01phic with the gI'OUjl1T I (Cn "'<1). 

Proof. The space of subsets {XI, ... , Xn} of C is equal to Ct! /8(n) . T he space of 
n-element subsets is equal to (C""'<1 )/5 (n) and the space of colored subsets is 
equal to C""'.6.. 
If {(x;(t),t), t E [0 , I]} is the braid, then the map t -+ {x,(t), ... ,xn(t)} defines 
a path in C"/5(n)",3. with the beginning and the end in the set {l, ... ,n}. If, 
additionally, xi(I) = Xi(O) = oj, then we obtain a loop in C"".6.. 
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T he braids l.7ij, i < j, correspond to loops in e"",,-ll which run around exactly one 
hyperplane Xi = Xj. \\Then we represent a point in C""-ll as the colored (ordered) 
set {xJ, ... , xn} C e, then the loop aij defines the family {xIlt), . .. , x,,(t)}, t E 
[0,1 ] such that the point Xj(t) overruns the constant point Xi(t) == Xi(O) and the 
other points do not move, XI; (t) == ("-01I8t . 0 

O"i,i + J 

i + 1 ) 

Figure 30 

(e) T he Fundamental Theorem of Algebra allows us to construct a diffeomorphism 
between the spaces en and en/Stu), where the first space is identified with the 
space of polynomials Pa(x) = xt! + aIXn- 1 + .. . + a". Qne associates with the poly­
nomial Pa(x) its set of roots. The coefficients ai form t he elementary symmetric 
polynomials of the roots Xj : a l = Xl + ... + X," ... , an = Xl ..... Xn . 
Note that, in this identification , the polynomials with double or multiple roots 
correspond to elements of.6.. T he set of (ai , ... , an)'s corresponding to polynomia!:' 

with multiple roots, i.e. the discriminant set, is just the bifurcational diagram E 
of zeroes of the deformation Pa(x) of the function x", i.e. the A n_ 1 singularity. 
T he deformation Pa(x) is versal but it is not a mini-versal deformation of x"; in 
the Elini-versal deformation the coefficient al is e(!ual to zero. T he discriminant 
set E is diffeomorphic to e x E, where E is the bifurcational diagram of zeroes of 
the standard unfolding A() + ... + A,, _2Xn-2 + xn of the A ,, _ I-singularity. 
T his is connected with the fact that the action of the group of permutations 5(n) 
in e n is reducible. It is decomposed into the action on the (n - I }-dimensional 
subspace {XI + ... + x" = O} and into the trivial action on the I-dimensional 
subspace {XI = ... = xn}. 

4.49. Theorem (Complement of the discriminant). The fundamental group of the 
complement of thc bifu1"Cational diagram of zcrocs of thc mini-vcI·sal dcfonnation 
of the A n _ 1 singlilarity is equal to the braid group B (u) . 
Moreover, the space en- I",,-E is the Eilenbel-g - MacLane space [( (-rr, I ), when~ 11" = 
B(u). 
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Proof. The first part of this theorem has been just proven. 
Recall that the Eilenberg- !lhcLaIl8 space X = K(1r,k) is characterized by the 
property that 7TJ,.(X) = 11" and 7Tj(X) = 0 for j #- k (see Chapter 3, Section 3). 
To show the second part of Theorem 4.49, we notice that the space C""-6 forms 
the n!-fold covering of the space C" / 5(11.)""3.. The fundamental group of the first 
space is the group B(u) of colored braids and the fundamental group of the second 
space is the group B(n) of braids. The higher homotopy groups of these two spaces 
coincide. (T his follows from the long exact SOYluence of the homotopy groups of a 
fibratioll, see 3.32). 
On the other hand, using the fibrations (:"""'-.6. --> C"-J",,.6. (Xl, ... ,Xn ) --> 

(Xl"", X,,_I) with the fiber C""'-{Xl, ... ,Xn_l} (which has trivial higher homo­

topy groups), it is easy to show that the space C"""'-~ is of the type J((B(n), 1). 
(Here again we use the long exact stYluence of homotopy groups.) 0 

T here is one more approach to topology of the bifurcational diagram of zeroes 
E. We recall that the group 5(u) is the Weyl group IV of the root system of 
the type A n_ I; it is also the Coxeter group generated by reflections and act­
ing in the space C,,-l = {Xl + ... + Xn = O} C cn. The reflections are of the 
form So x --+ x - 2[(x,e; - ej)/Ie; - ejI2](e; - ej) = x - (Xi - xj)(e; - ej) or 
(xt, ... ,x; ... ,Xj, ... ,xn) --+ (xt, ... ,Xj ... ,Xi, ... ,Xn) (the transpositions). T he 
surfaces of fixed points of the reflections so, n E R (the root system) are called 
the mirrors. Here n = e; - e j and the mirrors are tYlual to {Xi = X j}. T he set ~ 
is an union of the mirrors of the \Veyl group \V = Stu). 
In particular, from the above it follows that the pair (i\, E<) (a neighborhood of 
zero in the parameter space and the germ of the bifurcational set) is isomorphic 
to the pair (cn/IV,~/W). V. 1. Arnold proved the following result (see IAVGL 
[Arn3J). 

4.50. T heorem. FOI· the simple singularities A I:, D I:, E J.- the pair (D" E<) is iso­
l1WI11hic to the pail· (C k /W, ~/lV), when~ IV is the \VeylgTOup of the c01Tespond­
ing root system and ~ is the lLnion of its mil"7"01·s. 

In IAVGI the genemlized bmid group Bw(n} = 1Tl(cn/w"",-~/w) is introduced 
and the analogous result about K(Bw(u), 1) property is proved. These results are 
generalized to the ca.<;e of boundary singularities B n. 

Below we present some general properties of the bifurcational diagrams, which we 
will use later. 

4.51. Theorem . Let F(x, >.) be a mini-vel·sal defonltation of a singulO1"ity f of finite 
multiplicity. The local bifw"CIltional diagmm of zeroes E< is an i1"1"edlLcible analytic 
v01"iety. MOI"C II1"Ccisciy, thel"C is a genn of a holomolJlhic map (CI'-l, 0) --+ (0',0) 
whose image is (E,O). 

Proof. Recall that an analytic set 5 is called in'CdlLcible if the set ~(singular 
points of S) is connected. For example, the set {xy = O} C C 2 is reducible. Of 
course, the image of a connected set by means of an analytic map is irreducible. 
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Consider the set 

In particular, 0 is a critical value for germs from A. Let 9 be the group of germs of 
analytic diffeomorphisms of (en, 0), i.e. preserving x = O. T he group 9 acts on the 
space A. The orbit 9 f forms a subset of A of codimension IL - 1: because the orbit 
9f in Oo(C") has codimension IL and A lies in the hypersurface (J: flO) = O}. 
Let us choose a (IL - I )-parameter holomorphic transversal (at f) to 9 f in A. It is 
a deformation of f, which is induced from the mini-versal deformation. T he map 
realizing this induction is the needed map onto :E<. Indeed, because all functions 
from this deformation have 0 as critical value, the whole neighborhood of 0 E Cfl- I 

i._~E.. 0 

T his result has interesting conse{luences . 

4.52. T heorem. The monodromy group of an isolated singularity of a flLnction 
acts transitively on the set of some system of vanishing cyele of its non-singll101· 
hypcrsUliace level slLrface (associated with a system of simple loops, see Definition 
4.7)' 

Proof. \Ve have to show that for any two vanishing cycles <1 J , <12 there is a mon­
odromy map sending <1 1 to <12 or to - .6.2. 
Let F (x,).) = Fo(x, ).') - ).0, where F()(x, ).') is the restricted deformation (without 

the constant term). \Ve choose the l\"lorse perturbation of I in the form j = 
F()(x, ).:) for some general fixed ).: E 0,-1 . Let L = {(z, ).:) : z E q be the line 
in the space of parameters; (here z plays the role of ).0). 

\Ve define the vanishing cycles .6.;, i = 1, 2 by means of paths 0:, C L which join 
the distinguished point Zo with the corresponding critical values z, of 1. 
Let 11" (z, )") ---+ ).' be the projection. The set of critical values of the map 11", 

restricted to the smooth part of :E, forms a subset of complex codimension one. 
Because:E is irreducible, then :E""'-(set of its singular points)""'-(set of critical points 
of 1I"iE) is connected. \Ve choose a path 'Y lying in :E, joining the points (Z I ,).:) 
with (Z2, ).:) and omitting the 'bad' points (singular and critical for 11"). 
\Ve define a loop i5 C C/'",,:E: firstly we move along the path 0:], then we move 
near the path 'Y and finally we follow the path 0:2 in the reverse direction (see 
Figure 31 ). 
Along 0:1 the cycle <1 ] vanishes (tends to one point), along I it is close to some 
varying critical point of Fo(·, ).') and pas.<;es to a small cycle vanishing at t he 
critical value Z2 . Finally, along 0:2 it passes to ±.6.2 . 0 

4.53. Problems . (a) (A . i\"1. Gabrielov, F. Lazzeri). Show that the Dynkin diagram 
of an isolated singularity is connected . 
(b) Let It be some deformation with the critical points IJI(t), ... ,l'I:(t) . Show that 

if It(p;(t)) == ItuJj(t)), then k = 1. 

4.54. Remarks. In this chapter we have omitted many other results concerning 
the topology of singularities. It turns out that for the complete intersections, i.e. 
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Zo 

Figure 31 

singularities of local maps f : (en, 0) --> (em, 0), an analogue of the fo, 'l illlor the­
orem (about the homology groups of the lIoll-singular level surfaces f = COllst) 
holds t rue (see [AVG j). It means that one can define the vanishing cycles and the 
r-.-lilnor number. 

V. V. Goryunov developed a t heory of singularities of projections E ~ en ) 0) ..::. 
(C, 0), where E is a complete intersection and 1T is the projection. T here also one 
can define vanishing cycles. 
Analysis of singularities of meromorphic functions leads to cia.<;sification of pairs 
of functions (under sOllie restrictions). This direction wa.<; developed recently (see 
[AmOI). 
Some work was done ill the cias.'lificatiolls and the mOllodromy theory of 1l01l­
isolated singularities (see rAVGL!). T his subject seems to be important, because 
in applications one encounters such situations; e.g . Hamiltonian planar vector 
fields with a polynomial Hamilton function. The French school of algebraic geom­
etry (A. Grothendieck, Deligne and others) developed a theory which solves these 
problems. \\le deal with these topics in the next section and in Chapter 7. 

§5 Resolution and Normalization 

Let 1 (en, 0) -+ (C, 0) be a germ of a holomorphic function with an isolated 
critical point at O. Denote by Xu = 1-1(0) the germ of a singular hypersurface in 

e" . 
4.55. Definition (Resolution of singularity). By a resolution of singularity of the 
function 1 (or of the hypersurface X u) we mean an analytic map of complex 
manifolds 

11" : (Y, Yi)) --+ (en, 0) 
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satisfying the following conditions: 

(i) 7I"ly, Yo is an analytic isomorphism between Y"Yi) and en \ 0, (i.e. between 
a neighborhood of Y() in Y (minus Yo) and a punctured neighborhood of 0); 

(ii) the sets Yo = 71"-1(0) and 7I"-I(XO) are unions of smooth analytic hypersur­
faces in Y with normal crossings; 

(iii) near any point in Y() there exists such a local system of analytic coordinates 
YJ, . .. ,Yn and non-negative integers kl' ... ,kn' 1nJ, . .. ,Inn such that 

f07r(Y) 
det(7r. )(Y) 

= Y~'· . y~", 
= g(y)y;"'. . Y;:'" , g(O) " O. 

4.56. Theorem of Hironaka (IHirl)), Any singularity of complex hypcrsurfacc Xo = 
I-I (0) has its l"Cso/ution. 

T he proof of this theorem is very long and technical. Recently E . Briestone and P. 
D. "tIHiman [BM[ significantly simplified some parts of it. For elementary presen­
tation of this proof we refer the reader to the article IHau l by H. Hauser. \Ve note 
also that when one uses so-called aitemtions, i.e. typically finite-to-one maps (in­
stead of blowing-ups) , then an analogous theorem about resolution of singularities 
becomes very short and simple (see IOor]). 
In fact, the statement of Hironaka's theorem holds also in the case of real hyper­
surfaces. He proved it for algebraic varieties defined over fields of characteristic 
zero. 
T he general idea of the resolution can be explained in the two-dimensional case. 

4.57. Elementary blowing-up. The (elementary) blowing-up (or O"-IJ1'OCcss) in ez 

relies on replacing the point x = y = 0 by a projective line Cpl. Namely, one 
performs a partial compactification of the punctured plane C 2 \ 0 by adding to it 
the directions of lines passing through {] E C 2 . 

\Ve can write it in coordinates. The map UI = C 2 ....... C2 , 

(x,u) ....... (x,y) = (x,ux), 

is a diffeomorphism between UI"'{X = O} and C2,,{x = O} and sends the line 
{x = O} to the point (0,0). Similarly, the map U2 = C 2 ....... (:2, 

(y,v) ....... (x,y) = (yv,y), 

realizes a diffeomorphism bet\\'een U2" {y = O} and (:2" {y = O} and sends the 
line {y = O} to the origin. The open sets UJ, U2 form an atla." of some manifold 
Y, with thegluingdiffeomorphismy = llX, ·v = 1/1tin u!nU2 = UI"{lL = O}. We 
see that 71"-1(0,0) = Cpl, parameterized by (it: 1) = (1 : v). 
r-.-roreover, the self-intersection index of the curve Yi) = 71"-1(0,0) in the surface Y 
is equal to - 1, which means that Y is a nontrivial surface. T his follows from the 
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fact that one can choose a section 8 of the normal bundle N y() = Tyo Y ITYn y() in 
form of a meromorphic fUllction 011 C p l, which ha.<; no zeroes and one simple pole: 

in UI the section is given by 8 : x(u) == 1 and in U'l we have s : y(v) = It = l/v. 
Such a section corresponds to the meromorphic vector field i: = Z-l 011 C p l n U2 

(in the trivialization U'l ;:" C xC<=:::: Te). The latter vector field is replaced by the 
continuous vector field i: = z with index in = - l. 

(On8 can explain the negativity of Yo' Yil more geometrically. The positivity of self­
intersection of a complex submanifold means that it can be slightly deformed. If 
Y j '" Yi) were such a deformation, theil, applying to it the blowing-down map 7T, we 
would obtain a compact analytic variety wholly located in a small neighborhood 
of a point in C 2 . ) 

In the twa-dimensional case (n = 2) the resolution of a singularity consists of a 
finite sequence of elementary blowing-ups. In Chapter 9 (Theorem 9.1 8) below we 
present the proof of resolution of a singular point of a planar analytic vector field. 
Applying it to the Hamiltonian vector field, with the Hamilton function f, we get 
the proof of the twa-dimensional Hironaka theorem. 
If n > 2, then the elementary blowing-up is given by the system of local maps 

j 
: ... : 1: ... : ll n _d,xj ) ____ (XjU l , ... ,Xj, ... ,XjUn ) 

and has the property 11"-1 (0) = cpn-I . One adds to C" \ 0 the directions of all 
complex lines pa<;sing through O. 
Here, as in the 2-dimensional case, the exceptional divisor 11"-1(0) is not movable 
in the surface Y = 1I"-I(Cn). However, here we cannot prove it so simply, because 
we cannot use the index of self-intersection. 

4.58. Exam ple of the cusp singularity. 

Its resolution is presented in Figure 32. \Ve see that 11"-1(0) = EI U E 2 U E:1, where 
each Ej = Cp l (~ 52) and they intersect one another transversally. fo, 'loreover, 
11"- 1 (Xo) = (f 0 11")-1(0) = r U El U E 2 U E:l with transversal intersections. I·Iere r 
is called the propel' }J1"Cimage of X o (or the strict transfol"71I of X o) . 

It turns out that the elementary blowing-ups are not sufficient to prove the Hiron­
aka theorem. Qne needs the following construction which generalizes the blowing­
up construction. If S c (C", 0) is a smooth analytic surface of codimension k, 
then locally its neighborhood is isomorphic to S x D" , where D is a ball. T he 
blowing-lLp along subvaI"iety S means replacing S x D~' by 

Sx (D" \O) U 5XCP"'-1, 

i.e. we add to S X (D'" \ 0) the directions ofiines in the normal bundle N S passing 
through its zero section. 
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r_,E, 
" .~ j 
v= r( I - w) 

~ 
EI 1 1 1 

r'w'(1 - w)'(2w -I) '" 0 

Figure 32 
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After resolution we get 11"-1 (0) = EI u ... U E r , where E j are divisors (i.e. hyper­
surfaces) with normal intersections and 11"-1 (Xo) = r l U ... r .• U EI U ... U E r . T he 
set r l U ... r s is called the IJ1"OIJC1· p1Y~image of Xo or the st1"ict transfonn of X. 

T he Hironaka theorem ha.'l many applications. We list some of them. 

4.59. Remark. It is not very difficult to show that, if Xo is a singular algebraic 
hypersurface in a projective smooth variety X, then the resolution of singularities 
of Xo gives a projective algebraic variety Y with algebraic map 11" satisfying prop­
elties analogous to those from the above definition of resolution. In particular, 
11"-1 (Xo) has only singularities in the form of normal intersections. 
Qne can obtain even stronger resolution here. If, for example, an irreducible compo­
nent Z of Xo has self-intersection singularity then, resolving this self-intersection, 
we obtain a smooth strict transform of Z and some pasted divisors. Thus, we are 
able to obtain a resolution such that (f 0 11")-1(0) = T] UT:z U ... UTI\' is a union 
of smooth algebraic hypersurfaces T j C Y with normal intersections. 
I\{oreover, the assumption that the singular point of the function f, defining Xo = 
f- I (0), is isolated is not necessary. Hironaka's theorem holds in the general case, 
when X, Xo are analytic varieties and f is an analytic map from (X, Xo) to (c, 0). 
T he fibers Xz = f- 1 (z) can be compact projective algebraic varieties. T his situa­
tion, called the dcgcllcration of algebraic manifolds, will be subject of study below 
in this chapter and in Chapter 7. 

4.60. Remark. If III C C pN is an open smooth quasi-projective variety, i.e. is given 
by analytic equations an~Jnequalities, then there exists its algebraic compactiji­
cation III such that N = AI',)d is a SUIll of divisors with normal intersections. 
To show this, we notice that the closure IIII of III in CpN is a closed algebraic 
set. Next , one performs resolution of singular points in J''h ......... AI. 
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4.61. Remark. Qne can realize the resolution of a singularity of a function on 
the basis of its Newton 's diagram. This leads to a beautiful construction of a 
toroidal embedding. The divisors Ej , r ic and integers kj , mj are computed from 
the Newton's diagram. This is done in IMum21 and IAVG I. T his construction 
works well only for germs, which are generic among functions with fixed Newton's 
diagram. 

4.62. Resolution and normalization in algebraic geometry. Sometimes the resolu­
tion of a singularity of a hypersurface is not sufficient in its analysis. Note that 
Z = 11"-1 (Xo) is a manifold with singularities. T hese singularities are of two types. 
Firstly, as a topological space Z ha.<; singular points, intersections of algebraic com­
ponents. The second type of singularity deals more with the language of modern 
algebraic geometry. 
In algebraic geometry, algebraic manifolds cannot be treated as sets of geometrical 
points. T hey are ringed topological spaces. T his means that locally, in any affine 
part of CpN, we have a set Z C C N and a ring Oz of regular analytic functions 
on it. 
For example, if I e C[XI, ... ,XN] = C[x] is an ideal, then it defines the affine 
algebraic variety (Z, Oz ) = (V(/),Clx]/ I) , V(I) = {p: I(p) = 0, l E I}. If the 
ideal I is !"adical, i.e. r(l) = I(V(I)) = I (where I (A ) = (J E Clx] IIA = OJ), 
then the ring Oz coincides with the standard meaning of analytic function on 
Z. However , if the radical 1"(/) = {h ::3" II" E I} of I is different from I , 
then C[xll I contains functions, which are nilpotenls. It means that there are 
nonzero analytic functions on Z, which vanish at any point of Z; because the 
value of I at a point l' is the residue class in the field Op.z Imp. (Here the local 
ring Op,z consists of meromorphic functions on Z (quotients of elements of Oz), 
which are analytic at l' and mIl is its maximal ideal of functions vanishing at 1'.) 
If the ideal I is radical , then the ringed algebraic variety (associated with it ) is 
called reduced. If (Z,Oz) = (V (l),Clx]1 l), then by its reduced version one means 
(Zred,Ored) = (V(/ ),Clx]/1"(I)) . T his ideology forms a basis of Grothendieck's 
theory of algebraic schemes. 
T he second type of singularity of Z relies on the fact that Z #- Zr~d. 

In order to avoid the difficulties associated with the above type singularities one 
introduces the notion of normalization. 

4.63. Definition (Normality ). Let X be an analytic variety with the subset Sing X 
of its singular points. \\le say that X is normal at x E X iff any holomorphic and 
bounded function defined on U"Sing X, where U is a neighborhood of x, prolongs 
itself to a holomorphic function in U. 
T he space X is called normal iff it is normal in any of its points. 

It can be shown that X is normal at x iff the local ring Ox,x is integrally closed 
in its field of quotients. This means that, if f = glh, g, h E O",x satisfies a monic 
algebraic equation 
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then f E O. ,x. (Note that the leading coefficient equals 1.) In the ca.<;e when X 
is an algebraic variety, its normality is equivalent to the integral closeness of their 
affine rings C[X;] of regular (polynomial) functions on the affine parts Xi C C N 

(see [ShaD. 
I\{oreover, if X is normal, then its set of singular points Sing X ha.<; codimension 
::::: 2. 

4.64. Examples. (a) If X is smooth in x, then it is also normal at x. 
(b) If X = {x2 = y2} C C 2 , then the function f(x,y) = x/y is equal to ±1 in 
X \ 0 but is not continuous at O. 
(c) If (X, Ox) = ({x = 0, I}, qx]/(x2(x - 1))), then the function f = l/x is equal 
to 1 at X \ Sing X = {x = I} but f does not belong to Ox. 
(d) If X is a normal affine algebraic variety and C is a finite group of automor­
phisms of X, then the quoticnt algebraic variety Y = X/C is also normal. 
Indeed, if C[X] is the ring of regular functions on X, then the 1"ing of invm-iants 
qX]G = {J E qX] : fog = f, 9 E C} can be identified with the ring of regular 
functions on Y. In ISha] it is shown that qX1G is finitely generated, does not 
contain diviso1"S of ZC1"O (elements x '" 0 such that xy = 0 for some y '" 0) and 
forms a ring of regular functions on its spcctrum SpeC(:C[X ]G, which e<:!uals (as a 
set) the set of maximal ideals of this ring. 
T he fields of quotients of the above two rings C(X), C(Y) form the fields of 
meromorphic functions on X and Y respectively. We have C(Y) = C(X)G. 
Let f E C(Y) be an integer element over qY] c qX], i.e. satisfies a monic 
algebraic equation with coefficients in qY]. So, f is integer also over qX] and, 
by the normality of X, we have f E qX]. Because f is G-invariant we have 
!EC[Y]. 
For example, if G = Zm with the generator acting on X = C l as rotation by the 
angle 27r/m, then Y = X/C ~ C I and the quotient map is z ____ z"' . 
If C = Z2 with the generator acting on X = C 2 as the central symmetry (tl, v) ____ 
(- ll, - v), then X/Z2 is the cone {(x, y, z) : xy = Z2} (because qu, vf = qu2

, ./?, 
uv]). By the above the quadratic cone is normal. Note that its singular set is the 
vertex (of codimension 2). 

4.65. The normalization theorem. FOI· any a1lalytic IIwnifold X there exists a 
lLni~e (lLP to isomOlphism) nonnal a1lalytic manifold X and a holollwrphic map 
iT : X -+ X slLch that 

(i) iT is an a1lalytic diffcom.olphism bctwccn X"-iT-l(SingX) a1ld X"'-SingX, 

(ii) ~1i"-l(poillt) < 00 and 

(iii) iT-I(X",-SingX) is densc in X. 

T he pair (X, 1i") is called the normalization of X. 
\\le do not prove this theorem; for the proof we refer to ]Sha] and ]Loj2]. We discuss 
only the normalization in the above examples. 
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In example (b) X consists of two lion-intersecting lines, X = X l U X2 eel, 
Xu = {(u,v): u = ±1}, *IXj (11, v) = (v,v), irlx~(t1,v) = (v, - v) . 
In example (e) (5<) O,\,) = ({y = 0, ±1} , c[y]/(y(y2 - 1))), iT(y) = y(y + 1)/2 . This 
normalization separates the twofold point x = 0, replaces it by the two points 
y = O, - l. 
The general difference between desinguiarization and normalization lies in the fact 
that in desingularization we replace the hypersurface together with its neighbor­
hood whereas in normalization we replace only the hypersurface itself. 

4.66. The semi-stable reduction. Assume that, after resolution of a singularity 
and the change of target (D"O) to (D ,O), D = tltl < I} , we get a fUlIction 

g = f orr: Y --+ D with local representations 9 = YJ' ... y~~. When all ki = 0, 1, 
then we say that the morphism 9 is semi-s table . 
(Note that here we have changed the notation of the target variable, from Z E (C,O) 
to tE D . T his notation agrees with the notation used in other sources. \Ve will 
keep it in the StYluel.) 

The semi-s table reduction means replacing each multiple divisor Ej = {Yj = O} by 
several copies of single divisors E j, l , ... , Ej,l J each of which is a ramified covering 
of E j (separate from multiple divisors). 

T he semi-stable reduction is realized in two steps. Firstly, one applies the base 
change a : 8 --> t = 8 1 , where I is the least common multiplier of all ki's appearing 
in local singularities of Z = g- I (0), I = lcm(k!, ... , k,,). Qne takes Yo = Y x nD = 
{(y, s) : g(y) = a(.~)} and the projection Yo : Ya --> D , (y, s) --> s . 
Usually, the space Yo< is not normal. So, t he second step is the replacement of Yo< 
by its n'ormalization Y (with the normalization map 1r : Y --+ Ya) . 

T he map [} = 90. o:iT : Y -+ D = D realizes the semi-stable reduction. \Ve have the 
following diagram: 

Y 
, 

Yo Y - -13 j 20 j 9 
D D 0 D ~ -

\Ve have ~I'lumford's theorem about semi-stable reduction (see IMum2 1): 

If f X --> D is an analytic map fro11l a smooth projective algebraic variety X 
with unique c!.'itical value t = 0, then there exists a base ch,!nge a : s -+ t = Sl and 
a f'Cso/ution Y -+ X X n D such that the induced map g : Y -+ D is semi-stable. 

4.67. Formulas for the semi-s table reduction. (We follow ISte21). If near a point 
Yo E Y we have f = y~" ... y:';", m. < n, ki > 0 and n : s -+ 81, kill, then locally 
we have Ya = {(y, s) : y~' ... y;;';" = 81} . If the greatest common divisor of the ki's 
is greater than 1, then Ya has several compo~entsj (note that gcd(kJ, ... ,km)ll) . 
T hus, in the first step of the construction of Y, one separates these components. 
Assume now that gcd(kJ,' .. , km ) = 1. P ut Ii = Ilk i , i = 1, ... , n, where k",+1 = 
... = 1. \Ve define a map from C~L (with coordinates Zi) to Ya by the formula Yi = 
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z;;, s = ZI ... Z". Of course, the space C~ is normal but it is not our normalization: 
it is too big. 

One divides C~ by the group e c Z I, X ... Z I" (acting diagonally by means 
of rotations) and consisting of those rotations which preserve s = ZI ... Z". By 

Example 4.64( d), Y = C~!e is normal. 
rV[oreover, the quotient group ZI, x .. . ZljG is cyclic, equal to Zl, and it acts 

on Y. T he quotient Y!ZI is tYjual to X = C y x D . 
T hese formula.., hold locally in suitable (local) charts. In the general case one covers 
X with such charts and performs the normalizations successively in each chart. 

4.68. Exam ples. (a) f(Y)'Y2) = vivi- Then Yo_= {(VIV2)2 = 052} consists of two 

intersecting components and the normalization Y consists of two separated smooth 
components VIV2 = ±s. 
(b) f = ViV2. Then Yo = {ViV2 = S2} is not normal; because the function S!VI, 
smooth on Yo \ Sing X, Sing X = {VIV2 = S = OJ, is not analytic in the whole 
Yo. The normalization map is VI = Z), V2 = zi, s = ZIZ2. Here the group e = {e}. 

The divisor EI = {YI = O} is replaced by the divisor EI = {ZI = OJ, with 2-fold 
covering over E I , and E2 = {V2 = O} is replaced by E2 ::::: E2. 
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(c) Semi-stable reduction of the CllSP l"Csolution (see [Ste21). Let X C Cp2 X D 
be given by xoxi - xt = Ixil and let f = t. In the affine part we get y2 - x:! = t 

with the cusp singularity of Xo. After resolution (see Example 4.58) we obtain the 
surface Y with the map 9 = f 0 71" : Y -+ D and g-I(O) = r + 2EI + 3E2 + 6E:l 
(with multiple divisors). Here 0: $ -+ t = $1, I = 6 and the surface Yet is not 
normal. 

Applying the normalization to each of the intersections of divisors, we obtain 
the following: T he normalization near r n E:l /"6(2w - 1) = s6 is the map 
7r: (r, z) -+ (1",2w - 1) = (/", Z6), i.e. we have a local ramified covering of E:l with 
ramification index 6 (see the discussion in 11.31 below). 
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T he normalization Ileal" El n E3: r 6(w - 1)2 = 86 gives two copies of the plane 
(:2 with the normalization map (1', z) --+ (1', 'IV - 1) = (1', Z3) . 
T he normalization Ileal" E2 n E3 gives three copies of (:2 with the map (1', z) --+ 

(r,w) = (r,z2) . 
T hus jj--J(r) = r is olle divisor e p l, 1i"-I(EI) = Ell U E 12 , *-I(E2) = E21 U 

En U E 2:1. Finally, E:j = jf-l(E:1) is a smooth projective variety and ir realizes 

the ramified covering E:J --+ £:j = Cp l of degree 6; (one can see that generically 

7r is (i to 1). Using the Riemanll- Hurwitz formula (i X(E:1) = X(E\) + 2::(v(1') -
1), (collnecting the Euler characteristics and the ramification indices !I(p), see 

T heorem 1l.:~2 below), we find that E3 is a topological torus, i.e. an elliptic curve. 

'!:69. Remark (Orbifold character of the space Y ). T he normalization map :iT 
Y --+ Y is finite-to-one. 1\'lore precisely. from the formula., in 4.67, it follows that 
Y can be covered by charts of the for"m C"/G, where C c C L(n,C) is a finite 
group (of rotations in coordinates). 
Such manifolds are called o1'bifolds (or V -lIwnifolds, see IStell). 
It turns out that most of the cohomological theory on smooth algebraic varietes 
can be applied to algebraic orbifolds. In particular, one can define the analogues of 
the de Rham sheaves, holomorphic de Rham sheaves, hypercohomology etc . (see 
Chapter 7). 
\Ve will use the above constructions (resolution and normalization) in Chapter 7. 
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4.70. The Clemens contraction . (a) Let f : X -+ n be a holomorphic mapping with 
unique critical value t = 0 and such that locally f = X~ ' ... y;;.;" for sOllie analytic 
coordinates XI, ... ,X"' i.e. with resolved singularities . X t = f-I(t) are projective 
algebraic varieties; smooth for t i: 0 and with normal intersection singularities 
for t = O. Assume also that X = f- l (D ). T he map f : X - Xo -+ D' = n "",-o 
defines a fiber bundle, the algebro-geometrical analogue of the Milnor bundle. Here 
t he fibers X t have the same homology groups H. (Xt. q; (contrary to j\,Iilnor 's 
case they have many non-zero components Hi in general). 0ne also defines the 
monodromy diffeomorphism ht : X t -+ X t and the monodromy operator (or the 
Picard- Lefschetz trans formation) 111 = ht • : lJ.(Xt ) -+ lJ.(Xt ). 



§5. Resolution and Normalization III 

C. H. Clemens [Clef constructed a continuolL~ mapping l' : X --+ Xo with some 
special properties. \Ve explain his construction on the special case f(xI, X2) = X1X2 

(or X = { XIX2 = txM C C p 2 x D and f = t) . 
Let U = {lXJ.21 < I} be the neighborhood of the origin. We define a certain 
family of maps Pt = pix, X t n U --+ X o. \Ve divide X t n U into three parts: 
A l = X t n {It ll/2 < IX2 1 < I }, A2 = X t n {ltJl/2 < Ixd < I } and A3 = {Ixd = 
Ix,] = WI'), 
On Al the map 1't is defined as a composition of the projection (XI, X2) --+ (0, X 2) 

and of the stretching 

(O,x,) - (0, ]lIx,] _], ]' I')/(I - ],]' I')Jx,) 

(with the punctured disc 0 x D* as the image) . Analogously Pt on A2 is defined 
(with the image D* x 0). Finally, p(A:l) = 0 (see Figure 35) . 
On the remaining part Xt"""U C C p 2 one defines Pt as the projection onto the 
nearest component of Xo (along some affine coordinate) . 
T he maps Pt organize themselves into a contraction (or retraction) of X to X o, 
i.e. with identity on Xo. ~·Ioreover, if Xo E X o is smooth, then pil(xo ) is one point 
and if Xo is singular, then pi I (xo) is a topological I-dimensional torus. 
Note also that this construction can be generalized to the case when f = X~·' X;2. 

T hen 1'ti(xo) consists of kl (or of k2 points) for smooth point Xo . 

T he general result is the following. 

(b) P roposit ion- Defini t ion. (fCle]) Let f X --+ D be a holomol7lhic map with 
ollly clitical value 0 alld with resolved singll101ities. Then there exists a continuous 
fondly of m.aps Pt : X t --+ X o such that the total map p = (Ilt) is a contmction 
of f- I(D ) to X o fonning a pm/ongatio/{ of the contraction of D to 0 along the 
mdii. 
If ncar Xo E Xo we have f = xi, then pi 1 (xo) is an I-clement set. If !lear Xo we 
have f = X~ ' ... x~~' , m > 1, then lIt 1 (xo) is a topological (m - 1) -dimensional 
torus T",-l = {(4)l, ... ,4>m) (mod 271"): L: ki4>i = argt}. 
We call the map p the Clemens contraction. 

(c) Unfortunately, the Clemens contraction Pt is not compatible with the action 
of the monodromy diffeomorphism ht : X t --+ Xt. 
Indeed, if pi l (xo) = {Yo, ... , YI_ I}, Yj = ( Itl l /lei(arg t+2rrj)/I, 0, ... ,0), then the 
natural lifts (to the fibers Xt 's) of the path 0 --+ t(O) = eiOt , 0 E [0,21T} would be 
Yje iO / I. ThlL~ h t should realize a cyclic permutation. 
T he action of ht on the torus T m

-
1 should be translation (4) 1' ··· ,4>",) -+ (4) 1 + 

21T/(kl m), ... ,4>m + 271"/(kmm)) . 
\Ve see that the above 'action' cannot be continuous, with discontinuity at the 
tor i. So, there appears a necessity to improve the Clemens contraction in such 
a way that it would be compatible with the action of monodromy. The idea of 
this construction is Ct.., follows. \Ve replace the target space X o by another target 
space Xo, whicll is obtained from Xo by replacing each point Xo of an m-fold 
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intersection by (m - I )-dimensional simplex L1m-l (with baricentric coordinates 
(Ul, ... ,Om),I:Uj = 1). Also the tol'US T",-l = IJ;-I(XO) is replaced by Tm-l X 
,6.m-l. \Ve get a new space Xt . Of course, t his XI has the same homotopy type a.<; 

X,. 
T he action of the monodromy hi on the thick torus T",-i x ./1",-1 is 

T hese local transformations glue themselves together to a continuous homeomor­
phism lIt of Xt. It induces the same homomorphism in homologies as hto . 

\Ve call the corresponding llIap Pt the t hick Clemens contraction and the homeo­
morphism itt the t hick monodromy transformation . 
T he thick Clemens contraction is compatible with the thick mOllodromy transfor­
mation: ih 0 Itt = ]Jt . 
T his construction was used by Clemens in his direct proof of the following funda­
m ental theorem in the monodromy theory. 

4.71. Monodromy T heorem. Por any k the induced homology homo1lW17Jhism 
(ltd . 1: Ih (Xr,C) -+ Ih (Xr,C) is a quasi-unipotent. It means that all its eigen­
values are roots of lmity, (J~: _ l)B = (] for some natural A, B. Moreover, B ::::: 
n - Ik - n + I l 11Jhen~ n = dimX. 

The !I-lonodromy Theorem was first proved by Landman in his Berkeley Thesis in 
1906 (see ILanl and 7.26). Besides Landman's and below Clemens' ICle] proofs, 
there are three more proofs. One is algebraic by Grothendieck (see [Grol [ and 
[DK]), there is a proof by Brieskorn (using the solution of the VII-th Hilbert's 
problem, see [Brie[ and 7.37(i)) and Borel [BN ] gave another proof using the 
period mapping and hyperbolic geometry (see 7.5fi (d)) . 

Clem.ens' Jlmof of the Afonodmmy Theorem. Denote by A the greatest common 
multiplier of all the multiplicities of the divisors in X o. It will be the integer A 
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from the thesis of the !I'lonodromy Theorem. Denote M = (h t ) . ". \Ve have to show 
that the operator MA - I is nilpotent with order of nilpotency ::::: n -Ik - n + 11. 
Of course, Ke shall work with the map Itt acting on Xt. Let the subsets Zj C Xt 
consist of points corresponding to (2': j)-fold intersections in Xo. T hus we have 

Xt = Z I J Zz J ... J Z,, +l = 0, 11 = dimX. 
If <7 is a (geometr ical) cycle in ZJ, then the cycle It:(<7) - a lies in Z2; (because 

Itt acts periodically 011 ZI"'ZZ). 

Let us look at the action of lit on Z2"'Z:\. Consider a component Tl x.6. 1 x E;(2), 

where EiZ
) is an (n - 2)-dimensional variety, locally of the form XI = Xz = 0 and 

with {f = x~· ' x;'}. Here the action of lit is homotopically equivalent to the action 
in one endpoint of the interval .6. 1 : (4) 1> 4>z; 1,0; z) --;. (4)1 + 27r I kj, 4>2 ; 1, 0; z). If a is 
a (geometrical) cycle in Zz, then we can move it homotopically, in any component 
of Z2 - Z:l, to a part of the boundary corresponding to one vertex of the simplex 
.6. 1. It is not difficult to see that this can be done in a continuous way. T he new 
cycle a' represents the same homology class as <7. 

Because the action of 17/ at the boundary of TI x .6. 1 x E?) is periodic, the cycle 

itAa' - a' lies in Z:l. 
T he same construction can be repeated for cycles in Zj, j > 2. The action of 

It: - -id gives a cycle homologically 8(luivalent to a cycle lying in Zj+I. 
Consider the ca.<;e k > n - 1. Because the subsets Zj are homotopically equivalent 
to spaces of (real) dimension 2 ( n - 1) - j, then a k-dimensional cycle is sent to zero 
after 211 - 1 - k times; thus B::::: 2(n - 1) - k + 1. In the case k::::: n - 1 one should 
use the Poincare duality which together with the above gives B ::::: k + 1. 0 

4.72. T he zeta function of the monodromy. If F : X --;. X is a diffeomorphism of 
a differentiable manifold X, then the (-function of F is defined as 

q2:o 
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where F.q : llq(X ,C) --+ llq(X,C) are the induced homology homomorphisms. 
(F is a rational fUllction, which can be expressed in terms of the structure of its 
set of periodic points. Namely, with this aim it wa.<; introduced in the t heory of 
dynamical systems. 
Indeed, let 

A(F') ~ 2.) - l)'T,(F.,)' 

" 
be the Lefschetz number of the map pi, = F 0 ... 0 F (k times). Let the positive 
integers 1' 1 ,1'2, ... be defined inductively by the relations 

A(F') ~ 2.> .. 
i iA' 

e.g. T l = A(F), 1'2 = A(p2) - 1'1, 1'4 = A(p4) - 1'1 - 1'2 . Using the identity 
det(l - 8A) = eTr log(J-sA) = exp[- L:(siji) Tr A i] to each factor det(l - sF.q), 

we obtain the formula 

Recall that A(P") counts the number (with multiplicities) N" of periodic points 
of F with period divisible by k (see the Lefschetz T heorem 3.30) . We get (F = 
exp( - "'£(Nk/k)sJ.·). 
\Ve apply this to the monodromy diffeomorphism F = II. X t ---+ X t of a fibre 
of the cohomological bundle as.<;ociated with a dcgcncmtioll of analytic manifolds 
9 : (X, X o) --+ (D , 0), where X t = g-I(t) are smooth analytic manifolds and X o is a 
sum of smooth submanifolds with normal crossings and near any point of Xo there 
is a system of coordinates such that 9 = X~· ' ... x~" . The map X· = X ""-X o ---+ 

D· = D ""-O is a locally t rivial topological fibration, an analogue of the !I{ilnor 
bundle. T he P icard- Lefschetz transformation acting on 1l. (Xto'C) is induced by 
the monodromy diffeomorphism II. = 11.1 0 of a fixed fiber X to (see above). A 'Campo 
[A'C2[ has found a beautiful formula for the (" . 
T he special case of this situation appears when we have a singularity f : (Cn

, 0) ---+ 

(C,O) of multiplicity /1; X t = f-I(t ) n Bp- ThlL<;, we can assume that f is a 
polynomial. Let 11" : Y ____ Bp c cn be a resolution of f, 9 = f 0 11", Xo = g-I(O). 
\Ve haveg-I(t) :::: Vt for t =I- O. Becauseh. o = I on flo(Vr) = C and llq(Vd = 0 for 
q =I- 0,11 - 1, we can express the zeta function of II. by means of the character istic 
polynomial of the monodromy operator II., P(>.) = det(lI . - >'1). We have (/,(s) = 
(1 - S)- 1 det(l - Sh. )(-I)" = (1 _ S)-I [( - S)I' P (l /S)] (-I)" . 
For any natural 111 we put 

8 m = {y E Xo : 9 = x~" near y}. 

Denote by X(Sm) the Euler characteristic of 8 m. 
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4.73. Theorem of A'Campo (IA 'C11, IA'C21) . 

(a) We have 

In }Jarticlllar, 

A(h O) = x(Vi ) = L m mx(5m), 
A(hk) = L mlJe mx (5m ) . 

(h(S) = fI", (I - sm) - x(S,~), 

P is) ~ (- 1)" [(s - 1)[1,,,(.,,,, _ 1)- "s ... )] H)" 

I' ~ (- 1)"[1 - L,,, mx(S",)] . 
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(b) If It is a monodromy difJeomOlp hism of the Mil/w I· bundle associated with a 
critical point of a function with multiplicity 0 < It < 00, then 

A(h) = x(5d = o. 

4.74. Examples. (a) For the cusp singularity we have : 56 = E :1""'-{ 3 pt$} = 
5 2""'-{3 ]J t.~}, x(56) = - 1; 52 :::: 5:1 = 52 - {I 1Jt}, X(S2) = X( 5:1) = 1; 5 1 = 
D* ,X(5d = O. Thus It = 1 - 2 - 3 + 6 = 2, (;, = (1 - $2)- 1(1 _ $:1) - 1(1 _ S6), 
p (s) = $2 _ s + I . 
(b ) For f = (x:1 + y2)(x2 + y:l) we have the resolution process presented in Figure 
37. 
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Here X( 5 1O ) = 2· (- 1), X(5 5 ) = 2·1 , X(54 ) = x( 5d = O. This gives It = 11, 
(h = ($5 + 1)2, P (s) = - (s - 1)($5 + 1)2. This example is considered in IAVG I (v. 
2). 
(c) The reader can make calculat ions for f = (x2 +y3)(x2y2+x6+y6) from IA 'C21. 
(d ) For t he Pham singularity f = xt + ... + x~ we have It = (d - 1)" and after 
blowing-up we obtain one divisor C p ,, -I and only two set s 5m, i.e. 51 :::: X o \ 0 
and 5d = Cp ,, - I \ Q, where Q is a smooth hypersurface of degree d. 

T he surface 51 C e" \ 0 can be deformed along the radii to a submanifold 5 C 
5 2,, -1. But 5 admits an action of t he circle 51 . So t here is a vect or field on S 
wit hout singularities and (by the Poincare-Hopf theorem) X(S) = x( 5d = 0, 
which agrees with (b ) of the A 'Campo t heorem. 
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Next, by additivity of the Euler characteristic, we have X(Sd ) + X(Q) = 
X(c p n-I) = n. Therefore we obtain the following formula for the Euler charac­
teristic of a general hypersurface in projective space: X(Q) = n + [(1 - d)" - I)/d. 

4.75. Proof of ThcOI"C1n 4.70. (a) (T his part was proved in )A'C2).) \\le use the 
thick Clemens map ijt and notations from t he proof of T heorem 4.71. One divides 
the variety XI into the following subsets invariant with respect to the monodromy 

A ~m -I ~l ~ 2 

map ht . Let X :::: Pt (Sm), m = 1,2, ... : thus the set ZI - Z2 = X U X U . 
T he set Z2 - Z:j consists of components of the form TI x.6. 1 x E?). Generally 
Zj - ZJ+I is composed of sets of the form Tj- I x .6.i - 1 X E(j), where the subsets 

E;(j) are the connected components of the set of points from Xu at which exactly 
j divisors intersect themselves . 
If x E 8 m, then 1J;1 (x) is an m-point set, at which the monodromy map acts as a 
cyclic permutation. T hus (hlp;'(x/' = -id, ifmlk and it does not have fixed points 

otherwise. So A((hl _'( )) 1:) = X(p; I (X)) = m or = 0, depending on whether m)k 
" ' or not. 

At each set V = Tj- I X .6.j - 1 X E;j) the action of il. is homotopically equivalent 
to a rotation by angles commensurable with 27r. T hus (hlrj_.)1: = id or it does 
not have fixed points. Because X(T) = 0 we have A((hTj_.)J,) = O. 
Next, we use some standard properties of the Lefschetz numbers (analogous to the 
properties of the Euler characteristic): (i) A(FI x F2) = A(FI ) . A(F2) for FI x F2 
acting diagonally on XI x X 2 and (ii) A(F) = A(Fd + A(F2 )' if F I ,2 act on two 
subsets X I ,2 of a partition of X. 
\\le obtain A(hl:) = L"'II: mX(Sm) which implies t he other formulas from the first 
part of the theorem. 
(b) (This part was proved in [A'CI ).) The proper image of r = "IT-I(j-I(O) \ 0) of 
the set f-I(O)\O lies in 8 1 (by assumption that 0 is an isolated critical point). Any 
other divisor, i.e. from "IT-I (0), belongs (almost completely) to some S"" m > 1. 
It follows from the process of resolution (see the examples) . Because f- I (0) n Be 
is contractible to 0, one can use this contraction and the Clemens map, to obtain 
a contraction of Xt to the subset ptl(XO,,-SI). 
On the latter set we repeat t he analysis from the point (a) . On the sets X"', 
m > 1 the monodromy map does not have fixed points. The remaining part has 
zero Euler characteristic. 0 



Chapter 5 

Integrals along Vanishing Cycles 

T he previolls chapter was devoted to the topology of critical points of a hololllor­
phie fUllctioll. This chapter is devoted to its analysis. 
T he principal objects of investigation are integrals of holomorphic forms (defined 
in a neighborhood of the critical point) along cycles lying in level surfaces of 
the fUlIction and vanishing at the critical point. It turns out that these integrals, 
t reated as fUllctions of the (non-critical) value of the fUllction, form holomorphic 
and multivalued functions with ramification at the critical value. They satisfy a 
system of differential equations, the Picard- Fuchs equations. 
T he holomorphic forms define sections (the geometrical sections) of a certain holo­
morphic vector bundle above the set of non-critical values of t he function. This is 
the cohomological Milnor bundle, with fibers equal to the cohomology groups with 
complex coefficients of the local level of the function. Any such fiber contains an 
integer lattice consisting of integer cocycles . T hese integer cocycles extend them­
selves to sections of the cohomological !lHlnor bundle. They are sections horizontal 
with respect to so-called Gauss- ?lhnin connection. The P icard- Fuchs equations 
are related to the e{luations for horizontal sections (with respect to the Gauss­
r-.-ranin connection), expressed in a basis consisting of geometrical sections. 
T he asymptotic behavior of integrals of holomorphic forms along vanishing cycles, 
as the value tends to the critical value, gives us very important information about 
the geometry of a neighborhood of the critical point. 
T he a.<;ymptotic of the integrals along vanishing cycles is used in analysis of asymp­
totic of oscillating integrals, which appear in geometrical optics . 
In this chapter the values of the function will be denoted by t. T he rea.<;on is that 
we shall differentiate the sections of the cohomological bundle with respect to t he 
'time' t. 

§1 Analytic Properties of Integrals 

5.1. Example (Complete elliptic integrals) . Let 

be a family of elliptic curves in C 2 (see also Example 4.11). If t is typical (different 
from the critical values t 1,2 = ±2/ 3J3 corresponding to the saddle point and 
the local minimum) then the corresponding Riemann surface is diffeomorphic to 
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the punctured torus T2 \ {JJ} . Its first homology group is generated by two cycles 
l' = ,(t) and d = d(t), where 'I is represented a.<; the real oval of this elliptic 
curve (see F igure 1). The cycle 0 cannot be deformed to the real part of the curve. 
\Ve assume for a while that the geometrical positions of the cycles are fixed. (In 
notations from Example 4.11 we have I = .6.2 and 8 = .6. ].) 

Imt 

t, 

Figure 1 

Consider t he following fUllctions, called the cllilJtic illtcgmls 

lo(t) = 1 ydx, 
,(I) 

h(t) = l xydx. 
1'( t) 

Ret 

t, 

T he integral 10 is tYlual to the area of the domain bounded by the oval 'Y, and I J 
is tYlual to a moment of the Lebesque measure in this domain. In particular, 11/ Io 
defines the position of the mass center of the domain {y2 + x:l - x ~ t} . 

5.2. Proposition. The junctions 10 , I I can be prolonged to holom017Jhic junctions 
outside the CI'itical value tl = 2/3V3 cOITesponding to the saddle point. 

Proof. The cycle I'(t) is well defined for t E [t2, tI] . The functions Io,l(t) are 
differentiable in this interval. Indeed, they can be wr itten in the form 

1
,,·,(1) 

Io(t) = 2 y(x,t)dx, 
%2(1) 1

", .>(1) 

I I(t) = 2 xy(x,t)dx, 
'" 2 (t) 

where X2,:I(t) are the points of intersection of the cycle I'(t) with the x-axis and 
y(x,t) = Vt + x X~I (see Figure 2(a)) . We can differentiate these functions be­
cause y(X2,:l, t) = O. 
Unfortunately t hat approach is wrong, because we do not know how to perform 
t he further differentiations . Above, the subintegrai funct ion as well as the con­
tour of integration depend Oil t. T he right idea is to transform this problem to a 
problem where the contour of integration is fixed, i.e. does not depend on t, and 
the subintegral I-form is analytic with respect to t . In order to do this we must 
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deform the cycle I(t) . The first problem which we encounter is the dependence of 
the integral (of the form along varying cycle) on the deformation. 

5.3. Lemma. If t1ll0 I-dimensional cycles 0 and 0', laying in a Riemann surface V, 
are hOllwlogous one to another and a I-fo11n w is holom017Jhic, then f" w = f", w. 

Proof. Let z be a local holomorphic parameter in the R iemann surface V. T he 
form W is called holomorphic if its local representation is of the form f(z)dz, 
where f is a holomorphic function. Such a form is obviously closed, dJ..; = 0, 
and represents an element of the first cohomology group IlI(V, C) (de Rham's 
T heorem). If 0 - 0' = DA, then the values of the cla.<;s [w] on the two cycles are 
equal by the Stokes theorem). 0 

C01lt inuation of the proof of Proposition 5.2. \Ve choose a loop 1', homologically 
equivalent to 'Y, as the lift to the Riemann surface of the algebraic function x --> 

y(x, t) of a certain loop i in the complex x-plane, surrounding just two ramification 
points X2, X:I of the algebraic function y(x, t). \Ve choose the following branch of 
y(x,t) along l' (one of two): it is such that limy(x + ib,t) > 0 for b -+ 0+, 
x E (X2,X:I) and t E [tl,t2]' 
Now the subintegral form y(x, t)dx (or xy(x, t)dx) is single-valued (along 1') and 
holomorphic with respect to t. If the loop l' is fixed, then the corresponding inte­
grals are locally hololIlorphic functions of t. 
If t moves outside the interval [t2,td , then the roots X2,:I(t) also move in the 
complex plane but the analyticity property holds as long as any of the points X2.;\ 
do not coalesce with the third branching point XI (t). The latter possibility occurs 
only when t = t l . 

T his proves Proposition 5.2. 0 
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5.4. Corollary. The jlLnctions I j (t) arc analytic ncar the critical vallLe t2 = - 2/3v3; 
they m"e equal to 0 at t2 and this is a simple zcm. 

PnJOj. The latter statement follows from the fact that, for t - f] positive and small , 
the fUllctions l j(t) are proportional to the area of the domain {y2 + x:l - x < t} 
which is an approximate ellipse with axes of length about ,,;t=T;. 0 

Now we shall investigate the singularity of the elliptic integrals I j at the other 
critical value tl. F irstly we t ry the real methods. 

Lemma. Each of the junctions lj(t) has the following behavior as t --+ ti, 

Proof. \Ve determine the singularity of the derivatives of the elliptic integrals. \Ve 
have 

l '(t) =.!:.1 xidx = 1"'" xidx . 
J 2 , (I) Y "' 2 vt + x:1 x 

T he approximate local equation of the curve ")'(t ), near the critical point (xo,O), 
Xo < 0, and for t <=:::: tJ, t < t l , is: y'1 - e(x - xof <=:::: t - t l , e > O. T hus 

I() , J" [ ( )' ( )1-1/
'1 we get X2 <=:::: Xo + V tl t Ie and I j '"" const · "' 2 ex - IO - tl - t ,...., 

const · In(tl - t). 0 

Using the monodromy we can investigate this integral much better. From the 
analysis performed in Example 4.11 it follows that, as the argument t turns around 
t l , the cycle")' changes to ")' + t5 (Example 4.11 ). Thus 

T he function ,1(t) = f~(t)w is holomorphic near t = tl (by the same reason as the 

function I(t) is analytic near t = t'1)' 
Consider the function f(t) = I(t) - (21Ti)-1 J(t) In(t - td. One checks that it is 
univalent and holomorphic in a small punctured disc around t l . It is bounded there 
and (by the corresponding Riemann theorem from the analytic functions theory) 
it prolongs itself analytically to the whole neighborhood of t 1 . This means that 
the only singularity of the elliptic integrals is of the logarithmic type. \Ve have 
proved the following 

5,5. Proposit ion. The functions I j(t) have the following representations near t = 

Ij(t) = f(t ) + g(t) In(t - td 

whel'l~ f and 9 are analytic neal' tl functions. 

Now we study asymptotic behavior of the integrals I j(t) for t --+ 00. Here the three 
branching points of the algebraic function y(x, t) are approximately equal to the 
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three cubic roots of t, Xk. '" e27rik/:ltl/3 . Therefore, in the subintegral function, we 
have 

T his gives the following 

• X2(t) 

x3(t) 
• 

Figure 3 

t--> 00 

Let us look now at the action of the monodromy map induced by the variation of t 
along the loop around infinity. This map is the composition of two maps hT, . IITo " 
where T I ,2 are the two loops surrounding the critical values t l ,2. From Example 

4.11 we get that it has the matrix form (~I ~ ),or cy,J) --+ (6, - 'Y + 6). T he 

characteristic polynomial is ).? - >. + 1 and the eigenvalues are e±,,- i/:l (the roots 
of unity of order G). 
If I = I, w, J = J"w, then we get 

(I, J)(t,'"') ~ IJ, - / + J)(t), 

T he functions I (t ), J(t) generate a 2-dimensional complex vector space. T he mon­
odromy operator acts on this space. Let F(t) and G(t) be the eigenvectors of the 
monodromy operator: F(te 2OTi ) = e7rij3 F(t), G(tc2OTi ) = c-7rij ;IG(t) . We find that 

F(t) = t l / 6 F(t), G(t) = t- I / 6 G(t), where F, G are univalent near lIt = O. 
Using Lemma 5.n we obtain the following result. 

5.7. Proposition. The jlLnctions I j(t) have the jollowing l'Cpresentations near t = 
00, 

whel'C /,9 are analytic jlLnctions near l It = O. 
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Now we consider the general situation. Let f (en, 0) --+ C be a germ of a 
holomorphic function and let t be a noncritical value for f. Let .6.(t) be some 
(11. - I)-dimensional cycle in the surface f-I(t), depending continuously on t. Let 

W = L hi(x)dx 1 I\.!. /\ dX n 

be holomorphic (n - I)-form 011 en. (I'Iere the name holom01phic means that the 
functions h;(x) are holomorphic and there are 110 differentials dx".) 
Define the function 

I(t) ~ r w. 
J Ll.(t) 

Because W, restricted to the surface I-I (t), is closed the definition of the fUlIction 

I(t) does not depend Oil the choice of the cycle .6. in its homology cia.'ls (see the 
proof of Lemma 5.3 above). 

5.8. Theorem. The junction I(t ) depcIlds h%mOl7Jhically on t. 

Proof. As ill the proof of Proposition 5.2 Ke want to replace the integration of the 
fixed (n - I )-form along the varying cycle by integration of a varying form along 
a fixed cycle. The tool for this construction provides us the Leray coboundary 
operator. 

5.9. D efinition. Let III be a complex manifold and let N c M be its complex 
submanifold of codimension 1. Take a tubular neighborhood T of N, take its 
boundary &T and the projection 11" : aT -+ N. T his is a fibration with the fiber 
5 ' . 
If 1/ is some I-dimensional cycle in N, then 11"- 1 (1}) is a (l + 1 )-dimensional cycle 
in .lI,r"N. T he operator 15 : fh(N) -+ Ih+dM"'-N): 

is called the Ler ay cobolllldary operator . 

Fix a non-critical value to. \Ve take a tubular neighborhood of f- l (to) in en 
(included completely in the set of non-critical points for n. Let 15.6. be the image 
of the cycle .6.(to) under the Leray coboundary operator. If t is close to to, then 
the cycle 15.6. plays the role of the value of the coboundary operator also for the 
cycle .6.(t). 

Lemma. We have 
I(t) = _1_ { df AW. 

211"iJM. f - t 

Finishing of the proof of Theorem 5.8. In the latter formula the n-cycle is fixed 
(does not depend on t) and the subintegral n-form is analytic with respect to t, 
for t from a small neighborhood of to. From this the analyticity of I(t ) follows. 0 
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Proof of the [em.ma. T he Leray coboundary operator applied to the family of 
cycles .6.(t ) has very simple construction. For fixed t consider the small circle 
'Y = {s E C : Is - tl = ~}. Then we can choose o.6.(t) = U.'E 1" .6.(s) . Therefore we 
get 

1 r df Aw l J (1 ) d., 
211"i JM(t) """T=-t = 211"i 1" 1>. ( .• ) w 8 - t 

~ 2~i 1, (it., w ) , ~ t + 2~i 1, (L-at., w ) , ~ t' 
(1.1) 

T he first integral in (1.1 ) equals to ItI. (t)w . T he function (ItI. ( .• )-tl. (t) w) /(8 - t) 
is bounded. Finally, because 'Y tends to a point as l --+ 0 , the second integral in 
(l.l ) is tY!ual to O. 0 

5.10. Remark. If the function f depends analytically on some parameter y, f = 
F (·,y), and the form w = w(x,y) also depends analytically on y then, repeating 
the proof of Theorem 5.8, we show that the function 

[ (t,y) ~ 1 w 
tI.( t,y) 

depends analytically on all variables. Here .6.(t ,y) is some continuous family of 
(n - I}-cycles in {x: F (x,y) = t} . 

Let f : C" --+ C be a holomorphic function and let w be a holomorphic n-form on 
C" . 

5.11. Lemma and Definition. Let Xo be such a point that df(xo) =I- O. There exists 
an (n - I )-form I] in a ncighb01·hood of Xo such that the equation 

df/\1/J = w 

holds. The fon1/. '] rcsll"icted to the surface f = const is defined uniquely. 
It is called the Gelfand- Leray form and is denoted by 

wldf. 

Proof. After applying some holomorphic change of coordinates, we can assume 
that f is one of the coordinates, f = Xl. Let w = h(X)dxl /\ ... /\ ... dXn. Then we 
can choose 

wldf = h(X)dx 2 /\ ... /\ dx". 

I t is also clear that the non-uniqueness in the choice of w / df lies in the space of 
forms of the type p /\ dx l = P /\ df. 0 

Example. If f = y2 - x:l + X, w = dx /\ dy, then 

w dx - dx 
df = - 2y = ;;-2.j7 x"""F''ex=;+=;t 



124 Chapter 5. Integrals along VanislJing Cycles 

It is the I-form appearing ill the derivative of the elliptic integral In (see Example 
5.1 ). 

T he G elfand- Leray form can be defined in the real domain. The definition is the 
sallie but now the variables Xi are real , f is a real function 011 Rn and w is a real n­
form. The notion of the Gelfand- Leray form is very useful here . It is demonstrated 
in the following 

5.12. Lem ma. We have the fonrmla,s 

1." w ~ i: (L ; ) dl, ( 1.2) 

if the support suppw of w is disjoint with the set {df = O}, and 

~ (J ,,) -J d" 
dt J=t - ! =t df' 

( 1.3) 

This means that we can diffcl"Cntiatc the integrals by means of the fonnal diffc f'­
cntiation of the subintcgml form. 

Proof. The identity (1.2) follows from the Fubini theorem. Next , we have 

J J 1 I ,+" (J d") 1] - '1= d11 = ds - . 
/ =t+h ! =t t~f<;'t + 1! t ! =. df 

o 

T he identity (1.3) holds also in the complex ca.<;e. Indeed, we have 

= ~_I_ { df Aw = _1_ ( df Aw = _,_ r d( --=-'-) Aw 
dt21!"iJu. f - t 211"i Ju. (/ - i)2 21!"iJu. f - t 

= 2~i 1:.. /: t = 2~i 1:.. df A}rlw/df) = 1(/) ~. 
In what follows we shall investigate the integrals of Gelfand- Leray forms along 
vanishing cycles . If 'I = h(X)dxl A ... A dx" is a holomorphic n-form and L1(t ) is a 
family of cycles, then we define the function 

i (l) ~ r 'lid/. J :"(1) 

T he next theorem is analogous to Theorem 5.8. 

5.1:1. T heorem. The function i( t} is a h%m017Jhic function of t and of eventual 
pammcte1"S. 

Pmoj. \Ve have the formula 

- 1 r " 
1 = 211"i J u. f - t' 

where the Leray coboundary cycle is fixed and the subintegral form is holomorphic. 
o 
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§2 Singularities and Branching of Integrals 

Let f : (e", 0) --> (e,O) be a germ of a holomorphic function with the isolated 
critical point x = 0 (and the critical value t = 0) and let .6. 1 (t), ... ,.6.1' (t) be a 
family of (11. - I)-cycles at the level surfaces Vt = {f = t} n B p , vanishing at x = 0 
and forming a ba<;is of the space iin_1 (Vt, e). Let w be a holomorphic (n - I)-form 
and 1/ be a holomorphic n-form. Consider the vector-valued functions 

l(t)~ (J w"",J w), 
Ll., ( t) Ll.~(t) 

l(t) ~ (I ,I/d/,,,,,I 'I/d/), 
Ll.,(t) Ll. ,. ( t) 

5.14. Theorem. ThcI"C cxists an cxpan.sion of thc function I (t) into thc SCI;CS 

I(t) = L ak,c>tQ(lnt)~', 
<>,k 

whcI"C 01" ,0 E efl , thc 0: 's aI"C non-ncgativc rational numbers such that chi" form 
eigcnvalucs of thc monodmmy operatol' and thc k's aI"C positivc intcgcI's ::::: maximal 
dimcnsion of thc Jordan cells con"Csponding to thc eigcnvaluc chic>. 

This SCl"iCS is convcI"9cnt for It I sufficicntly small and for argt lying in somc fixcd 
boundcd SCctOI·. 
A n analogous cxpansion holds also for thc function J, only thc summation runs 
OVCI' rational 0: 's which aI"C > - 1. 

Proof. \Ve need the following upper bound. 

5.15. Lemma. If It I is small and arg t is boundcd, thc form w is h%mol7Jhic and 
.6.(t) is a family of cyclcs in f = t vanishing at t = 0, thcn thcrc exists a constant 
C such that 

IL" wi < C. 

Proof. Decause the form is locally bounded, the estimates for the integrals follow 
from the construction of vanishing cycles (defined in 4.7). Recall that it uses the 
mini-versal deformation of f of the form Fo(x, >.') - t, where Fo is the restricted 
deformation (without the constant term). One takes a generic parameter >.: and 
puts 1 = F()(., >.:) as the r-.-rorse perturbation of f with critical values t l , ... ,t l •. 

V·lith the paths O:i = 0:).', ,i, joining sOllie distinguished non-critical value t with t i , 

one associates the cycles .6.; = .6.).' ,1 vanishing along ai. We see that, when the 
argument argt is bounded then, pa<;sing with (good) >.: to 0, we obtain the cycles 
.6.; = .6.0.i vanishing along nO,i' The cycles .6. i are uniformly bounded a<; far a<; t 

varies within a sector. 0 
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5.16. Remark. An analogolls estimate 

for some integer N holds in the case when f is a polynomial, w is a polynomial 
(11 - I)-form, .6.(t) is a family of (n - I)-cycles in the level surface f = t and 
t = 0 is the critical value for f in some generalized sense: t = 0 is an atypical 
value. T he latter llleans that the lllap f : en --> e is not a local fibration above 
a neighborhood of t = O. In particular, the function f can have bad behavior at 
infinity or it can have non-isolated critical points. 
In this case it is possible that the cycle .6.(t) grows to infinity. However this growth 
is not too fast. It grows polynomially and. because the form is also polynomial, 
the estimate follows. 
The results of these kind are known in algebraic geometry. T he book of Lefschetz 
ILerl contains description of cycles in complex algebraic varieties in form of real 
semi-algebraic sets. The equations and inequalities (involved in the definitions of 
the cycles) depend algebraically on t and grow at most polynomially at infinity. 

The next lemma is from linear algebra. 

5.17. Lemma. Let A be a p. x /L-matfi:z; slLch that det A #- O. Then thef"C exists In A, 
i.e. slLch a matrix B that eB = A . 

Proof. Take the J ordan representation of A : A = A~ + A", where As is the semi­
simple part (diagonal in a suitable ba,<;is) and A" is t he nilpotent part (upper­
t riangular in that basis). fo, 'loreover , the matrices .4.. and A n commute. From this 
t he representation (called the Cheval/ey decomposition) 

A = A" A .• 

follows. Here A" = 1 + A"A.;-I is the u nipotent part of A and also commutes with 
A •. (An operator C is called lLnipoteflt iff C - I is nilpotent). 
Now In A = In Au + In A .•. For In Au we get the finite series 

In A. ~ In(I + IA. - I)) ~ IA. - I) - IA. - 1)'/2+ IA. - 1)"/3 - . 

T he operator A .• is the direct sum of its components in the eigenspaces of .4. •. If 
G = ).. I , then InG = In)'· I. 0 

Proof of TheOl"C11I 5.14. Let us apply the monodromy to the vector-valued function 

I(t) = (If'..(t)w, ... ,If'.,.(t)w). As the t surrounds the origin, the function I(t) 
undergoes the transformation 

II') - II')' M, 

where M is the matrix of the monodromy operator in the ba,<;is {.6.;}. 
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Consider t he mat rix 

F(t )= t-!l' 2"' = exp - Int--. . 
, "II · [ InM ] 

21rl 

T he monodromy of the matrix-valued function J(t) is 

F(t ) _ M-' F(t) . 

T herefore the vector-valued function t -> <I> (t) = I (t) P (t ) is univalent. \Ve shall 
show that it is meromorphic. 
For this it is enough to show that it has at 1lI0st polynomial growth as t -+ 0; 
(then, after multiplying by some power of t, we can use the Riemann theorem). 
Lemma 5.15 says that I is bounded . On the other hand, the matrix-function P (t) 
ha<; the finite expansion 

(2.1 ) 

where e21r ;Q are eigenvalues of M a nd deg Pa is the maximal dimension of any 
J ordan cell with this eigenvalue. By ~donodromy Theorem 4.71 (Chapter 4) the 
exponents n are rationalnulllbers. An analogous expansion (with t"' Q", (In t)) holds 
for p-J(t). \Ve see that IP (t)1 < C!t l- N for some integer N and some constant C . 
T hus we have the convergent Laurent expansion i1> (t) = L~_", 4\tJ . From this, 

the formula (2.1
L
. for p-1 and the formula I(t) = <I> (t)p -l(t), one gets t he expan­

simI L ak,at'" In t from the thesis of Theorem 5.14. 
In the sallie way we obtain the same general expansion for t he function I (t) defined 
by means of t he integrals of the Gelfand- Leray form III df. 
To obtain a bound for t he exponents a we notice that, by Lemma 5.15 , the function 
I(t) is bounded and vanishes at t = O. T herefore a > O. 
T he functions Ij = I.6. ) (t) III df are derivatives of some functions of the type I .6. J ( t) W 

for W such that II = dw . (I t follows from the holollWI7Jhic Poincare Lemma, which 
is proved in the same way a<; the usual Poincare Lemma 3.28.) This gives a > - 1 
in the expansion of i. 
T heorem 5.14 is complete. o 
5.18. Example. Let f = xi + ... + x~ and let W be a holomorphic (n - I )-form. 
I·Iere we have only one vanishing cycle L1 (t) . T he monodromy operator acts on it 
as follows: L1 (t) -+ (- l )" L1(t) . 
If I(t) = I.6. (t )w, t hen we have 

and 

~ 

1 = L ajtj, for even n, 
j = O 

for odd n. 
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If we take the expansion w = W,,_ 1 + w" + ... into components homogeneous with 
respect to the dilations x --> AX, then we get I WI' = 0 for p - n odd and = Q p /'1 tl'/2 

otherwise. 
Consider the special case Wn = L: (- l )i AjxjdxJ A . ~ . A dxn . Using the formula 
f1'.(I)w" = fD (t) dw", where D(t) is the n-ball with the boundary L1 (t), we get 

a"I'1t"I'1 = I"':+".+:I:;,:,,)2: A j)dx J A ... A dxn . T his gives U,, / 2 = CL: A j) x (volume 

of the n-dimensional unit ball) . 

§3 Picard- Fuchs Equations 

Before formulating the next theorems we proceed to the study of the elliptic inte­
grals from 5.1. 

5.19. The Picard- Fuchs equations for e lliptic integrals. As in 5.1 we consider the 
family , , 

Vt : f(x,y) = y +x - x = t 

of elliptic curves . \Ve take the I-forms Wo = ydx, WI = xydx and consider the 
elliptic integrals 

10 ,1 = h(l) WO,I, .10 ,1 = 1(t) WO, I , 

where '}'(t), t5 (t) are vanishing cycles; the integrals 10, I vanish at the local minimum 
and the integrals .10,1 vanish at the saddle point. 
Let W = A(x,y)dx + B(x,y)dy be a polynomial I-form of the degree degw = 
max( deg A , deg B) :0:::: n . Our first task is to express t he integrals 

by means of the integrals 10 ,1 (or .10 ,1 respectively). The following lemma was first 
formulated by G. S. Petro\' IPeU I. 

5.20. Lemm a. There exist two polynomials Fh(t), Pdt) of degrees :0:::: [(n - 1}/21 
and :0:::: [n/21 - 1 (n~spcctivcly) and slLch that 

I., = J1)(t)lo + PI(t) l l , 

.I., = Fh(t)Jo + PI(t)J I. 

More pnxiscly, if we denote by V;, the linear space of I., 's with degw :0:::: n, then 
it coincides with the space of pail's of polynomials Fh, PI of the above deg1l~es. In 
paI'ticu/aI', dim Vn = n . 

Proof. We use three ingredients: (i) the integration by parts f dR = 0, (ii) the 
property d(y2 + x:1 - x) = 0 and (iii) the substitution y2 = t + x _ X:l . 
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T hus we have 

f xiyidy = (- i!U + 1)) f xi-1yi+ ldx, 

f xiy"l!"dx = f Xi(t + X - x 3)"dx = 0, 

f xiy"l"+ldx = f Xi(t + X - x 3 )"ydx = LJ~~i Qj(t )I j 

where I j = I xjydx and Qj are polynomials. 
In order to analyze I j we use the property (ii): 3x2 dx = dx - 2ydy. Hence 

3Ij = I x j - 2 ydx - 2 f x j - 2y2 dy 

"lU-"l) f . 3 "I 
1;_2 + :1 xl- y' dx 

I j_"l + 2{j:~2 ) I XJ- :I( t + x - x 3 )ydx 

I 2j-4 I . 2j- .I I 2j-4 I 
j-"l + :1 t ) - :1 + :1 j-2 - :1 j . 
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Calculating from this I j (with nonzero coefficient), we get the representation of 
I j as a combination of I j_2 and tIj_:l. This shows that the representation from 
Lemma 5.20 with some PO,1 holds. In particular, we have 12 = In, l:l = c1 tlo+c2 I ) 
etc. 
Lemma 5.fi says that 10 '"" [5/6 and h ,...., t 7/ 6 a.'l t --+ 00 . This shows that the 
functions t i 10 and t j II are linearly independent and are good candidates for a 
basis of the space V". It remains to estimate the degrees of Pi'S and show that the 
separate monomials in Pi'S are obtained from certain I-forms of degree n . \Ve will 
do it also using the asymptotic behavior of the integrals as t tends to infinity. 
Because f y"dy = 0 and because of (i) and (ii) it is enough to consider inte­
grals of the forms x!"y1dx with k + l = n and with odd l. \Ve have I x "y1dx = 
O(t1/1+("+I)!3 ) . 
If n is even, then the integral f xyn- Idx = 0 (t(n-I)I1+"l/3) is dominating and 
gives the term'"" tn/2- 1 I I. If n is odd, then the integral f y"dx = 0 (tn/2+l/3) is 
dominating and gives the term'"" t(n-l)/2Io. 0 

5.21. Remark. During the demonstration of Lemma 5.20 we proved the following 
fact: 

The integral Iw( t) == 0 if and only if the form is of the type w = gdf + dR 
with polynomial functions 9 and R . This means that w rcstl'icted to the surface 
f = const is exact. 

Such a property is characteristic for other functions f: x 2 + y"l and for generic 
polynomials f. 
But the polynomial f = y"l + X2(x2 - 1)2 and the form xydx provide an example 
where the above property fails. T he surface f = t contains one symmetric cycle r 
vanishing at x = y = 0 and two cycles 'Y± vanishing at the points x = ±l,y = 0 
(see Figure 4). T he integral of x ydx along 'Y is equal to zero but the analogolL'l 
integrals along r± are nonzero. 



130 Chapter 5. Integrals along VanislJing Cycles 

y- y 

Figure 4 

Problem. Generalize the result of Lemma 5.20 to the case of hyperelliptic curve 
y"l + xn + A,,_2 X,, - "l + ... + A lX = t. 

Using the Gelfand- Leray form we get the formulas for the derivatives of the elliptic 
integrals 

dl j = I'. =.!. j xidx 
dt } 2 y. , 

5.22. Lemma (Picard- Fuchs equations) . We have 

Proof. We have 

510 = Gtlt) + 41 ; , 

2111 = 4It) + 18tl;. 

Next, I x:1dx/y = ~ I xdx/y - 1 I xdy = 1(1; + 10) . From this we get 10 expressed 
by means of Ii's. 
T he second equation is proved analogollsly. 0 

T he reader can observe that the determinant of the matrix of the right-hand sides 
of the Picard- Fuchs equations is equal to 4(27t2 - 4) and vanishes exactly at the 
two critical values of the function f. 
Solving these equations, one can express the derivatives of integrals a.'l linear func­
tions of the integrals, i.e. one obtains a non-autonomous linear differential system. 
Any linear 2-dimensional differential equation is e(luivalent to some linear sec­
ond order differential e(luation. Indeed , after some transformations we obtain the 
following result. 
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5.23. Lemma. 

(a) 4(27t2 - 4)1(/ = - 1510; 

(b) 4(27t2 - 4)1;' = 211]. 
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From this one ca n conclude that any integrall,., satisfies some second order linear 
equation (with rational coefficients). 
Note also that all the above (i.e. the representation and the differential equations) 
holds also for the integrals Jw along the second cycle d. In particular, we have 
two solutions of the Picard- Fuchs system from Lemma 5.22: e~) and (~~ ). It is 
natural to investigate the determinant of the matrix formed by these solutions 

W (t) = det ( ~~ Jo ) 
J, ' 

i.e. the \Vronskian of the corresponding fundamental matrix. 

5.24. Lemma. We have W (t) = :l~f> . 1r. i · (27t2 - 4) . 

Proof. F irstly we show that lV(t) is analytic in the whole plane C . For this it is 
enough to consider neighborhoods of branching points of the elliptic integrals t = 
±2/3v3. However from the Picard- Fuchs formula it follows that, as t surrounds 

2/3 v3, the fundamental matrix undergoes the transformation (~~ :~~) --> 

( 1
10 + ",/0 ",''') . Thus lV(t) is single-valued near t = 2/3/3. The case t = 

1 + " 1 " 1 

- 2/3v3 is analogous. 
From the asymptotic behavior of the integrals for large t (see Lemma 5.6) it follows 
that W (t) grows like e and is a quadratic polynomial. 
Because one of the integrals vanishes at a critical value and the other integral 
is bounded there, then the \Vronskian must be equal to zero at this value. T hus 
W (t) = J(. (27t2 - 4 ). (One can obtain the latter formula directly from the Picard­
Fuchs Lemma 5.22.) 
It remains to calculate the constant g. \Ve use the asymptotic behavior at infinity. 
Let Xj = e2r.ijj:l,.i = 1,2, 3 be the roots of the 8(luation 1 - x:1 = 0 and let 
A i = 2 I X3 ./1 - x~xidx. Bi = 2 IX, ./1 - X:1xidx, oj = 0,1. Then we have 27 J( = x, . z, 
AnBI - AIBo. We represent A;/2 as I;3 - I;' (along the rays) and similarly we 
represent B;/2. Note that pa.<;sing from one ray to another means change of the 
argument in x and in y = ~: for 0 < x < X3 we have argx = argy = 0, 
for x E [0, x:zJ we have argx = - 21r/3, argy = 1T and for x E [0, xd we have 
argx = 21T/3, argy = O. 
We get the result in terms of the Euler Beta-function 
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Namely 27[( = (4/ 9)· [(1 + e-27<i/3)( _ e- 4 11"i /3 _ e4 11"i/3) _ (1 +e -41I"i /:I) (_ e-hi/:I _ 

e2
11"i/3 )] . B( 1, 1)' B(~, 1)· Using the identity r ( z) r(1 - z) = 11"/ sin( 11" z), after some 

t ransformations, we obtain the result. 0 

\\Then we add a parameter in the above analysis, i.e. when we consider the curves 
y2 + x:l _ AX = t, and we pass with A to zero, then we obtain the formula 
det(JA dwddf) = const. (Here .6. 1 = 6 . .6.2 = ")'.) This property is generalized 

~. . 
in the next theorem. 

Let f : (en. 0) --+ (Co 0) be a germ with isolated critical point. 
Let .6. 1 (t) •... ,.6.I,(t) be the system of cycles vanishing at t = 0 and forming a 
ba.<;is of the (11. - I)-th reduced homology group of the local level surface f = t. 
Let WI •... ,WI' be a system of germs of holomorphic n-forms. 
T he matrix 

(i,,<) W./d
f
) •. j=" .... ,. 

is called the period matrix. \Ve study the function 

5.25. Theorem (Determinant of the period m atrix). 

(a) The function dee(t) i.s univalent nem' t = O. 

(b) It is of the fonll t l,(n-2) . g(t), where 9 i.s analytic ncar O. 

(c) If the system (Wi) of forms is general, then g(O) '" O. 

T he proof will be given later. 

5.26. Definition. The system WI, ... , WI' is called a trivialization if dee :;S O. It is 
called a basic trivialization if g(O) '" O. 

(T he name 'trivialization' will be justified in the next section. Namely, the de 
Rham cla.<;ses of the forms wddflf=t are sections of the cohomological !lmnor 
bundle and define local trivializations of this bundle.) 

5.27. Examples. (a) For the function f(x) = xl.' the level surface Vt = U = t}, 
t '" 0 consists of k points Xj = (Jtl/J.', ( = e2 7[i/J.· j = 0, .... k - 1. The reduced 

O-th homology group HO(\I/,C) is (k - I)-dimensional and is generated by the 
cycles .6. j = XJ+I - Xj, j = O, ... ,k - 2. If Wi = xidx, i = O, ... ,k - 2, then 
w;/df = (l/k)x i

-
k+ 1 and, after some calculatiolls, we get 

det(t ) = k l-J.·. (C I / k )I+2+ ... + (J.'-I ) . (C l _ I)(C2 _ 1) ... ((I-k - 1) 

V d( I-I.' 2-k - I ) 
X an ( ,( , ... ,( , 



§3. PicaJ·d- FucllS E(juatiolls 133 

where Vand(Yl, . .. , Yn) is the van der l"o,·londe determinant, equal to O i<j(Y; - YJ). 
Therefore dee = const·W(n-2), II = k - 1, n = 1 and the system (Wi) forms the 
basic trivializatioll. 
(b) For the fUllction y"l + x:l the forms dx A dy and xdx A dy form the basic 
t r ivialization. 

5.28. Corollary 

(a) If WI, ... ,WI' i.s a t1"ivialization, then the fonns w;jdf form a basi.s of the 
'"educed cohomology group Iln-l(Vr,C) for small t i: O. 

(b) If WI, ... ,WI' is a basic tfivialization and W i.s a holomo17Jhic n-fonn, then 
theIT exi.st holomoryJhic functions PI (t), ... , PI' (t) such that for any vanishing 
cycle .6.(t) we have 

Pmoj. (a) follows from the fact that det(t) is nonzero for small t i: O. 

For fixed small t i: 0 consider II vectors Ii = (f 6., Wi, I df ... , f 6.~ wil df). By the 

above, they form a basis in 0'. Thus the vector I = (f 6. , wI df, ... , f 6.~ wI df) 

is a combination of the vectors I;, p;(t) being the coefficients. l\"loreover, this 
combination is unique. So it remains to show that these coefficients are analytic. 
Firstly we notice that the monodromy around t = (] acts in the same way onto I 
and onto I i: I;(te"lr.i) = I;(t)M. T hus we have I (t) = LPi(te"l7ri)I;(t) and, by the 
uniqueness, the functions Pi are univalent. 
Next, we use the expression of Pi(t) as the ratios of two determinants, the de­
nominator is the determinant of the matrix formed by the vectors h, ... , I I' and 
the numerator is the determinant of the matrix obtained from the previous one 
by replacing the vector Ii with I (Cramer's formula). Because the numerator has 
t = 0 as zero of order not smaller than the order of zero of the denominator. the 
functions IJi can be prolonged analytically to O. 0 

\Ve see that (b) of the previous corollary forms a local analogue of Lemma 5.20. 
T he next theorem is the local analogue of Lemmas 5.22 and 5.23. 

5.29. Theorem. 

(a) Let Iw(t) = f6. (t)wldf be the integlUl of holom017Jhic Gdfand- Lemy form 

along a vanishing cycle. Then there exist functions ql (t), ... , ql (t), I ::::: II 
meromorphic Ilear t = (] and such that the following Picard- Fuchs equation 
holds: 

(3.1) 

Afol"eove,·, any solution of thi.s equation is a linear cOlnbination of the inte­
glUls fr(t) wldf along some family of vani.shing cycles r(t). 
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(b) If W I , ... , WI' is a tfivialization, then the vector-valued flLnction 

( 

f",<)w,jdf ) 
J(t) ~ ... 

ID.(t)wl,ldf 
satisfies the diffef"f~ntial Picard- Fuchs equation 

~: = A(l)), 

whef"f~ A (t) is a matrix-vallLed mef"()l1Wlphic function. Moreover, the space of 
solutions of this equation is spanned by J 's of the above type (integrals along 
a family of vanishing cycles). 

Proof. (a) Let .6. 1, ... , .6.1' be the basis of the lattice of vanishing cycles. Con­

sider the vector-valued function I (t) = (I D. , wi df, ... , I D.~ wi df) and its succes­

sive derivatives I'(t), J"(t), IIIf(t),. For fixed t i: 0 we consider the stYluenee of 
subspaces Ldt) c Cfl spanned by the first k of the vectors IU). 
From the expansion into the a<;ymptotic series (see T heorem 5.14) it follows that 
the dimensions of the subspaces LJ..(t) are constant for small t i: (]. Indeed, the 
minors of the matrix composed by the vectors I, I', . .. , 1(1.·- 1) also can be expanded 
into series with powers of t and In t. Such series is either identically tYlual to zero 
or ha<; some nonzero dominating term. 
Let I be the maximal dimension of LJ.. 's. T hen 1 (1) is expressed a<; a linear com­
bination of the lower order derivatives of 1 ,1(1) = - L qi(t) / (I-i). [\"Ioreover, this 
representation is unique. From this the univalency of the functions qi follows. 
Indeed, the monodromy around t = (] acts in the same way onto 1 (1) and onto I (i) 

and (by the uniqueness) the functions qi do not change themselves (see the proof 
of Corollary 5.28). 
Because the integrals have polynomial growth as t -> {] « Cjt j-N within some 
sector), then also qi have polynomial growth. So they are meromorphic. 
By construction each component of the vector I is a solution of t he equation (3.1). 
T heir linear combinations generate the i-dimensional space of solutions. 
(b) Let Ji(t) E 0' be the vectors defined like J(t) but with .6.(t) = .6.i(t). For each 
small t i: 0 any vector JItt) can be written as a linear combination of the vectors 
Jj (t). The coefficients of these combinations form the elements of the matrix A( t). 
Its univalency and polynomial growth is proved in the same way as in (a). 0 

5.30. Proof of Theorem 5.25. P art (a) is a consequence of the following: 

1. Lemma. The function dee is single valued. 

Proof. If AI is the matrix of the monodromy operator in the basis .6. \, ... , .6.1" 

t hen the monodromy of the function det2 (t) is det2 -> (det M)2det2. 
Notice now that 1\1 is an integer matrix and its determinant is an integer number. 
Also /\1- 1 is an integer matrix (it corresponds to surrounding t = 0 in the reverse 
direction) with integer determinant. T his implies that det AI = ±1. 0 
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Consider a mini-versal deformation F = Fo(x, ..\') - ..\() : C" x CI' of f with the 
bifurcational diagram of zeroes :E = {II("\) = O}j here ..\0 = t. Let .6.j = .6.j (..\) 

be the family of cycles in F- 1 (0) n {..\ = mllst}, prolongations of the cycles 
.6. j (t) . Define the functions ..\ -+ ILl

j
(>,) w;(x)/d",F, where dx denotes the exterior 

derivative with respect to x (..\ fixed). As above, we define the function dee(..\). 

2. Lemma. We have det2
(..\) = hn- 2 . g(..\) fo,· some holom01phic function g. 

From this, (b) of T heorem 5.25 (i.e. that det2 is divisible by t l,(n-2») follows. 
Indeed, if ..\' is fixed and generic, then the intersection of :E with the plane ..\' = 
const consists of p. points t l , ... , tj1" Because dee (..\', t) = (0 (t - til )n-2 x 9(..\', t), 
then pa'lsing with ..\' to zero we get the result . 

Proof of Lemma 2. \Ve use the following general rule from analytic geometry: 

3. Theorem. If a function f defined outside an a1lalytic subset Z of a domain 
f:! c en of comlllex codimension ::::: 2 is analytic (in f:!"-Z) , then it prolongs 
itself to a function holomorphic in f:!. 

( Its proof reduces itself to the proof of Hartogs theorem, see F igure 5. The pro­
longation is given by the formula f(zl, Z2) = (1/21Ti) ~(I =co" .• t f((, z2)/(( - zd ·) 

Iz,1 

Figure 5 

Using the above principle, we can study analytic properties of the function det2 

near those points of the bifurcational diagram :E, where exactly one cycle vanishes 
at a point which is of ~·Iorse type. Other points form a subset of complex codi­
mension ::::: 1 in :E and ::::: 2 in CI' . Assume that the vanishing cycle is .6.), that 
it vanishes at x = 0 and that Fll, ..\') = xi + ... + x~ near x = O. The cases of 
different parity of n are treated separately. 
If n is odd, then the Picard- Lefschetz formula says that the monodromy operator, 
generated by the loop around t = 0, acts a'l the reflection:.6. 1 -+ - .6. 1 , .6. j -+ .6. j , 

where we can assume that .6. j , j > 1 lie in the subspace of fixed points of the 
reflection. Thus the functions Ill -w;jdxF, j > 1 are holomorphic. , 
T he integral Ill! wddx F = I ¢(x)dxI ... dxnld(xi + ... + x;') is of the form Jt x 

(univalent function). T he change x = Jty shows that it is of order at lea'lt t"/2-1. 
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So , also det (),I, t ) is divisible by t"/2- J. 

If n is even , t hen all the eigenvalues of the monodromy operator are 8(!ual to 1: 
.6. 1 ---+ .6. 1,.6. j ---+ .6.j + (.6. j , .6. d .6. l . T he functions Ill. , wddx F are holomorphic 

and of order at lea.'lt t"/2- 1. 

T he functions ILl.
j 

are expressed as sums of holomorphic parts and of ;!~ : I8,. 
In calculat ion of the determinant t he parts wit h logarithm disappear. \Ve get 
det (),I , t) '" t,,/2- 1 . 

T herefore Theorem 5.25. (b) is complete. 0 

Before proving (c) (i.e. t he existence of ba.'lic trivializations) we present such a 
t r ivialization in the case of Pham 's singularity. 

4. Example (The Pham singularity). Hecall t hat this singulari ty is of the form 

Firs tly we compute the ba.'l is of vanishing cycles following t he l .... !ilnor 's book IMi121. 
\Ve have the lvlilnor fi bration (the l .... li!nor 's version ) 

s'''-',,-u ~ 0) .:'; S', ~(x) ~ f(x)/lf(x) 1 

and we investigate t he homot opy type of t he fiber 4> - I(e iO ) . 

T he diffeomorphisms ht(X I, . .. , Xn) = (e it l"" X l , ... , citlm~ Xn) transform the fi ber 
4> - I(e iO ) to the fi ber q,- I(Ci(tl+t)) . 

Consider t he map (x,r) ---+ (erj""XI, ... ,crj"'''xn) from (s2n- I""{f = O}) x JR 
t o en""{f = O}. It is ea.'ly to see t hat t his map realizes a homotopy 8(!uivalence 
between q:,- I(Citl ) x R and q,- I(Citl ) . T herefore we shall concent rate ourselves on 

the fi bration en \ U = O} 3 X ~ f(x)/If( x )l . 
Denote by Dm the set of m-t h degree roots of unity, D", = {C h ijj"', j = 0, ... , m ­

l }. Let D = D"" * D",! * ... * n",,, be t he join of the O-dimensional spaces nm j . It 
is an (n - 1 )-dimensional C\V -complex and can be embedded into C" as follows 
(see Figure 6) 

5. Lemma (Pham ). The set n is a deformation retract of the fibe1' ;v - I (1 ). 

Proof. l f x E q.- I(1 ), t hen we vary t his point along a curve x(t) in such a way t hat 
the powers of coordinates Xj(t)"' j move along t he intervals orthogonal to t he real 
axis and tend to this axis. After t he first step of deformat ion we arrive at a point 
x' such that its coordinates satisfy t he property (xj)"'J E JR . Note t hat during 
t he deformation R.exj(t)"'J = const, which means t hat f(x(t)) = const. Thus the 
deformat ion takes place in the fiber ;V -I (l ). 
T he next step of the deformation relies on a contraction of the coordinates xj 
such that t he quanti t ies (xj)"'J which are < 0 t end to zero. The ot her coordinates 
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Iz,1 

Figure (j 

remain unchanged. T his deformation is also realized within <\,-1(1) and we arrive 
at a point x" such that (xi)"'; :::: o. 
\Ve can write xj = tjWj for some root Wj E nj . T he final deformation transforms 
x"tox"j(tl + ... + tn). 0 

6. Recall that if lJ.(A) and ii.(B) are without torsion, then ih.+dA * B) = 
EBi+j= J, ii;( A) 0 iij(B) (see 3.11 ). Therefore 

Note that each iio(O",,) is generated by the (mj - 1) cycles t:::. jk = e2".i(k+I)/m, _ 

e 2r.i J.·/m;, k = 0, ... ,Inj - 2. 

T he monodromy map It : x _ (e2 7r i /"" Xl, ... , e21rijm"Xn) induces the homeomor­
phism hi * ... * 11.", of the complex 0: hjwj = e27ri

/
m

;wj . Therefore the monodromy 
operator has the form 

h . = hio 0 ... 0 h". 

Because each hj . is isomorphic to the operator of cyclic permutation of coordi­
nates Zl, ... , z"'; in the space {L: Zk = O} C C m;, the monodromy operator h . is 
diagonalizable with the eigenvalues WIW2 .. . Wn, Wj E O",; \ 1. 

T his result will be generalized in T heorem 5.31 below. 

7. Now we translate the above construction of generators of the homology group 
of a fiber of ~..-lilnor's version of the r-.mnor bundle to the construction of 
vanishing cycles in a fiber of the Arnold- Varchenko- Gusein-Zade version of 
the r-.·l ilnor bundle. \Ve Il.<;e induction with respect to the dimension n. 
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Let t > O. At the surface f = t (where a<; before f = x;'" + ... + x~,,,) we have 

It ( "" + ... + xnm_n;-,)] l/m" . Xn = - XI , 

Let .6.(ln_ l ) C C,,-1 be some family of (11. - 2)-dimensional cycles in xi"! + ... + 
x~'': l' = t,,_\, (] ::::: t,,_ 1 ::::: t . \Vith the cycle .6.(t,,_d, which is diffeomorphic to 
an (n - 2)-dimensional sphere, we associate its suspension .6. (t) ::::: S .6. (tn_d C 

C,,-l x C. (If X is a topological space, then its suspension SX is defined as 
X x [0, III "', where we identify X x {O} and X x {l} with points.) Fix an integer 
k = k n between (] and mn - 2. Then 

U' " It) x { e 2 r.;k/m" (t _ t )I/m,,} tn_, =o n-I - n- I 

U U' " It) x { e2r.i( J.'+ I)/mn It _ t )I/m,, } t,,_, = O ,,- 1 - n-I 

as a topological space. As an (n - I)-dimensional cycle it is e!luipped also with 
the corresponding orientation. T he projection of .6. (t) onto the xn-plane consists 
of two intervals [0, e27r i(k+I)/"'" t l / m " land [0, e2 7r ik/mn t l / m" 1 (with opposite ori­
entations) . 
T he (n - 2)-cycle .6. (t,,_I) is also defined a<; some suspension of a certain (n - 3)­
cycle etc . \Ve see that the choice of an element of the ba<;is of Il,,_1 ({f = t}) relies 
on choosing the system [( = (kl , ... , k,,) of integers kl E {O, ... , ml - 2}, ... , kn E 
{O, ... ,m." - 2}. T he corresponding cycles are denoted by .6.K(t ). 

8. Lemma. The system 

defines a basic tl"ivialization of the Pllam singularity. 

Pmoj. Let us calculate the integral I = I f'. K (I) W II df. I t is a homogeneous function 

of t. If we introduce t he new variables by means of the formula Xi = t l / m; X i, then 
Wi is proportional to t(i , +1)/"" ... t(i,,+I)/"'n, df is of order t and the integral is 

1 = C. ( "+ .. . +",,, -1, 

where aj = (-ij + l }/mj . \Ve have to calculate the constant C in this formula. 
Let (j = e27r i/ m, . Representing df a<; mnx~'" -J dXn + ... , we get 

C = (lImn) ' [(;,k,,+I)(i,,+I) _ (~"(in +I) ] 

X I;(1 - t"_ I)",,,-ldtn_1 If'.(t,,_,)x~' ... x~~ldxI " . dx,,_I/dfn_J. 

I . f - m, + mn_' d J t t"'''-'+ + Cf1-1 N w Jele n-l - XI ... + xn_ 1 an f'.(I.,,_ , ) '"'-' cons · ,,-I ,. . ext we 
act by induction with respect to the dimension. \Ve obtain 

c ~ (
11 <,,, -(?) 

} Inj 

xB(a,,,a,,_1 + ... + ad· B(a,,_J,a,,_2 + ... + ad ' 
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Here the above product of the Beta-functions is equal to B( cn, ... , an) = 
r(aJ) ... r (a,,}/ r (a] + ... + an}· 
Now we are ready to calculate the determinant det(J!l.K WI/ df). I t is equal to 
C 1 . tV, where 

~ 'C' . . (ll±! + + i.±l _ 1) L...i , ,>z, ... ,>" m, . . . m .. 

= [;t,-o (n'l-2!)ml . (m2 - 1) ... (m,, - 1)] + . 
+ [-'_ . (1111 - 1) ... (111,,_] - 1) . (m,, -;I)m" j _" 

tn" 

= !l(n/2 - 1) 

and!L = 0 (11Ij - 1). T his power agrees with the statement of T heorem 5.25. 
T he constant C 1 is proportional to the product of Beta-functions, which are non­
zero, and of the determinant of the matrix with the entries 

OJ ((jkj +l )(iJ+ l) _ (~'J(ij+I» ). T his matrix is the matrix of the tensor product 

of the n matrices a<;sociated with a I-dimensional singularity. The latter wa<; stud­
ied in Example 5.27(a), where it was showll that the corresponding determinant 
is nonzero. Therefore, C 1 '" 0, which shows that the system {WI} is a ba<;ic t rivi­
alization. 0 

9. Proof of The01"Ctn 5.25. (c) . 

We can a'lsume that the germ f is a polYllomial. Take the following deformation 
of f 

P(x, p, £) = f(px) + 2.:: (1 + lj)xf, 

where N > !L + 2 is a large positive integer and p, £j are parameters. For fixed 
p '" 0 and lj this function is equivalent to f and the hypersurface P(·, p, l) is 
non-singular outside the origin. 
P can be treated as a deformation of the Pham's function L x:/ . It is induced from 

the mini-versal deformation Q(x,..\) = Qo(x, ..\') - ..\0 of the P halli's singularity. 
Let!~ = (N - 1)" be the Milnor number of the P ham singularity. 
T he space of parameters of the deformation of the P ham's singularity contains 
parameters ..\, for which: 

(i) the function Q(., ..\) has critical point with critical value 0, which is equivalent 
to f, and 

(ii) Q(-,..\) ha'l no other critical points with critical value O. 

Fix such parameter (..\:, ..\0.) and let $ = ..\. - "\0., Let .6. ] (.~), ... , ..6.1' ($) be the 
ba<;is of cycles vanishing at this distinguished critical point. \Ve complete this 
system to a ba<;is of vanishing cycles for P ham's singularity. It is enough to show 
that: 

there is a system of !L Gclfand- Lemy forms, among the forms defining the ba.sic 
trivialization for the Pham 's singularity such that the determinant of the period 
matrix of integrals of these forms along .6. j 1Ia.s the exact order $(,,-2)1'/2 . 
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Let D(.~) be the determinant of the period matrix for the whole P halli '5 singularity. 
\Ve proved that it ha<; the exact order lI(n-2)/2 = 8 (n -2)1./2, where h(>.) = 0 is the 

equation for the bifurcational diagram (see Lemmas 2 and 8 above). 
On the other hand. we have the formula 

D ~ "L, D' D' , 
where 1 are subsets of /1 elements from the set {I, 2, ... , /"J,}, DI is the (p. x I-t)­
minor of the period matrix lying in the intersection of the first /1 rows and columns 

with numbers from 1, and DI is the algebraic completion of the minor .6,1. (This 
is a generalization of the well-known formula from linear algebra.) , - , 
Because each llIillor D (s) ha.<; order ::::: (11. - 2)/1/2 and D has order::::: 0, (as 
expressed by integrals along nOll-vanishing cycles), then there exists DIn with the 
order equal exactly to (n - 2),-"12. 
T heorem 5.25.(c) is complete. 0 

Now we present a generalization of the results proven in points 5 and fi of the 
above proof. 

5.:n. Theorem of Sebastiani and Thom ((ST)). Let f(x,y) = g(x) + !tty), g 
(Cm

, 0) --+ (C, 0), II. : (Cl
" 0) --> (C, 0) with isolated critical points. Then we have: 

(i) the generic fiber V/ = f-I(t) n (small ball) of the Milno,· bundle is diffeo­
mOlphic to the join VJ * VJ', It + v = t (of non-singlilar fibel-s) and hence 
Hm+k-I(V/ ) = iim-l(vJ) 0 Hk-I(V"h ); 

(ii) the monodromy operato,· AI f associated with the function f is equal to Mg 0 
AI;.. 

Proof. This theorem is a generalization of P ham's lemma (point 5 of the proof 
of T heorem 5.25) and of the succeeding description of monodromy for P ham's 
singularity (point 6). T he proof in the general case can be ea.<;ily reconstructed 
from the proof in the particular case. 0 

§4 Gauss- Manin Connection 

With any singularity f(x), or with its versal deformation F(x,..\), the rvlilnor 
fibration f : V = Bn n f- I(D \ 0) --> D \ 0 (or Bn x BI''''''-11"-I(E) --> BI''''''-E) 
is associated; here BI.· denotes a small ball in CI.· and D denotes a small disc. In 
this subsection we restrict ourselves to the first bundle. \Ve shall use the notation 
D· ~ D\O. 

With this l .... l ilnor bundle two other (linear) bundles are a.'lSociated. 

5.32 Definition. T he vector bundle 11" : 'h n _ 1 -+ D* with the fiber at a point t equal 

to fl,,_l.t = H,,_I(Vt,C) is called the homological Milnor bundle. The analogous 
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vector bundle 1-£ ,,-1 = 1-£~_1 with the fibers H;,-I = (11n_u)V = iln-I(Vi,C) is 
called the cohomological Milnor bundle . 
(Here we use the notation V for dual complex space or a dual complex vector 
bundle. T his notation is widely used in algebraic geometry and it allows us to 
distinguish it from a dual to Hermitian space, denoted by t. ) 

T he fiber H = 11t = H,,_I,t of the homological ~l'Iilnor bundle contains the lattice 

11z = Hn_dVbZ) (of integer cycles) isomorphic to ZI' and generated by the 
vanishing cycles. Similarly 11 v = 11:,-1 contains the integer lattice Hi = {w E 

H V 
: w(1Iz) C Z} (of integer cocycles) . 

T hese lattices have the following properties: 

Lemma. 

(a) Any basis of Hz is a basis fOl· 11 (and similarly fOl· the conjugate space) . 
The complex space can be witten as 11 = lIz 0z C . 

(b) The monodromy operator prcsellJes the lattice. It means the AI11z = AI- I 11z 
= Hz. 

Due to the property (a) we can define the real analogue 11JR = 11z 0z IR of the 
complex space 11. We have 11 = 11R $ A11JR • 

T he linear fibrations defined above have one very important property. 

5.33. Lemma. Their tmnsition functiolls between local trivializatiolls call be chosen 
C01l.'Jtallt. This mealls that, if Jr-I(Ua ) ::::: Ua x 11, Jr-I(V{J) ::::: V{J x 11 and the 
map (t, 1!) --+ (t,ha,{J( t }v) is thei,· isomOlphism over Va n V{J, then ha,{J == COIlSt . 

PI"(JOf. 
lIz. 

It follows from the fact that the operators h", ,{J mlL'lt preserve the lattice 
o 

Vector bundles with the above property are called the loca l systems and will be 
investigated later. In particular, they are holomorphic vector bundles (i.e. with 
holomorphic transition functions). 
T he algebraists associate with the cohomological bundle 1i,,-1 its sheaf of sections. 
T hey denote it by 

R; ; '(C), 

and call it the (n - 1}-th direct image of the C01l.'Jtallt sheaf C, or the (n - 1}-th 
Leray sheaf. In the language of sheaves the sheaf Rj. (C) is treated as a sheaf in 

the whole neighborhood D of (] E C 1 and is associated with the presheaf U --+ 

WU- '(U),C), U c D, 
In the completely algebraic situation f X --+ S, where X and S are algebraic 
projective manifolds (or schemes) and f is an algebraic morphism, the Leray sheaf 
is defined on the whole S. 

If the transition functions of the homological fibration are locally constant, then 
we can ea'lily define the parallel transport of vectors from one fiber to another 
along paths in the base. 
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Assume that '/: T --+ t(T) E D" is a path joining t(O) with t(l) and that.6. E 111(0) . 
Let us represent.6. a.<; L:ai8i(O), where ai E C and .6. i (O) form a ba.<;is of llt(o) 

(e.g. vanishing integer cycles) and let us prolong the latter cycles to the cycles 
.6.; (T) along the path 1' . T hen the expression 

defines the family of parallel vectors in H I ( ,,- ) " 

Analogously one defines the parallel transport of vectors in the cohomological 
r-.-lilnor bundle. 

5.34. Definition. T he parallel transport ill the (co-)holllological bundle is called 
the Gauss-Manin connection. 

Remark. The connection, or the parallel transport, in vector bundle l' : E --+ B is a 
very important notion from differential geometry. I t allows us to compare vectors 
at different fibers. 

v(t) 

v 

/~7 
Figure 7 

T he connection can be described in the infinitesimal form by means of differential 
calculus. If , = ,(T) is a curve in the ba.<;e Band 1! = ·I!(T) is a family of parallel 
vectors in the fibers ET = p-I(T), then V(T + dT) = V + C\7-yV)dT, where the 
operator \7 is linear in 'Y = d"Y/dT and in v . One can say that it is a functional on 
the space of vectors tangent to B and taking values in the group of automorphisms 
of the fiber. If hi, ... , bie are local coordinates in B , then we write the connection 
\7 a.<; the I-form 
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where A j (b) are matrix-valued functions. In the language of sheaves the connection 
is denoted as 'V : 0 8( E ) -+ [ME), i.e. as a morphism from the sheaf of sections 
of the bundle E to the sheaf of I-forms on B with values in the fiber. 
One can say also that at each point .I! E E above b E B we have distinguished 
a horizontal subspace ZtJ of TtJE , which projects isomorphically onto nB. T he 
subspace ZtJ is transversal to the fiber and is generated by vectOl·s horizontal with 
respect to the connection, i.e. the vectors v. This family of subspaces forms the 
so-called distribution in T E and is given as the family of kernels of the systems of 
I-forms d-I! - L (A j(b)"I!)dbj . 
In the linear coordinates t il, ... , .I!,., the system of I-forms, defining the horizontal 
distribution ZtJ, is d"l!; - L j.l A i/"I!/dbj . The horizontal family V(T) satisfies the 

system of linear differential C(juations Vi = L j,/ A i/(b(T))bjv/ . In the particular 
case of the tangent bundle E = T B and the Levi-Civita connection, we have the 
equation for the geodesics hi = L r {/bjb/, A{/ = r{/. 
Sometimes people write (d - O)v = O. This equation is thought of as an C{juation 
for a section v = v(b) of the bundle which would consist of parallel vectors, i.e. 
for section hOl"izontal with respect to the connection. However the latter C{juation 
can have no solution if the dimension of t he base is greater than 1. T he obsta­
cle to integrabili ty of such an equation lies in the c1Ll""/!atun~ . Namely, when Ke 
t ransport some vector "I! along the boundary of a small parallelogram in B with 
sides ll1 and lW , then at the end we arrive at a vector v + l 2 R ( 1l, w)"I! + .... Here 
R is the curvature, which can be treated a.'l a 2-form with values in the group 
of automorphisms of the fiber. T he classical Gmtan Stl"lLctUl"C equation says that 
R = (d - 0)2 = dO - 0 A O. (It is equivalent to the Frobenius condition for the 
integrability of the distribution ZtJ in terms of the I-forms defining it (see Theorem 
9.2 in Chapter 9).) If the connection is fiat, i.e. with curvature R = 0 , then the 
horizontal distribution is integrable in the sense that , through every point in E, 
there pa.'lses a k-dimensional surface that is tangent to the distribution at any of 
its points. These surfaces are of the form t i = 1!(b) and consist of parallel vectors. 
T he above theory is formulated for the real vector bundles over real manifolds as 
well a.'l for the complex ones. We are dealing with the complex ca.'ie (as in IGH] 
and [Well). 
If the dimension of the base is equal to 1, then the curvature of any connection 
is C(jual to zero (no nontrivial 2-forms ) . In the case of the Gauss- !I'fanin connec­
tion the curvature is also C(jual to zero, because the formula .6.( b) = L Qi.6., (b), 
Qi = const gives the horizontal section. (This especially concerns the ca.'ie with 
multidimensional base, i.e. the homological bundle a.'lsociated with the fibration 
B n x BI.'.... 1I"- I( E) -+ BI·'....E ). 

Let us write the differential C{juations for the horizontal sections of the 
(co-)hOlllological bundle with respect to the Gauss- !'.'lanin connectiolls . They turn 
out to be related with the Picard- FUchs equations. 
\\le know already some horizontal sections of the homological fibration. They are 
of the form .6.(t ) = L0;(t).6.;(t), where .6.; form the basis of vanishing cycles 
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and Ui satisfy the equations a;(t) == O. Similarly, the sections L1V (t) = L:o;.6..;-', 
ai == {] (with {.6.~(t)} as the dual basis to {.6.;(t)}) are horizontal sections of the 
cohomological bundle. 
However there are SOllle other natural sections of the cohomological bundle. 

5.35. Definit ion. Let w(x) be a holomorphic n-form ill a neighborhood of the origin 
and let for each t =I- {] the symbol [wldflv,] denote the cohomology cia.'l>; of the 

Gelfand- Leray (n - 1 )-form ill jjn-l (Vt, C). This family of cohomological cia.<;ses 
defines a section of the cohomological fo, 'liillor bundle and is called the geometrical 
section corresponding to the for m w. This section is denoted by s[w] and its value 
all a family .6.(t) of vanishing cycles is €<:!ual to 

T he latter represents some multivalued analytic function. 

T he geometrical sections of the cohomological bundle are not parallel (i.e. not 
horizontal) with respect to the Gauss- !lhnin connection. Indeed, if L1(t) is a fam­
ily of vanishing cycles (which represents a horizontal section of the homological 
bundle), then (s[w], L1(t)) is generally a non-constant function; (thus the condition 
(s[w],L1) E Z does not hold). 
Let WI, ... , wl1 be ll-forms defining a trivialization of the singularity. It means that 
their geometrical sections s[Wj] form a basis in each fiber of the cohomological 
bundle. \\le look for the combinations 

, ~ L F,(t)· .• [w,J, 

such that s is horizontal with respect to the Gauss- Manin connection. 
Recall that in Theorem 5.29(b) we have defined the vector-valued functions ,1(t) = 

(ft}.(t) wl/df,···, Ja(t)wl./df) T for a family of vanishing cycles. It wa,,, proved that 

J(t) satisfies the Picard- Fuchs equation j = A(t),1 and that any solution of the 
Picard- Fuchs equation is of this form. 
T he condition for horizontality of the section s means that for any family L1(t) the 
derivative -1t(L, Fi(t) Ja(t)w;jdf) == O. If F = (F), ... ,~,) T is a vertical vector, 

then we get 0 = -1t(F, J) = (p, J) + (F, j) = (p + AT F, J). \\le have proved the 
following result. 

5.36. Lemma. The section s = L, F;(t)· S[Wi] of the cohomological Milnor bundle 
is hodzonlal with respect to the Gauss- Manin connection iff the vector-f1l1lction 
F = (FI' ... ' ~,) T satisfies the non-autonomou.s linear equation 

P = _ AT (t)F, (4.1) 

when~ A(t) is the matrix from the Picard- Fuchs eq1Lation j = A(t),1. 
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Above we have defined the Picard- Fuchs equation and the equation (4.1) for hor­
izontal sections. T here appear natural questions about the dependence of these 
equations on the choice of the ingredients defining them. These ingredients are the 
ba.<;is of the lattice of vanishing cycles and the t rivialization. 
T he change of the ba.<;is {.6.;} is realized by means of a constant matrix R. \\le get 
the change A(t ) ____ RA(t)R- l . 

T he choice of the t rivialization W l, ... , WI' is significant, but not very. Let W'l' ... , 

w;, be another trivialization. If J'(t) = ULl(t) w' / df, ... , ILl (t) w;jdf)T is the vector­
valued integral a.<;sociated with it, then we have .I' = QJ for some matrix-valued 
function Q = Q(t), which is meromorphic in a neighborhood of the origin and 
invertible for t =I- O. Differentiating it we get i' = QJ + Qj = (OQ- 1 + QAQ-l)J'. 
So, we have the following result. 

5.37. Lemma. The change of tfivialization in the Picard- Fuchs equation 1"CSU/tS in 
the application of the galLge transfonnation 

A(t) ~ A'(t) = QAQ-' + QQ-'. 

Remark. T he terminology gauge transformation is taken from physics. T he Yang­
r-,-lills fields are connections in some vector bundles over the Minkowski space-time. 
T here, quantities not depending on the application of the gauge transformation 
are physically important. For example, in electrodynamics the connection is given 
by the 4-potential, which is not uniquely defined, but its curvature (describing the 
tensor of the electromagnetic field) is gauge invariant. 

T he Picard- FUchs equation is characterized by the triple 

(A, IV, IVz ), 

where A = A (t) is the matrix, IV is the space of solutions and IVz is the lattice 
generated by integrals over the ba.<;ic vanishing cycles. T he application of the 
gauge transformation from Lemma 5.3fi defines the e!luivalence relation between 
such t r iples: (A, W, Wz ) ,...., (A', W ', W~ ) iff W ' = QW, W~ = QWz and A' = 
QAQ-l + QQ-l. 

5.38. Definition. The e(!uivalence cla.'lS of the triple (A, W, Wz ) is called the Picard­
Fuchs singulari ty of the critical point. 

In Chapter 8 below we will study the non-autonomous systems of differential equa­
tions i: = A (t )z, where x E em and A(t) is a germ of a meromorphic matrix-valued 
function in (C, 0). \\le shall cla.<;sify them with respect to the gauge transformations 
by means of analytic (or meromorphic) matrices Q(t ). 
An important problem is to determine the cla.<;s of meromorphic linear systems, 
which form a P icard- Fuchs singularity of a cr itical point of some analytic function. 
T he following definition will appear again in Chapter 8. 
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5.39. Defini t ion. The point t = 0 of the equation ± = A(t )x is called regular iff 
any its solutions satisfies the estimate 

Ix(')1 < ClWN, 

for some constants N, C, as t tends to zero within some fixed sector. 

5.40. T heorem (R egularity of t he Gauss-Manin connection). The singlLlar point 
t = 0 of the Picard- Fuchs equation associated with an isolated cfitical point of a 
holomoryJitic function is re911lar. 
Moreover, then~ is a germ of a memmorphic matrix function Q(t) (with only a pole 
at t = 0) such that the c017""esponding gauge transformation sends A to A' = IJ~%. 

Proof. The first part follows from expansion of the integrals along vanishing cycles 
into the asymptotic series containing rational powers of t and powers of logarithms 
(see Theorem 5.14). The fundamental matrix of solution of the Picard- Fuchs sys­

tem is F(t ) = (I"' j w;jdf) and it has the property F(te27f i
) = F(t)· III, where M 

is the monodromy operator (acting on the fiber 'hto of the homological fibration). 
As in the proof of Theorem 5.14 we have 

F(t) = Q(t)tlnU! (27ri), 

where Q(t ) is a meromorphic matrix function (by the regularity of F(t) and of 
tin AI !(2r.i») . Any solution of the P icard- Fuchs equation is of the form) (t) = F( t)"I!, 
where"/! is a constant vector. \Ve define )' by the formula) = Q)'. 
T he vector function .I' satisfies the tYluation it)' = ~1~!;!J'. 0 

R emark. As we have noticed in Remark 5.16. the regularity of the P icard- F\lchs 
equation holds not only in the local case of an isolated singularity. 
\Ve have seen that the elliptic integrals satisfy certain differential tYluations defined 
in the whole plane (with regular singular points, see Lemma 5.22). 
Such equations can be obtained also in the case of non-isolated critical points, 
or in the case of critical values associated with bifurcations at infinity: (generally 
the Picard- Fuchs equations are a&<;ociated with the Leray sheaf induced by any 
algebraic morphism f : X -> S). T he regularity of singularities of such tYluations 
are associated with polynomial growth of the integrals along cycles which undergo 
bifurcations (vanishing or escaping to infinity etc.). \Ve will return to this subject 
in Chapters 7 and 8. 

If w is a holomorphic n-form and s[w] is the corresponding geometrical section, 
then the asymptotic expansion f "'(I) wi df = LO.k (Qa,I .. 1 k!)· t"'· (In t)k defines some 
natural cohomological classes. Notice that the map II -+ Qa,k is a linear functional 
and can be treated as a section of the cohomological tlmnor bundle. We denote 
this section by A",.k = A~ , ~. = A""i;{t) : 
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\\le can also write 

L Ao' , .. [w[ ~ - ' t"(ln t ) , 
k! 

0,' 

5.41. Lemma. 

(a) The classes Ao ,dt) E jjn-l(f-l(t)) and define the hodzontal sections with 
respect to the Gauss- Afanin connection. 

(b) They belong to the eigenspaees of the monodromy operator .lI,rol",m, eOI"f"C­
sponding to the eigenvalue e-h;Q of the monodromy operator JU = J\hom in 
homologies. 

(c) We have A " k. = (- lnM,; /27Ti)k A""o, whef"C Mu is the lLnipotent faetol· of 
the (homological) IIwnodromy opemtor. 

Proof. (a) is a consequence of the fact that (A""k-, .6.(t )) :: const. 
(b) and (c) follow from the action of the monodromy operator onto the asymptotic 
expansion. 
T he monodromy acts on the fibers of the homological bundle and on the fibers 
of the cohomological bundle. If 111 = J\hom is the matrix of the monodromy, ex­
pressed in some basis {.6.; (to)} (of integer cycles) of 'h to, and A/coliom is the analo­
gOIL'l matrix expressed in the dual ba'lis {.6.{' (to), then we have MI~om Meo /lOm = I. 
It is because (.6.i(t), .6. j (t)) :: const. So, we have M cohom = (AfY )-1 = (MT)-I. 
T he same property holds, when Ke express A/coli"", in a basis consisting of hori­
zontal sections (like Ao,k). 
\\le have 

((MT)-IS[W]'-) = :Lt"' (lnt)k·(M T)-IA""k/k! 

= :L(tehi)O(ln t + 27Ti)/Ao,//l! 

'C' '.(1 ,)k. 27riQ 1 '" (2". i)'" A L...' . n . e Lj L... , Q k·+",· "' ,- -. '" "'. , 

m 

\\le see that the action of .Heol",,,, relies on multiplying by the eigenvalue (i.e. 
the action of JU.- I) and of the action of the exponent exp(27TiN) of the nilpotent 
Jordan cell N = _ In(M,,) T . 0 

5.42. Definition. Let w be a holomorphic form. The smallest number 0: such that 
the coefficient A~,o is nonzero is called the order of t he for m wand is denoted by 

o:(w). 
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T he principal part of the geometrical section defined by w is the section 

(Note that due to Lemma 5.41 (c) all the terms of the above expression can be 
expressed by mealls of olle of them, e.g. by A a(w ),o) . 
For the fixed germ f of holomorphic function we denote by 

the smallest of all orders n(w) of germs of holomorphic forms. The number 

- (1 + amin) 

is called the com plex index of oscillation of the critical point of f . 
The number 

n/2 - (1 + amin) 

is called the com plex index of singularity of the germ f. 
T he system 

0:1 :0:::: HZ :0:::: ... :0:::: 0:1, 

obtained as the minimal orders of holomorphic forms generating trivializatioll is 
called the spectrum of crit ical point of f . It m eallS t hat H I = amin = n (wd, 
0:2 = min{o:(w2): S[W2J is independent of 8[wd}, etc. 

Example. Let f be a quasi-homogeneous polynomial and let w be a quasi-homo­
geneous n-form. It means that f(x) = ).J'lfo(Y), w(x ) = >. "Ywo(Y), where (>.,y) are 
such coordinates that Xi = ),," ;Yi and fl).=, = 1; (the qua.<;i-homogeneous blowing­
up). 
After this change the integral fll(,)wldf becomes equal to ),,""I - f3 III wo/dfo, where 

L1 is some fixed cycle. Because t = )"f3 we get 

\Ve see also that the principal part of the geometrical section is tY!ual to the whole 
section, 8max [W] = s1wJ. 

T he constants 13 and ., can be calculated from the Newton diagrams in R~ = 
{(k" . .. , k,,)} of the germ f and of the form w. Let w = g(x)dx l /\ ... /\ dx" . Let 
L1 be the Newton polyhedron of the function f and L1 l be the Newton polyhedron 
of the function X l ... xng. 
(R.ecall t hat the Newton polyhedron of f is the convex hull of the set supp f + IR+ 
and its Newton diagram r is the part of the boundary of the Newton polyhedron 
not contained in the coordinate hyperplanes. In this example L1 is the first orthant 
cut by the hyperplane L tJiki = 13.) 
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Let II be the smallest number such that II<1J C <1. It is called the coefficicnt of 
embedding of <11 into <1. The number - 1/11 is called the distance of polyhedrons 
of f and of w. 
\\le have II = f3/"f = ord f / ord wand a(w) = 1/11 - 1. In particular, the number 
- (a(w) + 1) is equal to the distance of diagrams of the function and of the form. 
Because the form with minimal order is obtained by putting g = 1, then the above 
allows lIS to compute the index of oscillation of f and its index of singularity. 
Take the intersection of the diagonal line kl = k2 = ... = k" with the diagram r 1. 

It is one point (v, ... , jj) and we have ami" = l /v - 1. T hus the complex index of 
oscillation is equal to l/v; here v = /1 = (31"1 . 
It turns out that the above calculations can be generalized . 

5.43. Definition. Fix the Newton polyhedron <1 and its Newton diagram r such 
that IR::' '..,.6. has finite volume. r consists of a finite number of (n - I )-dimensional 
faces, of (n - 2)-dimensional faces, etc. Let (v, . .. , jj) be the point of intersection 
of r with the diagonal kJ = ... = kn . T he number - 1/ff is called the distance of 
the Newton diagram r. 
Let w = g(x)dxJ ... dXn be a germ of holomorphic n-form and let <1 1 be the 
Newton polyhedron of the function Xl ... xng. The smallest number /1 such that 
11<1 1 C <1 defines the distance of the polyhedrons <1 and <1 J as the number - 1//1 . 

k 

Figure 8 

5.44. Theorem. ([AVG I) COllsidel· the space of genlls f with .6. and r a.s thcir 
Newton polyhedron and Newton diagram .. This set contains an open and dense 
subsct of gcrms for which the follo wing properties hold: 

(i) The complex index of oscillation of f docs Ilot exceed the distance of r. If 
this distance is > - I, i.e. the diagram is distant, then the index of oscillation 
and the distance coincide. 

(ii) If w is a genII of a fW11I, then the numbel· - {a{w} + I} does Ilot exceed Ihe 
distance of <1 alld .6. \ . These numbel·s arc equal if the distance is > - 1. 

T he following conjecture is a'lsociated to the spectrum. 
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5.45. Semi-continuity of spectrum conjecture (Arnold IAVGj, Malgrange IMaI2)). 
The spectl"1Lm of an isolated critical point of a holomOlphic function is semi­
continuous in the following sellse: 
If a cl"itical point P with the spectl"1L1n (0:1, . .. , 0:/.) is deformed to a simlJlef· point 
P' with the spectrum 0:;, ... ,0:;." It' < /l, then HI,::::: H~. 

T he reader interested in more information about the results concerning this con­
jecture is referred to IAVG ], ISt el l and IKul]. 
In the next section and in the next chapter we present applications of the theory 
developed in this chapter to the a.'lymptotic of oscillating integrals and to the 
qualitative theory of planar vector fields. Later we will return to the asymptotic of 
integrals in order to define a mixed Hodge structure in the ivl ilnor cohomological 
bundle. 

§5 Oscillating Integrals 

5,46. Definit ion oCt he oscillating integral. Let S be a surface (or a curve or a finite 
set of points) in the space R:l. Assume that each point of S is a source of light 
with fixed frequency wand intensity p(x), depending on the point xES. \Ve look 
at the amplitude of the light at points y in the space (outside S) (see F igure 9). 

( 

x:-, ;------..2y 

---.S 
) 

Figure 9 

Using the fundamental solution of the wave equation 

(Pu 2 
n 2 = C 611, 
uU 

with suitable boundary conditions, we get the formula 

1 
ehi(wt-kl",-yll 

u(y, t) = I I p(x)dx 
S 41T x Y 



§5. Oscillating [ntegrals 151 

for some component of the corresponding strength of the electromagnetic field. 
Here c is the light velocity, k = w / c is the length of the wave vector and I . I is the 
euclidean norm. 
T he amplitude of the light at y is the absolute value of the above expression and 
equals the absolute value of the oscillating integral 

J(T,y) = J eiTF(:r'Y)4>(x,y)dx, (5.1) 

with l' = - 211"k , F = Ix - yl, 4> = p(x) / (411" 1x - yl). In the case of light the number 

Figure 10 

l' is large and the principal ta'ik is to investigate the asymptotic behavior of the 
function I (T,y) as l' ---+ 00. Herey is treated a'l a parameter. The function TF(x,y) 
is called the phase. 
If the function F(·, y) were regular, i.e. non-critical at S , then we would obtain 
that III < e N/TN for any N (with suitable constants e N); we prove it below. 
T his would llIeall that the amplitude is very small (it decreases faster than any 
power ) and we could treat the source S a'l very weak. However, usually S is a 
compact surface and the function Ix - yl ha'l critical points on it (e.g. minima and 
maxima) . If these critical points are of the i\"lorse type, which holds for typical 
V's, then I ", T-n/2, n = dimS. I3ut when y varies, then the function I · - yl can 
have even more degenerate singularities on S. In this ca'le the function I decreases 
more slowly. The latter points form the so-called caustic. 
In what follows we investigate the function (5.1 ) with real-analytic F (x, V), x E 
1ft", y E 1ft'" and with the function 4> smooth with compact support. T hus F is a 
deformation of a singularity of some real function. (Using some partition of unity, 
we can always reduce any oscillating integral to a sum of integrals satisfying the 
latter a'lsumptions.) 
If m = O. i.e. there are no parameters, then we have the integral 

(5.2) 

5.47. T heorem. If the SUP}JOI·t of 4>(x) is compact and f(x) has no cf"itical points 
in this SlLpp01·t, then the integral 1 decn~ases to 0 faster than any lJOwe f· of 1/1'. 
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Proof. It is enough to consider the case n = 1. \Ve have 

where f' #- O. Repeating this transformation we get the result. o 

T he conclusion of this theorem is that the main contribution to the integral (5.2) 
comes from small neighborhoods of critical points of the phase function. T his 
can be seen geometrically when we replace the (one-dimensional) integral by its 
Riemann sum (see F igure 10). 

Next to consider is the case with 1.forse critical point. The particular example of 
such integral is the A "Csncl integral f COS(TX2)dx, where from Figure 11 it is seen 
that the main contribution comes from the first bump and is of order C / ,fT. T he 
value of the constant C can be computed in the following way. T he Fresnel integral 
is the limit as a --> 0+ of Re f e(iT-O"):r

z 
dx = j7r/(a iT); thus C = j7r/2. 

Figure 11 

5.48. Theorem (Stationary phase formula) . A ssume that 4>(x), 4>(0) #- 0 has com­
pact sllpport containing only one critical point 0 of f(x) which is 1wn-degenemte. 
Then the integral (5.2) has the asymptotic 

w}tcI"C 8ign D2 f(O) is the signatlLre of the quadratic form defined by the second 
defivative of f (the number of pluses minl/s the nlLmbc f· of minl/Ses) . 
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Proof. Using ~·I orse's Lemma we reduce the problem to the case with = Z2 + 
... + z~ - z~+l - .. . - z~ with the signature k - (n - k). T he coefficient 1/ I det D2 I I 
arises from the change of variables. 
\Ve approximate the exponent ei T ! by exp( - L ajZ]) with Re aj > 0 and aj ---+ ±-i, 
Zj = ,fTZj. Next we expand 4>(x) as 4>(0) + 4>1 (x). T hen it is easy to see that the 
leading part of the integral, with the modified exponent, comes from the integral 
with 4>(0). The latter is a product of the line integrals f exp( - ajZj)dZj = VIr/aj, 
which gives the formula from Theorem 5.48. 0 

5.49. Remark. T he number signD2 f appearing in the last term of the asy­
mptotic formula from Theorem 5.48 is tYlual to the Maslov index, the same 30<; 
in 3.21. In terms of the problem from F igure 9 this ~daslov index is the Ma~lov 
index associated to a lift (to some Lagrangian subvariety) of the ray d passing 
from the critical point xES to y. 
Namely, the light particles (with velocity c = 1) move along straight lines. T hey 
satisfy the system of Hamilton 8(luations iJ = P,1i = 0, with the Hamilton function 
Il(y,p) = Iplz, and lie in the level hypersurface Il = 1. With the surface 5 a 
collection of initial conditions for this system is associated: y(O) E Sand p(O) 
orthogonal to S. 
T hey form the normal bundle N 5 to S in TR:l , where the latter is identified with 
the cotangent bundle T *R:l (by means of the euclidean metric). T he 2-dimensional 
surface Ao = NS has the property that the symplectic form dydp restricted to it 
is equal zero. Ao is not a Lagrangian submanifold (lack of dimension). But the 
set A ~ Ut{(y(t),p(t)); (y(O),p(O)) E Ao} is Lagrangian. T he ray i5 is lifted to a 
curve d in the Lagrangian submanifold A and, using the definition from :~ .21, we 
can define its Maslov index. 

If the interval d joining x and y realizes local minimum of the distance from y to 
5, then its Maslov index is O. 
If x is a saddle point of the distance function x ---+ Ix - YI. then the Maslov index 
of the corresponding ray is 1. Qne can see that this ray must pa<;s through the 
envelope of the system of rays starting orthogonally from S. This is the caustic of S 
and forms the set of critical values of the projection of the Lagrangian submanifold 
to the configuration space. 
T he Maslov index of a ray starting from a local maximum is 2. 
Analogous formulas, with oscillating integral and stationary pha<;e formula (with 
IVla'llov index), appear also in the qua'li-classical approximations of solutions of 
the Schrodinger equation. T here, the role of a large parameter plays the inverse 
of the Planck constant T""'" h.-I (see [ArnI !). 

5.50. Caustics in R:l . Recall that for the deformation F(x, y) of F( x, 0) the caustics 
is defined as the set of those parameters y for which the function F(·, y) has 
degenerate critical point or 

E = {y: 3" DxF = 0, D;"F = O}. 
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If y is three-dimensional, which corresponds to the real space, then we obtain the 
five generic singularities of caustics presented at Figure 12 (see JAVG ]). 

Figure 12 

In JAVGJ generic caustics in the space-time JR4 are classified. 

T he next result applies to about the whole expansion of the oscillating integral. 
T his expansion turns out to be not convergent, it is only asymptotic. 

5.51. Definition. If f(t) is a function, defined in a neighborhood of 0 in IR (or in 
(R+,O) or in (C,O) or in a sedor in C with vertex at 0), then we say that f has 
asymptotic expansion Lj fi(t), with well-defined 'model functions ' I; (such that 

Ifj+d < 11; 1 -+ 0 as j --> (0), if If(t) - L~: l fJ(t)1 < YN(t) with YN(t) --> 0 as 
N --> 00. \Ve write 

fit) ~ 'L fj(t). 
j 

T here is an analogous definition in the case t --> 00. 

\Ve shall meet functions which have asymptotic expansion in some sector S in the 
complex t-plane with vertex at O. Often the function is analytic in such a sector. 
For example, f(t ) = f.:";:c exp[_ 82 - t84 ]dt '" L r (2n - 1/2)(- t)" is analytic only 
in the half-plane Re t > O. It turns out that also the reverse statement is true. 

5.52. The Borel- llitt theorem. For any fonnal power series and any sector this 
sel"ies is an asymptotic series of a certain holollwrphic fUllction defined in this 
seclOl·. 

Proof. If L antn is the series, then the new function is 

(5.3) 

T he exponent j3 depends on the sector S, which we assilme to be symmetric with 
respect to the real positive semi-axis and is such that Re C (3 > 0 in S. The positive 
coefficients b" are chosen in order to make the series (5.3) convergent: because 
11 - eZ I < Izl for Re z < 0, the series (5.3) is estimated by L la" I . bn . It l"-(3 and 
is convergent for b" < lanl- 1 . F inally all derivatives of 1 - exp[- bnt- (3j are zero 
at t = O. 0 

5.53. Theorem (Asymptotic expansion of oscillating integrals). If the slLpport of 
the flLnetion 4>(x) contains only one CI"itical point 0 of f(x) wilh finite Milnor 
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number, then the integral (1.2) has the a.symptotic expansion 

eiT 1(0) L a""I..T"'(ln T)I.·, 

0<, " 
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whel"C the index 0: runs ovel' a finite set of decI"Casing m"ithmetic sequences of 
rational nlLmbc,'s and k arc integers between 0 and n - 1. The coefficients a""" = 
an,d¢» are distl"ibutions (genemlized flLnctions) with sllpport in O. 

Pmoj. From the Gelfand- Leray formula (see Lemma 5.1 2) we get 

1. eiTj(Z)w = J"" eiT! (1. Wldf) dt, 
R" -"" j=t 

where w = ¢0xl ... dXn and wldf is the Gelfand- Leray form. 

5.54. Theorem. Let f(O) = O. We have 

as t --> O± . He )"C the set of indices 13 runs ove)' a finite set of gmwing aritJunetic 
sequences of mtional 1I1nnbe)·s. 

From this theorem, Theorem 5.53 ea..,ily follows. \Ve have 

Io"" eiTtt(Jdt 

Io"" eiT!t{l(in t)"dt 

= rtj3 + 1}/( - iT)i3+ I , 

~ ;;,[r(P + l)/( - iT)'+'j. 

In our ca..,e we replace the integral from the Gelfand- Leray formula by the sum of 
two integrals: olle over positive t's and the other over negative t's. ~'Ioreover, if It I is 
sufficiently large, then the function h=t is zero (because w has compact support). 

T hus we should consider the integrals of the form ];;0 eiT!ti3 (in t)I.· X(t)dt, where 
X(t) is a function with compact support and 8(IUals identically to 1 near t = O. 
For the latter integral the above formulas hold but are not exact: nevertheless, the 
differences are flat functions. 0 

Proof of TheOl"Cm 5.54. In IJeal this theorem is proved using the resolution of the 
singularity of the phase function f (see Chapter 4 above). Here we present a proof 
which is suggested in [AVG[. \Ve show only the expansion and omit localization 
of the exponents 13. 
Firstly, using the theory developed in Chapter 2 we can a..,sume that the phase 
function f is a polynomial such that x = (] is its only critical point with the critical 
value O. Assume that the support of w lies in a small ball Bp. 
Consider the surfaces {f = t} n IRn for t --+ O±. It may consist of several pieces. 
Some of these pieces tend uniformly to 0 and represent vanishing cycles of the 
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complex hypersurfaces f = t C rCn: they are elements of lln-l({f = t} n Bp). 
If we approximate the form w by a polynomial form , then we obtain an integral 
of a holomorphic Gelfand- Leray form along vanishing cycle. Then one can use 
the expansion from Theorem 5.14 . In this sense the theory of oscillating integrals 
is connected with the monodromy theory. Other pieces of the real hypersurface 
U = t} n Bp can be treated as relative cycles. 
Choose one component 'YI of U = t} n Bp , where we can a'isume that t > O. T he 
union UO< s< t 'Y .• forms a closed n-dimensional set At, whose boundary consists of: 
parts of tne-hypersurfaces f = 0 and f = t and a part of BBp. 
By Lemma 5.12 we have I" wldf = 1t IA, w. \Ve show that the integral J(t) = 

IA, w has the expansion 

J(t) '"" L cil, J.·tJ3 (ln t)1.-, 
il .k 

where all j3 > O. T he proof of the latter statements uses induction with respect to 
the dimension n. 
If n = 1, then U = o} = {o} and 'Y t is one of the roots of the «(Iuation f(x) = t, 
(it has the Puiseux expansion 'Y t = L cjti/k ), and At is the interval joining 0 and 
'Y t. Here the result follows from the Taylor expansion formula. (Note that ifn = 1, 
then the expansion of J(t) does not contain logarithms.) 
In the induction step we get the integral 

1,,«) J 
dXn 1}, 

1'(1) A(I ,z n) 

where A(t ,x n ) is the intersection of At with the hyperplane Xn = const. By the 
induction a5.'lumption for any fixed Xn the integral IA(t,x,,) II has an expansion as 

expected. Next, one divides the interval w( t), I/( t ) 1 into subintervals in such a way 
that, for X n from any of these intervals, the exponents in the expansion of I A 1/ are 
constant and the coefficients are smooth functions with algebraic singularities at 
the ends of the interval: moreover, the points of partition have P uiseux expansions 
in t. From this the thesis of Theorem 5.54 easily follows. 
The existence of such a partition follows from the stratification (a kind of par­
tition) of the boundary of the real semi-analytic set At into strata. Firstly, one 
distinguishes the components of the smooth part of o At. Next, one takes the set 
Sing(BAt) of singular points of oAt and separates the smooth components of 
Sing(oAt) etc. \Ve project all the strata onto the X n axis. T hese projections have 
their sets of critical points (semi-analytic subsets): we stratify them too. T he pro­
jections of the strata of the new stratification give the set of intervals in the real 
line. 

In order to show that a 's from T heorem 5.53 and j3's from T heorem 5.54 belong 
to a finite set of arithmetic rational 5e{luences, one must apply the resolution of 
singularity theorem (see T heorem 4.56 in Chapter 4). There the problem is reduced 
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to expansion of the integrals 

f exp[iTX~· ' ... x;;"J. xi'" ... x~'" . 4>(x)dx. 

T he results of Theorems 5.53 and 5.54 hold also in the ca.<;e, when the analytic 
pha.~e function f(x) has a critical point of infinite codimension, e.g. is non-isolated. 
(Note that in the real case a critical point can be isolated but have infinite 1.[i\nor 
number; for example in (x2 + y2)2). 0 

5.55. The index of oscillation and the index of singularity. From now on we assume 
that 4>(0) #- O. T he leading term in the asymptotic expansion of the oscillating 
integral is of the form 

T-,,/2+/3(1n t)k, 

where - n/2 + j3 is called the index of oscillation and j3 is called the index of 
singularity (see the definition of the complex index of oscillation in Definition 
5.42). For the simple singularities the index of singularity is ea.<;y to compute and 
its values are presented in the following table: 

Sing. 

p 
A, 
k-I 

2k+2 

D ". E6 E 7 E8 
k-2 5 ,I 7 
2k-2 12 "9 "5 

If f is quasi-homogeneous, then its index of oscillation is calculated as follows. 
Take the Newton's diagram r of f. It is a part of the hyperplane I:vik; = d, 
restricted to the first orthant k; :::: O. Here Vi are indices of the qua.<;i-homogeneity 
and d is the degree: f('>'v, Xl, ... , .>.""xn) = .>.d f(x). If the point (v, ... , v) is the 
intersection point of the diagonal {k; = k j } with r , then the number - I/v is the 
distance of r (see Definition 5.42). 

Proposition. If f is qua.si-h011logeneous, then the index of oscillation is equal to 
the distance of the Newton diagram. 

Proof. We have 

where "f = (I:v;)ld. 
On the other hand. for the diagonal point (v, ... , v) we have 

T hus "f = l/v. o 
Using the resolution of singularity the authors of [AVGJ proved the following result, 
which generalizes the above proposition and is an analogue of T heorem 5.44. If r 
is a Newton diagram of some function, then its distance is - l /v, where (v, ... , v) 



158 Chapter 5. Integrals along VanislJing Cycles 

is the intersection point of the diagonal with the diagram. The multiplicity of this 
point is e(!ual to the codimension of the face of r which contains it (see Figure 
13). 

k, 

(v,v) r 

k, 

Figure 13 

5.56. T heorem. If the ge7"711 f is typical allwng the set of germs with r as thdr 
Newton's diagram, then: 

(i) the illdex of oscillation of f is equal to the distance of r; 

(ii) the degree of In t in the first term of the asymptotic expansion from Theorem 
5.54 is equal to the multiplicity of the diagonal point from r. 

5.57. The Laplace m ethod. Here we deal with the integrals of the Laplace type 

where T ____ +00 and f has a local minimum at x = O. For this integral the 
asymptotic expansion formula, analogous to that from T heorem 5.53, holds. \Ve 
do not formulate a theorem and Ke only rest r ict ourselves to the following example. 

5.58. The Stirling formula. The integral defining the Gamma-function r(o: + 1) 
can be treated a.<; the Laplace integral 

where the 'pha.<;e' f(t, 0) = t - 0: In t ha.<; the critical point at t '"" 0: with the second 
der ivative I/o. Thus 

1 , 
f;::: - olno + 0 + - (t - 0) 

2a 

and we get r(o + 1) '"" o:"'e-a v'21rn. If 0: = n then we get the Stirling formula for 
n!. 



Chapter 6 

Vector Fields and Abelian Integrals 

§1 Phase Portraits of Vector Fields 

If M is a smooth manifold and V E r (.II,I, TII,I) is a vector field on III (a global 
section of the tangent bundle) then it defines the differential equation 011 III , 

i; = V(x) . 

Here the dot means the der ivative with respect to (physical) time. 

6.1. Examples. 

(a) The Newton equations: mi£i = F;(Xl, . .. , .in). 

(b) Population of bacteria: i; = Xl. 

(1.1) 

(e) Population of one species: :t = x(l - ax). Here t he factor 1 - ax denotes the 
amount of food. 

(d) The Lotka- Volterra system (populations of predators and preys): :t = ar( 1 -
by), if = cy(! - dx). 

(e) The Hamiltonian system 

:t = all/ay, :i; = - all lax, 

where 11 is the Hamilton fUlIction. The conservative Newton system ± = y, 
if = - x + Xl is a particular case of a Hamiltonian system. 

(a) (b) 

• • •• • • 

Figure 1 

T he phase portrait of the vector field V is the partition of the pha<;e space III 
into the phase curves of the vector field. T he pha<;e curves are the images of the 
solutions 1ft 3 t --> x(t) of e(luation (1.1). 
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T here are three types of phase curves: 

the equilibrium states, i.e. points Xi at which V (Xi) = O. They are called also 
singular points, critical points or stationary points. 

closed curves corresponding to periodic solutions of (1.1): there exists T> 0 
such that x(t + T) = x(t) for any t. A minimal such T > 0 is called the per iod 
of this trajectory (or of the phase curve) . 

immersed embeddings of the real line. 

T he phase portraits of the vector fields from examples (b), (c), (d), (e) are pre­
sented in Figure 1. 
Singular points are the simplest elements of the phase portrait to study. Near such 
a point X = 0 \\"e have 

where A is a constant matrix. 

6.2. Definition. The point x = 0 is called hyperbolic if Re Ai =I- 0, where Ai are the 
eigenvalues of the matrix A. Otherwise the point x = (] is called non-hyperbolic. 

6.3. Grohman- Hartman Theorem. In a neighbol"lwod of a hYPCI·bolic c I;tieal point 
there exists a homeom01phism Y = y(x) which tmnsfo1"7l1s the phase pol·tmit of the 
system (1. 1) to the IJha.se pOl·tmit of the system 

Yl = YJ. Y2 = - Y2, 

whel"C Yl E ak·, Y2 E an- k· and k is the number of IJositive Re Ai'S. 

In particular, if all ReAi < 0, then the equilibrium point x = 0 is asymptotically 
stable; all trajectories starting near (] remain there for all t > 0 and tend to 0 as 
t _ 00 . 

6.4. Bifurcations of critical points. If we choose randomly a vector field, then 
almost surely it will have only hyperbolic critical points. T he situations with non­
hyperbolic critical points occur inevitably when we have a family V;, of vector 
fields depending on a parameter(s). For typical values of /1 the field V;. has only 
hyperbolic stationary points but, for some bifUl"Cational values of the parameter, 
V;. encounters non-hyperbolic singularities. The theory describing the change of 
the pha.<;e portrait near such situations is called the bifUl"Cation theOl-y. 
In one-parameter typical families we meet only two types of non-hyperbolicity: 

(a ) Al = 0, ReAj =I- 0, or 
±= It + X2, y = ±y 

(for n = 2). It is the saddle-node bifurcation (see F igure 2). 

/; = 1"(11 - r 2), tp = 1 

(in the polar coordinates in the plane). T his is the well known Andronov­
Hopf bifurcation (see Figure 3). 
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Figure 2 

Figure 3 

6.5. Periodic trajectories. If, c Al is a closed pha.<;e curve, representing a periodic 
t rajectory of the vector field. and S is a piece of hypersurface t ransversal to " then 
the phase curves of V starting at S define the map of the first return <1> : S ____ S, 
defined near S n,. It is called the Poincare map (or the return map). 
\Ve parameterize S by y E ]R,,-l and take its linearization at {y = (]} = S n" 

Here t he point x = (] is the fixcd point for the map <1> . 

6.6. Defini tion. The fixed point y = (] is called hyperbolic iff all IAi l =I- I where Ai 
are the eigenvalues of the matrix B. 
In such a case the trajectory, is called hyper bolic. T he numbers II ; = In IA;1 are 
called the chamctclistic mllitiplicl"S. 

T here is an analogue of the Grobman- Hartman theorem for a hyperbolic fixed 
point of local diffeomorphisms; we do not provide its formulation. In particular, if, 
is hyperbolic, then the phase portrait near, is stable with respect to perturbations 
of the vector field (it is stllLetumlly stablc) . 
\Ve are interested especially in the case of planar vector fields, i.e. with 111 = ]R2 . 

6. 7. Definition. Periodic trajectories in ]R2 which are isolated among the set of 
periodic trajectories of V are called limit cycles. The singular point which has a 
neighborhood filled by periodic trajectories of V is called the center. 

6.8. Theorem (Dulac criterion). If, x = x(t) is a pCI"iodie tmjcetory (wi/h 
pCliod T) of a planar vce/ol· field V = L V;(x)ox ; thcn its (uniquc) ehametcI;stie 
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s 

y 

Figure 4 

11Iultiplief' is equal to 
T 

" ~ 1. divV(x(t))dt, 

" 
when~ divV = 'LfJV;/fJXi is the divef)]cnce of the vec/ol' field V. 

Problem. P rove it using the LiolLville's theOl"c11I deteAt = elrAt
. 

6.9. Bifurcations of periodic orbits. There are three generic one-parameter bifur­
cations of local diffeomorphisms, corrcsponding to bifurcations of periodic trajec­
tories: 

y ___. y + !L + y2. 

It is the saddle-node bifurcation for diffeollWl7Jhisms. 

(b) ).1 = - 1, 1).)1 =I- 1 or 

This is called the pitchfOl'k biflLrcation, or the pefiod dOlLbling biflLrcation. 
The initial periodic orbit., lies (a<; the equator) in a fo, '16bius band and the 
bifurcation relies on creating a periodic trajectory covering 'Y two times. 

(e) ).1,2 = e ± 21TiO:, P'i l =I- 1. It is the Andronov-Hopf bifurcation for diffeomol'­
phisms. The resonant cascs, i.e. with rational n, are qualitatively different 
from the non-resonant ca<;es. Here periodic orbits of very long period and 
many other features, characteristic for the general theory of dynamical sys­
tems, can be observed. (\Ve shall discuss the rcsonant ca<;e below.) 

6.10. Separatrix connection. In the qualitative analysis of planar vector fields one 
encounters also the (one-parameter) bifurcations of separatrix connection and 
separatrix loop presented in Figure 5. T he sepamtrices of a vector field are the 
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pha.<;e curves which tend to a critical point with definite limit direction (as time 
goes to += or to - (0). 

Figure 5 

In the analysis of phase portraits of planar vector fields (or vector fields on two­
dimensional manifolds) important is analysis of: singular points, periodic solutions 
(limit cycles) and positions of separatrices. T he singular points can be analyzed 
using purely algebraic methods, but the analysis of limit cycles and separatrices 
needs application of transcendental methods and is difficult in general. Recall that 
one of Hilbert's problems deals with limit cycles. 

6.11. The second part of the XVI· th Hilber t Problem. Find an estimate f1"01II. 
above lJ(n) fo,· the maximum numbc1· of limit cyclcs of any planar polynomial 
vecto,· field of dcgrcc 1t. 

Despite its simple formulation the progress in the solution of this problem is very 
slow. The history of its investigations is full of errors. For example, in the 19205 H. 
Dulac published the memoire [Dull [ with a 'proof' of finiteness of the number of 
limit cycles of an individual polynomial vector field. T his proof remained 'correct' 
until the end of the 1970s, where a significant gap in Dulac's arguments was 
discovered. T his gap wa.<; filled independently by Yu. S. Il 'yashenko [1141 and by J. 
Ecalle [Ec3]. 

6.12. T heorem (Finiteness of the number of limit cycles) . If V is a polynomial 
vector field on a planc, the)", it has a finite numbc,· of lintit cycles. 

It is not known whether the number lJ(n) is finite. The problem lies in proving 
a locally uniform bound for the number of limit cycles for any local family of 
polynomial vector fields (see [IlY2[, Rou] and [117])). 

Even the number 11(2) is not known. 

T here are many special results in problem 6.1 1. One case where much was done 
concerns perturbations of the integrable systems. 
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§2 Method of Abelian Integrals 

6.13. Per turbations of Hamiltonian syst ems. These are the systems V. of the type 

all all 
i; = - + £P(x,y; f), Y = - - + f.Q(x,y;f.), 

ay Ely 

where f. is a small parameter. 
Before perturbation, i.e. for f. = 0, the pha.'le space contains domains filled com­
pletely with the ovals of levels of the Hamilton function, i.e. the connected com­
ponents of the (real) curves {ll(x,y) = h}. 
After perturbation usually there remain only a finite number of closed phase 
curves. The problem is to count their number. tI'fore precisely, if 1< is a limit 
cycle for V. such that 'Y < --> 'Y ( II;) c {ll = h;}, then we say that the oval II = hi 
generates a limit cycle. \Ve calculate the number of such hi 'S. 
T his problem can be treated a.'l the linearization of the Hilbert XVI-th problem in 
a Hamiltonian vector field. 
Such questions appear naturally in the bifurcation theory as the below examples 
show. 

6.14. Exam ple (Bogdanov- Takens bifurcation). This is the following 2-parameter 
bifurcation corresponding to the nilpotent Jordan cell with zero eigenvalues 

i; = y, if = - !LI + !12Y + x 2 + x y. 

Here the singular points are y = 0, X u = ±~, !LI ::::: 0 with the linear parts 

(2~ !~2). 
We see that the line /1-1 = 0 is bifurcatiollal, with the saddle-node bifurcation (two 
singular points disappear). 
Also the line /12 = 0 (Tr = 0) is bifurcational, with the Andronov- Hopf bifurca­
tion. T hus, after passing through this line in the direction of growing /12, a limit 
cycle is born (see Figure fi ) . T he problem is what happens with this cycle, when 
the point in the parameter space is away from the line !.l2 = O. It turns out that 
the system can be reduced to a perturbation of a Hamiltonian system. 
If the terms !L2Y and xy are negligibly small with respect to /11' then the system is 

Hamiltonian with the Hamilton function ty2 + !tIX - ~x3 . Here x '"" JJil, y '"" /1-~ /4. 

T his implies xy '"" 1l~/ 4 < < JlI and !12Y < < JlI for /12 < < Jl: /
4

. 

After normalization x = /1-: / 2 X, y = !L/'Iy and division of the vector field by !1; /4 

we get 

'I' where f. = JlI , 1/ = /t2/.jIil. 
T his bifurcation was first completely investigated by Bogdanov in IBogl who 
proved that this vector field ha.'l at most one limit cycle and its bifurcations are 
as in F igure fi (see also IArnS!). 
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Figure 6 

6.15. Example (A resonant periodic trajectory in space). Let., c nf! be a closed 
t rajectory of an unperturbed vector field V(). Assume additionally that the eigen­
values of the linearization of the Poincare map lie in the unit circle ..\1 ,2 = chi". 

If a is irrational, then we have a singularity of codimension 1 (in principle). In 
the resonant case a = p/q one should consider a 2-parameter deformation of this 
situation. 
T he section 5 t ransversal to 'Y can be parameterized by points from the complex 
plane Z E C. We choosesilch a neighborhood of 'Y, parameterized by (ip (mod 211"), 
z), that the linear parts of the natural correspondence maps {ip = 'P I} --> {'P = 'P2} 
(defined by trajectories of V()) are the homogeneous rotations z --> ci ( 'Po-<P,jP/(IZ. 

T his system of linear maps defines the Scifc1·t foliation near,. Its generic leaf 
makes q turns along ., before closing-up. 

Now Ke take the deformed vector field V;, and average its z-component along 

the leaves of the Seifert foliation, i.e. we take .h~;rq 2. \Ve obtain a planar vector 
field, which is invariant with respect to the rotation by the angle 2rr/q and whose 
dynamics gives a rather good approximation of the dynamics of V;,. 
T he versal families of such invariant vector fields are given in the following formula.., 
(see lAmS!): 

± = y, iJ = - MI + !12Y + X2 + xY, (q = 1), 
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\Ve see that the case q = 1 is the Bogdanov- Takens bifurcation. If q = 2 , then for 
112 = b = 0 the system is Hamiltonian with the Hamilton function (2y2 - 211-1 x2 -
ax4 )/4. If q ::::: 3, then for J.t.1 = Re A = 0 the system is Hamiltonian. It follows 
from the formula div P = 2 Re {)P / {)z for a vector field i: = P( z, z) . 

l~~rJ~l 
7~( 

Figure 7 

In the cases q = 2,3 the analysis of pha.<;e portraits is reduced to analysis of limit 
cycles in perturbation of the Hamiltonian system: it was done by E. I. Horozov 
IHorl and by Yu. S. Il 'ya.<;henko 1111 1. The ca.<;es q ::::: 5 are called weak resonances 
and are simple to investigate (see IArn5 1). 
The ca.o;;e q = 4 is still not finished. The Abelian integrals were studied by A. 
I. Neishtadt in INeil, by F. S. Berezovskaya and A. I. Khibnik IBKh] and by B. 
Krauskopf [Kra]. 

6.16. Example (One zero and a pair of imaginary eigenvalues). Assume that an 
unperturbed system in IR:1 has a singular point with t hese eigenvalues of the linear 
part. It is a codimension 2 phenomenon. 
Here one performs the averaging along the t rajectories of the linear system (circles) 
and obtains the following 2-dimensional vector field. where one variable is the 
amplitude of oscillations): 

If 11-2 = b = 0, then the system has a center. It is not Hamiltonian but it ha.<; the 
first integral 

yU (x2 ± y2 /(a + 2) + /.l-I/a ). 

T his bifurcation wa.<; analyzed in IZo11 (see also IKoZe l). 

6.17. Exanlple (Two pairs of imaginary eigenvalues). T his ca.~e, after averaging 
along the 2-tori corresponding to the two independent rotations (of the linear 
part), gives rise to the generalized Lotka- Volterra system 

Here also we obtain a situation with perturbation of a system with the first integral 

x"'yi3(l + kx + ly). 
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Figure 8 

T he bifurcations and corresponding Abelian integrals were studied in IZo21 (see 
also IKoZel) . 

6.18. Reduction to zeroes of Abelian integrals. A&<;ume that we have the situation 
as in 6.13. Take a section (interval) 5 transversal to the family of closed curves 
H(x,y) = t. We parameterize it by the function H restricted to it, t = H is . 
Beginning from here we denote the values of the Hamilton function by t (not by 
II). This notation agrees with the notation used in Chapter 5. 
\Ve compute the first approximation of the Poincare map. If P ES, H (P ) = t is 
an initial point of the positive trajectory r of the perturbed system, t hen the first 
intersection of r with 5 is the value of the rctunl map, Q = iJ) (P ) (see Figure 9). 
We calculate the increment!:J.11 = I1(Q) - I1 (P) of the Hamilton function along 
r. Note that r is periodic iff !:J.H = 0 and it is hyperbolic stable (respectively 
unstable) limit cycle iff additionally (£::'H )'( P ) < 0 (respectively> 0). Using the 
representations H~ = - iJ + ~Q , 11 ~ = i; - ~P we get 

!:J.11 = f: if dt = f(ll~i; + l1~y)dt = £ f(I1~P + I1~Q)dt = £ f(Q x - Py)dt 
= ~frQdx - Pdy . 

P Q 
s 

Figure 9 

Because the phase curve r is close to the oval of H = t (up to the order O(~)) we 
get 
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where 

I(t ) = J Qdx - Pdy 
ll= t 

is the Abelian integr al. In fact the path of integration is some real oval ,(t) of 
the curve H = t and the fun ction I is defined in an interval (tmin, t",,,,,) of t's, for 
which the ovals 'Y(t) are compact and smooth. 
(Probably this integral first appeared in the work ]Pon] of L. S. Pontryagin. It was 
used intensively by V. K. !o.-Ielnikov [Mel[ as a tool for detecting sub-harmonic so­
lutions in some periodic non-autonomous Hamiltonian systems. Some people (e.g. 
Arnold) claim that it was known already to Poincare. Therefore in the literature it 
appears under different names: Pontryagin integral, Poincarc- Pontl·yagin integml, 
Melnikov integral, Pontryagin- Melnikov integral, generating function.) 
\Ve see that: 

The necessary condition for existence of limit cycle 'Yo --> 15(t;) is the equality 
lit .) = o. 
Under some generic assumptions it is also a sufficient condition. 

6.19. The weakened XVI·th Hilbert problem. Considel· the space of integraLs I(t) 
with P, Q, H polynomials of degree ::::: n and defined in the intervaLs (t"'in, t max ) . 
Find an estimate C(n) for the number of zel"OCs of I(t) uniform with l"Cspect to 
the polynomials P, Q, H. 

T his problem (stated by V. I. Arnold [AmS!) is also not solved completely, but 
there are many nice results concerning it. 

6.20. Results. Firstly, A. N. Varchenko [Var3] and A. C. Khovanski [Kh2] proved 
that 

C(n) < 00, 

i.e. existence of a uniform estimate. However they do not give any formula for C(n). 
T he proof of Varchenko is ba,<;ed on the methods developed in the book [AVG], 
(asymptotic expansions of integrals along cycles in complex algebraic curves), 
and some finiteness results from real analytic geometry. Khovanski observed that 
Abelian integrals belong to his clas.<; of Pfaff functions and applied his theory of 
fewnomials. Below we present some of the Varchenko-Khovanski arguments. 
Concrete estimates are given with some restrictions on the Hamilton function. 
In the ca,<;e of the elliptic Hamiltonian y"1 + Xl - X, C. S. Petrov ]Pet2] proved the 
Chebyshev property of Abelian integrals. \Ve present his beautiful proof below. 
In the case of a hyperelliptic Hamiltonian y2 + R(x) (with fixed polynomial R) 
Petrov [Pet3[ proved the linear estimate ::::: a . n + b for the number of zeroes of 
any form Qdx - Pdy of degree n. 
For cubic H and quadratic P and Q, L. Cavrilo\" IGavl] proved that the number 
of zeroes is ::::: 2 (also around two foci). 
Other ge~\;ral estimates were obtained by Yu. Il 'yashenko and S. Yu. Yakoven­
ko (::::: 2"1 ,c = c( lJ ) in IIIYl!) for generic Hamiltonians, by D. Novikov and 
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Yakovenko (:::: 2cn in INY]) and by A. Glyutsuk and Yu. Il'yashenko (:::: e2500n2 

for Hamiltonians with critical points of absolute value:::: I in IGY]). 
In 1996 A. G. Khovanski and G. S. Petrov announced the estimate 

:::: a· n + b, 

where a = a(deg11) and b = b(deg11) depend only on the degree of the Hamil­
tonian (without an explicit formula). No restriction on 11 is made. This result is 
not yet published, but we present this proof below. 

Below we present some estimates, with proofs, for the number of zeroes of I(t) = 
I",(t) IH=t w in the case of a polynomial I-form 

w = A(x,y)dx + B(x,y)dy 

of degree degw = max(deg A , deg B) and with concrete fj's. \Ve begin with the 
quadratic Morse Hamiltonian. 

6.21. Proposition. If 11 = x 2 + y2, then I",(t) is a polynomial of degree:::: (n + l)/2. 
It Itu.s at most [(n + 1)/2] - 1 positive zemes cOITesponding to eve'ltlLallimit cycles. 

Proof. Consider the ca,<;e when w is homogeneous of degree j. T hen, putting x = 
Iii cos 0, y = Iii sin 0, we get the trigonometric integral 

1', 
1 = t(j+ll/2 0 R(cosO,sinO)dO, 

where R is a homogeneous polynomial of degree j + 1. This integral vanishes for 
oddj + 1. 0 

Next is the case of the elliptic Hamiltonian 

studied before. We integrate the realI-form w along the ,"Cal oval ")'(t). T he latter 
represents one of the two generators of the first homology group of the complex 
elliptic curve {Ii = t} c CP2. It vanishes at the critical point x = 1/..;3,y = 0 
with the critical value t = - 2/3..;3. The other generator is .5(t) and vanishes at 
(- 1/..;3,0) with the critical value t = 2/3..;3 (see the points 5.19- 5.24 and Figure 
10). 
T he functions lw(t) have analytic prolongation to the complex arguments t. They 
are multivalued functions with unique branching points at t = 2/3J3. Thus, in the 
complex plane cut along the half-line {t :::: 2/3J3}, the functions lw are analytic 
and univalent. \Ve denote by f:! the set 
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Imt 

Ret 

t, t, 

Figure 10 

and consider 1., as functions 011 O. \Ve further note that 0 contains the interval 
(- 2/3V3,2/3V3) which is of interest for us. All these functions with degw ::::: n 
form a finite dimensional vector space H'n . 

6.22. Definition. A linear space IV of functions defined on a set A, (A c 1ft, C), is 
called Chebyshev iff any nonzero fUllction from IV has at most dim IV - 1 zeroes 
in A. 
W is Chebyshev with accuracy k iff this number of zeroes is :0:::: dim IV - 1 + k. 

T he reader can prove that ill a k-dimellsional linear space IV of functions 011 A 
olle can always choose a nonzero fUlIction vanishing at any k - 1 previously chosen 
points. 

6.23. Theorem ofPetrov. (lPet2]) The space W n = U,(t) w: w real of degree::::: n, 

tE O} is Chebyshev. 

Proof. In 5.19-5.24 the following properties of the elliptic integrals were proved. 

1. I ,.., = J1J(t) Io + P I(t) h , where I) = I""1(t)x i ydx and PO,1 are polynomials 

of degrees::;: [(1£ - 1)/ 21 and::;: [1/./2J - 1 respectively. The space IVn has 
dimension equal to n. 

2. 510 = Gtl~ + 41;, 21h = 4I() + 18h!;. 

3. 4(27t2 - 4)1[' = 2111. 

4. 10 ,"" (>/6, I I '"" [1/6 as t --+ =. 
Below we prove additional properties of the elliptic integrals. 

5. Lemma. We have Imh(t) #- 0 for t > 2/3.;3. 

Proof. In order to understand properly the statement of Lemma 5, we must recall 
the definition of I I as the analytic prolongation of an integral of a holomorphic 
form along the cycle ,(t). At the point t = 2/34 this function ha'l ramification but 
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the limit values of h along the upper and the lower ridges of the cut [2/3.;3,00) 
are well defined. Thus the Tm h is the imaginary value at the upper ridge. 
Because the initial function (i.e. for It I < 2/3.;3) was real, I ) behaves well under 
conjugation of the argument. In particular, the value of Im I ) at the lower ridge 
is tYlual to minus its value at the upper ridge. The function Re h is the same at 
both ridges. 
T he difference between values of 11 at the upper ridge and lower ridge, i.e. 21m II, 
is tYlual to the variation of the integral as the value t varies around the critical 
value 2/3.;3. By the P icard- Lefschetz formula this variation is tYlual to t he value 
of the form xydx at the other generator of the first homology group 8(t). T hese 
arguments show that 

for a ny real form w. 

Im Iw(t) = ~ r w, t::::: 2/3.)3 
2 J~ ( t) 

T herefore z(t) = Imh is expressed by means of integrals along cycles. In par­
ticular, it satisfies the equation (see 3.), i.e. 4(27t 2 - 4 )Z" = 21z . . Moreover, 
z(2/3.;3) = () (because 8 vanishes there). 
Because the factor 27t2 - 4 > () we have z" > () iff z > () and z" < 0 iff z < O. T hus 
z is either positive and convex or negative and concave. In any case it cannot have 
zeroes. 0 

6. Lemma. fl(t), t < 2/3.;3, vanishes ollly at the point t = - 2/3.,13 and this is 
a simple zem. 

Proof. Of course, I I (t) is real in this half-line and vanishes at - 2/3v'3. fo, 'loreover, 
because h = f fJl<t xdxdy and the domain 11 ::::: t is an approximate ellipse 

around the point (1~{)) with the semi-axes '" Jt + 2/3,J3, then I ) '" (t + 2/3,;3) 

as t -> - 2/3.;3. T his gives the simplicity of the zero. 
T he negativity of h at the half-line t < - 2/3v'3 is proved in the same way as in 
the proof of Lemma 5. 
T he positivity of h in the interval (- 2/3J3, 2/3.;3) needs application of some 
geometrical arguments. Note that the integral h is proportional to the center of 
mass of the domain 11 ::::: t. It is seen from F igure 10 that this center of mass lies 
in the right half of the plane. Also it is not difficult to show it analytically. 0 

7. Lemma. h(t) has only one zem in the complex plane cut along [2/3,)3,00). 

Proof. Because I I is real onR and has only one zero on the real part of the domain 
(Lemma 6) the number of its zeroes is odd. It is enough to show that this number 
is < 3. 
\Ve use the argument principle which says that: 

If a contolLr r bounds some region of analyticity of a function 9, gir =I- 0, then the 
number of zeroes of 9 in this domain is equal to the incn~ment of the argument of 
9 along r (divided by 27r). 
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\Ve take the contour a.<; in Figure 11: a small loop around t = 2/ 3.;3, a large loop 
around infinity and along the ridges of the cut . 
T he increment of arg I I along the large circle is defined by the asymptotic of the 
integral at infinity (see 4. ) and tYluals to 7/ 6. I3ecause Iml l does not vanish along 
the cut, then the increment of arg I I along the ridges and t he small circle is ::::: 1. 
T hus .6. r(arg l t}::::: 13/G < 3. 0 

r 

• -2 
373 Reh 

Figure 11 

8. Lemma. The function (10/ h)(t), t > 2/ 3v3, docs not take real vallLes. 

Proof. If that happened for t = to, then the vectors G::~~ ) and (~:~~ ) would be 
parallel. However, both satisfy the sallie system of linear differential tYluatiolls 
2. ; they form two solutions of it. T he Wronskian of these solutions would V'dnish 
at to and then it should vanish on the whole interval. This would mean that 
(Io/ h )( t) E IR for all t > 2/3 v3. By the Schwarz reflection princ~ple, 10//1 could 
be prolonged to an analytic function in the plane outside {2/3V3}. Because it is 
bounded near 2/3 v3 this singularity would be removable and 10/ / 1 would be an 
integer function. 
However, its exact a<;ymptotic "-' t- 1/ 3 at infinity (see 4.) contradicts the above. 0 

9. Finishing of the 1)1"00f of TheOl"Cm 6.23. 

Because 1.,( - 2/ 3v3) = 0 and h ha<; the only simple zero just at this point, then 
the number of zeroes of I ., in the domain 0 is the same a<; the number of zeroes 
of the holomorphic function 



§2. !Vlethod of A belian Integrals 173 

in the plane cut along [2/3v3,oo). 
Again we use the argument principle with the same contour r. 
T he increment of the argument along the large circle is '"" max(deg Po - 1/3, 
degPJ ). Along the ridges of the cut, the number of turns of 1.,// 1 around 0 is 
bounded by the number of zeroes of the imaginary part of the function at the cut 
plus 1; (here we use the reality of the form w). This gives ~ degJ1J + 1. 
Summing it up (using 1.) we get the increment ~ (1£ - 1). 0 

6. 24. Application to bifurcations. In the case of the Bogdanov- Takens bifurcation 
we have the elliptic integral 

f (ax + (3 )ydx = a 10 + (3 h . 

T hus deg ~I.I = 0, the space of integrals is 2- dimensional and this elliptic integral 
ha'l at most one zero corresponding to the unique limit cycle. 

Below we present calculations of the number of zeroes of elliptic integrals appearing 
in bifurcations of periodic orbits with 1 : 2 resonance (q = 2 in Example 6.15). 
In this ca'le we show the divergence from the Chebyshev property (the accuracy 
grows with the degree). \Ve also present applications of some real methods. \Ve 
follow the work IRZI. 
T he Hamiltonian is also elliptic (see Figure 12) 

11 = y2±x4±2x2. 

(a ) (b) (e) (dj 

@~~~ 
Figure 12 

In the cases (a) and (b) the corresponding spaces of Abelian integrals are Cheby­
shev (Petrov). 
\Ve shall consider the ca'le (c) with the symmetric form w = A dx + Bdy, i.e. the 
polynomials A, B contain only monomials of odd degree. 
T he Hamilton function 11 = y2 + X4 - 2x2 ha'l three critical points: (±1,0) with 
the critical value t = - 1 and (0,0) with the critical value O. At (±1, 0) two cycles 
')' , ')" vanish. We study the integral 

l.,(t ) = I""1 w+I-r ,w = 2I""1 w, -1~1t<0, 
l.,(t) = I""1" W, It> 0, 
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where i' = 'Y +,' is the cycle presented in Figure 12(c). 
Let IV" = {lw: degw:::: H,W is symmetric}. 

6.25. Theorem. (lRZ I) We have dim IV" = 2[(n - l)/2] + 1 and the maximal nUlnbc1" 

of ZC1'OCS of a n01lzcm junction from W" in the inte1'val (- 1, 00) is 3[ (n - 1 )/2]. 

Remark. \Ve see that the accuracy of the Chebyshev property of IV" is about n/2 
and grows. However, when olle restricts the integrals to the interval (0,00), then 
the Chebyshev property with the accuracy 1 holds (see IRZJ). 

Proof of Theorem 6.25. 1. Define the integrals for t ~ - 1, 

lo(t) = J ydx, 
If= t 

\Ve have the following properties (proved like the analogous properties of Petrov's 
elliptic integrals). 

2. 1,.., = Po(t) l o + PI (t)h, whcn~ Po, I arc polynomials of degrees::::: [(1£ - 1)/2J and 
:::: [(1£ - 1)/2) - 1 1'cspcctively, thus dim IV" = 2[(n - 1)/2] + 1. 

3. 310 = 4tl~ + 41:, 15h = 4tn + (12t + Hj)l: (Picard- Fuchs tYluations). 

4. lo(t) = C! + C2tillltl- ! + ... , h(t) = d! + d2tln lt l-! + . as t --+ 0, llnth 
ct.2, d1,2 > O. 

Denote 
Q = Itllo. 

T he properties 3 and 4 imply the following. 

5. Q(t} = Cl + c2tln )t l-1 + ... as t --+ O. 

J (-1 ,1) Q 

-, 0 

Figure 13 

6. 4h(t + I)Q' = 5Q2 + 2tQ - 4Q - t and the graph of the function t --+ Q(t) 
con.sists of the phase curves of thc vector field 

i = 4t(t + l), Q = 5Q2 + 2tQ - 4Q - t (2.1) 

indicatcd in Figure 13. 
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T he linear part of the vector field (2.1) at the singular point (OA/5) is the J ordan 

cell (3;5 ~) and all trajectories near it have the form Q = 4/5 + ct In It I +. 

The singular point (- 1, 1) is a saddle with the linear part (-;.4 ~) and our 

graphic lies in two separatrices of this saddle. 

7.10'"" (1/ '1, h '"" (5/4, Q '"" t l / 2 as t --+ 00. 

8. Q(t ) is dCCI"Casing for t < o. 

Proof. We have Q'( - I ) < 0, Q'(O) = - 00, Q"(O) = - 00 and Q'(t) < O,Q"(t) < 0 
as t --+ - 00. 

On the other hand, (4t(t + I)Q')' IQ'=o = 2Q - 1. But QIQ=I/2 = - 3/4 < 0, which 
implies Q(t) > 1/2. This means that the function Q(t ) would be concave at each 
critical point in the interval (- 1,0) and convex at critical points in ( - 00, - 1). 
T his, combined with the behaviour at the endpoints, gives the result. 0 

9. Q(t) has a uniquc minimum at t . > O. 

Proof. From the a.<;ymptotic behaviors at t = 0 and at t = 00 it follows that such 
minimum exists. T he condition Q' = Q" = 0 means intersection of the line 2Q = 1 
and the hyperbola 2Q2 + 2tQ - 4Q - t = O. \Ve have shown that this intersection 
is empty, which means that Q" ha.<; the sallie sign at each critical point of Q. 0 

Let 
h Fh 

g(t) ~ - + - ~ Q + R. 
10 PI 

I ts zeroes are the zeroes of Iw which are> - 1. 

10. We havc 4P 12t (t + 1)y'19=o = S(t) whel"c S(t) is a polynomial of dCgl"CC ::::: 
2[(n - 1)/21. 

11. UIJpcr bound for the nlLmbcf· of zeroes. Here we use the idea of Petrov from 

IPeU I· 
\Ve divide the interval (- 1, (0) into the subintervals of continuity of g. T he number 
of such subintervals is ::::: deg PI + 1. In each such subinterval we apply the Rollc 
pl"inciplc to the function g: 

Betwecn any two zeroes of a function a zero of the dCfivative lics. 

T hus, by to, between two zeroes of 9 there is either a zero of S(t) or the point 
t = O. On the other hand, the zeroes of g'1 9=O are the points of contact of the vector 
field (2.1) with the curve Q = - R(t). T here is such a contact point between the 
line t = - 1 and the first zero of the function g. 
\Ve have then 
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12. Lowe,· bound. T he function I., has the following expansion in a neighborhood 
of the point t = 0, 

If t > 0, then the t i and t i In Itl- I are positive. We have also 

\Ve use the Descartes principle: 

The numbe,· of positive zeroes of a polynomial is bounded by the numbel· of sign 
changes of its coefficients. M07"Covel·, this bound is achieved for a suitable choice 
of the absolute values of the coefficients. 

In fact, this principle holds also in the case when the polynomial is replaced by a 
finite sum of functions like t i and t i In Itl-I and their small perturbations. 
\Ve apply this principle to the ca.<;es of functions Iw(t) and 1.,( - t ) where the 
coefficients are chosen in a way to get the maximal number of zeroes. T hus we 
have the leading coefficient am = 0 (1) =I- 0 (or bm = 0 (1) =I- 0) and the absolute 
values are chosen in a way to give the number of zeroes in the intervals t < (] and 
t > (] prescribed by the sign changes, i.e. 

(] < Ibnl« lad« Ibd« 1021« ... « la",J. 
Note the following property: 

Thc sign changc bctwcen ai and hi in I(t) lcads to a con·csponding sign change in 
I( - t) and the sign change betwccn hi and ai+1 implics no sign change in I (- t) . 

Let kl be the number of sign changes in I (t ) implying the sign changes inI (- t) 
and k2 be the number of remaining sign changes . The number of positive zeroes 
of Iw is kl + k2 
If am =I- (] is the leading coefficient , then the number of sign changes in I ( - t) is 
kl + (m - k2). The totaillumber of small zeroes of 1 is 2kl + m, where kl ~ m - 1. 
T his gives the maximal number 3m - 2 of zeroes. 
If bm =I- 0 is the leading coefficient , then the same arguments give the maximal 
number 3m of zeroes. 
I t remains to show t hat the coefficients ai, bi in the expansion of the integral are 
controlled by the coefficients of the polynomials Fh,1 in the expansion 2. Indeed, 
using the properties 4, we see that for Fh = atm, m = [(n - 1)/2], P I == 0 the 
first nonzero coefficient in the asymptotic expansion of I is bm . Taking a suitable 
~I = atm- I or PI = btm- I we get am as leading. Other coefficients are controlled 
in the same way. 
Theorem 6.25 is complete. o 
Below we present the promised proof of the linear bound which is not published 
yet. T he initial claim of Petrov and Khovanski wa.<; the estimate aR + b, where the 
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constant a can be chosen universal, not depending on nand 11, and b depends on 
11. The below proof is ba.<;ed on the conception of rational envelopes of Abelian 
integrals developed in IYakl and IIlYl!, on the lecture of Petrov in the I3anach 
Center in \Varsaw (1995) and on estimates in the style of Khovanski IKh21 and 
Varchenko IVarJI. 

6.26. Theorem of Petrov and Khovanski. The numbe,· of zeroes of any Abelian 
integral 1., along a family of ,·eal ovals of the curve H = t with deg W = n is 
bounded by 

a· n, 

when~ a = a( deg H) is a constant depending only on deg 11. 

Proof. 1. \Ve begin with a representation of 1., as a combination of given Abelian 
integrals with rational coefficients. This proposition (in a restricted form) was 
proved by S. Yu. Yakovenko in IYakl His proof uses the theorem of Rohrl and 
Plemelj (T heorem 8.37 in Chapter 8) about realization of a given monodromy 
group by means of a linear rational differential system. Our proof is different and 
without restrictions, i.e. the critical points of H can be non-isolated and may lie 
at infinity. 

2. Lemma (Rational envelopes) . There exist l"Cal polynomial holom017Jhic I -fonlls 
WI, ... , WI.. such that for any real polynomial holomorphic I-form W of degree It the 
following l"Cpresentation holds: 

Here the intege,· k = k(d) depends only on d = deg H , P; are ,"Cal polynomials 
such that Po dqJCnds only on 11, deg Pi ::::: c· n, i > 0, the positive integer [{ ::::: c· n 
and the constant c depends oilly on d = deg H. 

Proof. (a) Fix a Hamilton function 11. \Ve take the family of complex level curves 
{11 = t} c (:2. They form the locally trivial fibration (an analogue of the .Milnor 
fibration) 

(:2 \ H-I(atypiml Valtle8)!!.. C \ (atypiml value8). 

Here by the atypical values \\·e mean the usual values of 11 at the critical points 
and the values corresponding to the 'bad' behaviour of the family of levels at 
infinity. 
T he generic fibre of this fibration is all open Riemann surface, whose topologi­
cal type is a bucket of circles. I ts first homology group is generated by concrete 
geometric cycles odt), ... , ",,(t). 
Fix an atypical value to and the cycles ,,;(to). \Ve choose real polynomial forms 
WI, ... , WI.. such that their restrictions to the curve H = to generate HI( (H = to}). 
It is done by a suitable approximation of holomorphic generators of the first de 

Rham cohomology group in such a way that det (J",(IO) Wj) i: O. Later we will 

impose other restrictions for the forms Wi. 
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(Such polynomial generators of the de Rham cohomology of all affine algebraic 
variety exist in the general ca<;e (A. GrothClldieck). T his follows from so-called 
quasi-equivalence between the holomorphic de Rham complex fl - and the complex 
n:1 of holomorphic forms with regular bellaviour at infinity (see the point 7.33( e) 
in Chapter 7 and IGHI).) 
R.epeating the proof of Corollary 5.28(b), we obtain the following, locally unique, 
representation 

1 w ~ 2.>,(') 1 w, 
~(t) j ~(t) 

(2.2) 

for any polynomial holomorphic form wand any family ott) of integer cycles in 
H = t. T he fUllctions ]Jj(t) do not depend all d and are prolonged to holomorphic 
and single-valued fUllctions in 

C"(t,, ... ,q. 
where tj are atypical values. Each function 1Jj(t) is expressed as a ratio of two 

determinants, with the denominator <Xlual to det (IJ , Wj) (the same for all Pj) 

and with the numerator <Xlual to the determinant of the matrix I~ ; W j obtained 

from the previous one by replacing the j-th column by I~; w; Wj = W, WI = WI, 

' '''J . 
The atypical values t; are of four types: 

(i) the critical values of isolated critical points of JJ in the finite plane C 2 ; 

(ii) the critical values of non-isolated critical points of JJ in C2 ; 

(iii) the critical values of critical points at infinity (in CP2 ): 

( iv) the zeroes of the determinant det I~ ; Wj . 

In Chapter 5 it wa..;; shown that the Abelian integrals are regular near the cr itical 
values of the type (i) . T hus Pj (t) are meromorphic near them, Pj = qj( t )/ (t - tj )KJ , 

where the power J(j depends on fl and on the forms W; and qj is holomorphic. 
T he same statement is true near the points of the type (iv). 
For the points of the type (ii) we apply the resolution of the (non-isolated) sin­
gularities in the finite plane. In some local analytic coordinates X, ii we obtain 
JJ - tj = X/iY'I . If (1), q) = gcd(p, q) = 1 t hen the Riemann surface X/iy'l = t - tj 
contains the vanishing cycle T(t) X(O) = ~e;qO, ii = ~e-i"O, 0 :::; 0 :::; 27l" , 
~ = (t - tj)l/(p+q) . It is ea..;;y to estimate the integrals along T(t) . If 1J and q 
are not relatively prime then several such cycles vanish. 
Near a smooth part E of the set of non-isolated critical points, i.e. where JJ - tj = 
xl', we do not have vanishing cycles . Here 1J local components of JJ = t approach 
E and sOllie part of a cycle 6; may pa."", near E. The corresponding contributions 
to the integrals are easy to estimate. 
As an example of the function x( l - x(y2 + 1)) shows, the critical points of JJ 
may lie on the line Leo = {(x y O)} C C p 2 (at infinity). \\le include also 
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the value t = 00 into the part (iii) of the set of critical values. T he foliation 
of C 2 into the level curves H(x, y) = t is a holomorphic foliation which can be 
prolonged to a holomorphic foliation F in CP2 (see Chapter 9 below). Near a 
critical point (x y z) = (xo Yo 0) at infinity, the function 11 is rational, 
equal to F",(u,z )/zm, m = degH (It and z are local projective coordinates). If 
the curves 11 = t have only isolated (transversal) intersections with Leo, then 
these points are singular points of the foliation :F of the node type (see Chapter 9 
below). 
For the points with bad behaviour of the F we apply the resolution process: by 
T heorem 9.18 in Chapter 9, such resolution exists. \Ve obtain either H - tj = i;Piiq 

(a saddle point) or 11 - tj = iPz- m (a node). In the first ca<;e a certain cycle 
vanishes. In the second ca<;e the local Riemann surfaces H = t are punctured 
discs, with one cycle a(t) generating its local first homology group. However, the 
cycle a(t) does not intersect the cycles which have nontrivial monodromy and are 
in some way associated with the real ovals of 11 = t. a is monodromy invariant 
and the integral Ia 1/ equals the residuum of the form f/ at the point i = z = o. 
T he above analysis shows that we have to study the asymptotics of the integrals 
along those cycles 05(t), which become large as t --> tj or a<; t --+ 00. Here we can 
either use the general result about regularity of the Gauss-~·Ianin connection (see 
Remark 5.16 above or Remark 8.19 below) or apply a priori estimates (as in [Yak]). 
\Ve recall Yakovenko's arguments. 
T he cycles o;(t) can be chosen a<; lifts to the Riemann surface of the algebraic 
function y(x) (defined by ll( x,y ) = t) of some loops 'Yi( t) in the x-plane, deprived 
of the ramification points XI.. of the function y(x). The points XI.. = x,,(t) vary 
regularly, with power type escape to infinity. This implies that the absolute values 
of the coordinates along the cycles 05 i (t) also have regular growth. 
Because the forms wand Wi are polynomial their integrals along the cycles o;(t) 
also have polynomial growth. The coefficient functions Pitt) (from the expansion 
I W = L Pi I Wi) are expressed as ratios of determinants, which are regular. This 
implies that Pitt) = P;(t)/J1J(t)K where Pi are polynomials and Fh = O(t - ti). 
It is also clear that the degrees of PI, P2, . .. grow linearly with n = degw and the 
exponent J( is linear in n. 

(b) So the proposition is proved, but with constants depending on the Hamil­
ton function 11. \Ve need some arguments which would show uniformity of these 
constants. 
T he space of real polynomial Hamiltonians of degree ::::: d (and without the constant 
term) can be identified with a sphere 'h C RN, 'h = SN-I, N = (d+ 1)(d+ 2)/2 - 1: 
the Hamilton functions Hand >"H lead to the same Abelian integrals. So, it is 
enough to show that the estimates are uniform with respect to H, locally in 'h. 
'h is a real algebraic varietyj its complex variant He is a quasi-projective variety 
(a quadric). Consider the space He x C; (its points (11, t) correspond to algebraic 
curves l1(x,y) = t). Let M C = He x Cpl be the closure of this setj (here 'he is 
the projective closure). Denote Ef = M C,,-'hc x Cj it is a hypersurface in M C. 
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(\Ve agree to denote complex varieties by the upper index C, their real parts are 
denoted without this index.) 
T he degenerate curves JJ = t correspond to points from a bifurcationai subset 
E~ c He x C. E~ is a proper algebraic hypersurface. T he restriction of the pro­
jection (:2 x (He x C) --> He x C to ((x,y,H,t): ll(x,y) = t, (N,l) 1. Er} is a 

locally t r ivial (flmnor) fibration over M e,,- (Ef U E~) . 
The polynomial forms Wi, i = 1, ... , k are defined as the same for all 11 E 'He. 
For generic (11, t) E M e",,- (Ef U E~) the cohomology cia'lses of the forms Wi in 
HI ({ JJ = t}) form the basis of this space. T he integrals f~ ,( J[ ,t) Wj and I" , (1[.I) w 
are well defined for such (Il,t); because the cycles 8; = di(H,t) c {ll = t} are 
well defined there. Denote by E~ c M e"",- (Ef U E~) the set of those (H,t) for 
which det f~ ,( H,t) Wj = O. It is an analytic subset; (as we shall see it is also an 

algebraic subset of M C). Denote also EC = Ef U E~ U E~ . 
T he integrals, treated as functions of (H, t), have singularities along EfuE~ . T hese 
singularities are investigated using the resolution of singularities of this variety. 
Let 11" : M e --> M e be the resolution of singularities of Ef U Ef 
Near any point of 11"- 1 (EfuE~) there exists a local system of cOOl·dinates Zl, ... , ZN 

such that Ef U E~ = {Zl . Z2 . . Zm = OJ. T he integrals are t reated a.'l functions 
Of Z=(ZI, ... ,ZN). 

T hey admit the finite expansions 

L ak,a(Z)· Zf ' (Inzl)!:' . 

'.0 
" ." (I )'". . z'" n Zm , (2.3) 

where the (finite) sum runs over integer vectors k = (kJ, ... , km ) and rational 
vectors a = (a I, ... , am). The exponents al are such that ehiQ, are eigenvalues of 
the monodromy operators M/ a.'lSociated with the loops {2/ = lei(J, Zj = co-n8t (j #­
l)} (around the hypersurfaces {z/ = (]}). T he integers k/ take values (] or 1. T he 
coefficients a/u,, (z) are analytic functions. The proof of this expansion is the same 
as the proof of Theorem 5.14 (with use of the regularity of integrals). 

T he determinants det (f~;(t , fI) Wj) and det (f~;(t , H) Wj) (where Wj = Wj or = 

w) have simple monodrolllY properties. They remain fixed or change sign when 
t he z turns around the divisor ZI = 0 (as in the proof of Theorem 5.25). T hey 
take the form JZI, ... ZI" . ¢(z), where ¢ is meromorphic. T his shows t hat E~ = 

{det (f~;(t , H ) Wj) = O} has algebraic singularities, and hence is algebraic. 

T he formula (2.2) is generalized as 

1 W ~ L 1'j(" Il) 1 Wj 
~(t , ll) ~ (Ul) 

for (H,t) E M C",,-Ec . T he functions pj(t, H) are holomorphic, single-valued and 
regular. Thus they are restrictions of rational functions on M C, with poles at Ee . 
Take one function Pj. We restrict it to the real lines L" = {(H, t), t E 1ft}, 
1JjiL" = Pj(·, H). T here are three possibilities: 
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(i) pj(" H) == 0, 

(ii) pje JJ) == 00, 

(iii) Pj(" H) = Pj(t)/Qj(t) is a nontrivial rational function. 

181 

\Ve must eliminate the case (ii). It corresponds to the situation when 

det (I~ , Wj) ILu == O. \Ve achieve the goal by imposing additional restrictions on 

the forms Wi . 

\Ve deal with two situations: (a) the line LJ/ rt. L2 (the real part of Lr) and (,8) 
LII C L2. In the ca<;e (a) we deal with irregular position of the component L:\ 
with respect to the fibers of the projection 'H. x R --> 'H.: Llf C L:\. It is clear that 
t he opposite property, LJI rt. E:!, is an open condition with respect to the forms 
W\, ... ,W J. . . 

In the ca<;e (,8) all the curves {lJ (x, y) = t , t E R} are non-generic: (e.g . when 
degH < d). It is not surprising that there detI" WjiLH == 0, but then also 

det I" , Wj IL" == O. I·Iere 1Jj(t, H ) is understood a<; a iimit of the ratio of determi­

nants det I" Wj / det I" . Wj at points (It, t') E 'H. x R \ (L2 U L:\), (H', t') -+ (H, t) . 
T his shows ' that we have to compare the asymptotic expansions of two deter­
minants . The condition that the expansion of the det I,,; Wj is optimal (i.e. with 
smallest exponents) at a general point of the line LJI C L2 is an open condition 
for W I , ... ,Wk. 
Using the openness of the above conditions for the I-forms and the compactness 
of the set of lines L H, H E 'H. , we see that there exist forms WI, ... , WI.' such that 

1Jj iL" i- 00. 

(c) Let us pa<;s to the estimation of the constant c from the proposition (in 
deg P; ::::: cn and Q = pl, [( ::::: en) . It is clear that it is enough to get a 
local uniform estimate for the asymptotic as n = degw --> 00 of the integral 
I"(t.lI) W with respect to wand H. Here the forms W belong to the compact space 

o = {L i+j<n xiyj(aijdx + bijdy) : Qij, bij E R, L a~j + b~j = I} and the Hamilto­
nians H berong to the compact space 'H.. 
T his uniform estimate follows from the expansion (2 .3) (at points from LI U L2), 
where the exponents aj are of order O(n) and the coefficients ak,a( Z) are uni­
formly bounded, locally with respect to z and globally with respect to W E 0. 
T he bound lajl <const ·n is proved using the arguments from the point (a) above. 
\Ve represent the cycles di(t, H ) as lifts (to the Riemann surface of the algebraic 
function y(x) defined by H(x,y) = t) of loops li(t, H ) in the x-plane deprived of 
the ramification points Xj = Xj(t, H). T he points Xj = Xj(z) escape to infinity in 
a regular way as z --> O. 0 

3. T he linear estimate when H has only real critical values. It is enough to study 
the zeroes of the real polynomial envelope PI II + ... Pkh , or of 
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• • • • 
Reh 

Figure 14 

\Ve apply the argument principle to the contour presented in Figure 14. The 
increment of the argument along the large circle is bounded by const ·n . Along 
the sllIali semi-circles around the singular points ti the increment of the argument 
is uniformly bounded: note that they are negatively oriented. The increment along 
the cuts is bounded by the number of zeroes of the imaginary part of 9 at the cuts . 
The latter imaginary parts are proportional to the combinations 

where [(j are expressed as some simple functions of integrals of Wi along the cycles 
OJ (i.e . we can put [(j = ftiaT 6 Wj . f6 W l - fa Wj . ftlara wd· This is dOlle as ill the 
proof of Theorem 6.25. Here we use the reality of I/s . 
T herefore, the problem is reduced to the estimation of the number of zeroes of a 
polynomial envelope of k - 1 functions [(i which have regular singularities at the 
critical points of H and are real at an interval of t he real axis. 
\\le take the function P2 + P.1([(:1/[(2) + ... + Pk ([(k/ [(2) and repeat the above 
estimation of its argument along contours as in F igure 14. 
After a finite number of such steps we obtain the estimate a(d) . n + b(H) for 
the number of zeroes of the Abelian integral. Here the constant b = b(H) is 
approximately equal to t he number of zeroes (in IR \ {t I, ... ,tr }) of an expression 
A = A(t), which depends on the integrals I~ ; Wj . A is a combination of products 
of such integrals. 
Here we find that b depends on fJ ; in the points 5, 6, 7 below we shall show that 
b depends only on d = deg H. 
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4. The linear estimate in the general case. Assume that 11 has non-real cr itical 
values. 
\\le construct a polynomial F such that the composition Fo 11 has only real cr itical 
values. T he function F is a composition of functions of the form t ---+ (t _ aj)2, 

where aj ± -ibj , hj i: (] is a critical value of the function obtained in the previous 
step. Then the composed function acquires a real critical value - bJ. After a finite 
number of steps we eliminate all non-real critical values. 
T hus F = Fm 0 ... 0 FI, Fi(t) = (t - ai)2. The values of the composition Foil 
are denoted by 8. 

If m = 1 then we have t = a] +..;s. If In = 2 then t = a] + Va2 + J;. Generally 

t = al + va2 + va:1 + ... + J;. 

Denote 4>",(s) = ,fS, <Pm_1 (s) = vam-I + ,fS, . .. , 4> 1 = Va2 + Va:l ... + .;s and 

Ij(.~) = l j(t). T he functions 4 /.- and Ij are multivalued holomorphic functions with 
singularities at the set of critical values of Foil. These singularities are regular 
(of power type). 
Next, the polynomials Pj (from the proposition about rational envelopes) are 
expressed as polynomial combinations of products of the functions 4> j. 
T his shows that the problem reduces itself to the problem of estimation of the 
number of zeroes of the combination 

where Qj are polynomials of degrees :0:::: const·n and .Ii are multivalued holomorphic 
functions with regular real singularities. 
For such combinations one can apply the proof from the previous case. 
In this point we introduced some definitions and results which are used only in 
this proof. Therefore they will appear unnumbered. 

5. Towards an estimate of the constant b( 11). I3ecause any form of degree n = 0 is 
exact, its integral vanishes and # {isolated zeroes} ln=o = (]. T his means that Ke 
should show that b(l1) is uniformly bounded with respect to 11 E 1t, where 1t is 
the space of Hamiltonians of degree :0:::: d. 
Here we follow the proof of existence of a general estimate # { lw = O} :0:::: C(d, n) 
given by A. N. Varchenko in IVar3]. T he ingredients of the proof are the following: 
the a.<;ymptotic expansion (2.3) (in its real form corresponding to the real resolution 
of a real algebraic variety), Khovanski's theory [Khl l (of estimation of the number 
of solutions of a Pfaff system by the number of solutions of an analytic system) 
and the local uniform estimation of the number of solutions of analytic systems 
depending on parameters (theorem of Gabrielov [Gab!). 
Recall that we have to estimate the number of zeroes of a function A(s) = A(sj 11), 
which is a combination of products of Abelian integrals (of forms Wi) and of the 
functions q'j. Here the argument is 8, where 8 = ( ... ((t _ ad2 _ a2)2 ... _ a",)2 = 
F(t). This suggests that we have to replace the space {(I1, t)} = 1t x 1ft by the space 
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N of pairs (11 , s) . So, we have the algebraic mapping 1JI : M = 1-l X IRp l --+ Nand 
a new "bifurcatiolla!" subset A C N. A is the union of >JI (L ) U E 2) and of the set 
of critical values of w. T he mapping W can be extended to a complex holomorphic 
mapping from a neighborhood of M in M e to a neighborhood of JV in its complex 
analogue .we. 
\Ve apply resolution of singularities of the real hypersurface A. Thus we have a real 
manifoldN ~ith a reso!utiolllllapping N --I N. The function A can be treated a'l a 
function on N. Near points from A (the inverse images of A) A admits asymptotic 
expansion of the type (2.3). 
\Ve cover the (compact) variety jj by finitely llIallY charts Ui , defined by analytic 
ill€(IUaiities, such that either (i) Ui n A = 0 or (ii) A admits expansion (2.3 ) in Ui . 

In charts of the type (i) the function A(s; IJ ) is real analytic. 
In charts of the type (ii) we have (after eventual multiplication by a nonzero 
function) 

Here the function A o(zJ, ... ,ZN;VJ, ... ,V"..;llll, ... ,llmr",) = A O(Z,V,ll), ZJ, ... , 

Z'" > 0 and small, Zm+ 1 , ... , ZN small, is analytic in all variables. Note that the 
quantities Vi = (- ln zi) -l and l1ij = z~'j , oj:::: m, are also positive and small ; 
because nij are rational and > 0 (we can assume it). \Ve assume (for definiteness) 
that Zi, Vi , llij E (0, 1) . 
\Ve have the analytic map n Ui --+ 1t. Our task is to estimate the cardinality 
of { A = O} n n -1(H) locally uniformly with respect to H, e.g. for H E Vi where 
Vi = {H E 1t : IH - Hof :::: O} is a ball in 1t. For the charts of the type (i) \\"e 
have a problem of estimation of local solutions of an analytic equation depending 
analytically on parameters. In the next point we show that also ill the charts of 
the type (ii) the problem can be reduced to an analytic problem of the same type. 

(i . Separating solutions of Pfaff syst ems. In this point the equation A (.~; H ) = 0 
(briefly A(8) = 0) is treated as an equation for s depending on the parameter 11. 
Also the variables Zi are treated as functions of s . The exterior derivative, denoted 
by d, means the derivative with respect to v, 11, oS with 11 fixed. 
T he equation A(05) = 0 can be rewritten in the form 

Ao k = 0, 

where r is a separating solution of the following P faff system (of M tYluations), 

Z; dVi = v;dz i , 

Ziduij = nijll ij dz i , 

(recall that A(s) = Ao(z(s), v(s), U(.5) )) . 

(2.4) 

According to Khovanski, a separating solution of a P faff tYluation 1/ = 0 in a real 
manifold U (where 1/ is a I- form) is a smooth hypersurface r (with the embedding 
i : r --+ U) such that: 
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(a) i·11 == 0 (i.e. r is an integral surface of the Pfaff equation); 

(b) r does not pass through singular points of II (i.e. 1J(x) =f:. 0 for x E r ) and 

(c) r is the boundary of a domain D c U and the coorientation of r by means 
of 11 coincides with its coorientation as the boundary 8D. 

A smooth submanifold r c U of codimension I is a separating solution of a Pfaff 
system IlJ = ... = 'II = 0 iff there is a sequence of submanifolds r = r o c r l C 
... c r l = U such that each r j _ 1 is a separating solution of llj lr j in rj . 

T here holds the following fundamental statement: 

Khovans ki- Rolle lemma. Lct r c U bc a sepamting solution of a Pfaff equation 
1/ = 0 alld let , c U bc an oricnted curvc. Then between allY t1ll0 consecutive 
illtel·section points of , llntlt r thel·c cxists a point (in 'Y), whcI"C the tangcnt 
VCCtOl· 'Y . (of,) lies in the hYPC17Jiane 11 = O. 

Proof. Assume that the intersections are transversal; (if not, then (II" . ) = 0 at 
one of the intersection points. In the consecutive points of , n r the values of 'I 
at 'Y. have different signs. This implies that (II". ) vanishes at some intermediary 
point. 0 

T he Khovanski- Rolle lemma allows us to replace the non-analytic €(Iuation A( s) = 
o by a collection of systems of a nalytic equations of the type A o( v, 1I, $) = A I (v, 1I, $) 

= A,\1(v,u,s) = 0 in U = (0,1)'" x (t Zi( t) E (0,1) ,"i = 1,. .. ,N}, 
depending analytically on ll. 
Indeed, the formulas I i; = (- ln z;) -I, l1;j = z~ ,j define a I-dimensional subman­
ifold r o c U. It is a separating solution of the P faff system (2.4) . To see this, 
it is enough to introduce some order in t he system (2.4 ) and observe that each 
hypersllI"face V; = (- lnz;)-I (or flij = z~ ; j) is a boundary. T hus we have the 
sequence r o c r l C ... c r ", = U. 
Take the slll"face r l . It contains the separating solution r o of the Pfaff €(Iuation 
lid!"', = 0 and the curve 'Yo = {Aolr , = OJ. \Ve are interested in estimation of the 
number (multiplicity counting) of intersection points 'Yo n r o. On each compact 
connected component of 'Yo this number is €(Iual to the number of contact points 
of this component with the field of directions III = 0 (by the Khovanski- Rolle 
lemma). On each non-compact connected component of 'Yo this number is ('(Iual to 
1 plus the number of contact points of this component with the field of directions 
11 1 = O. The contact points are defined by the system of analytic €(Iuations in r l : 
A o = 0, dAo A 11 1 = 0 (or Ao = Al = 0). We find that 

#{ A = O} = # {non-compact components of 'o} + # {Ao = Al = OJ. 

T he number of non-compact components can be estimated a.<; follows. Following 
IKh2] we introduce the special bu,mp function X(s, v, It) which is posit ive, analytic 
and vanishes at the boundary of U, e.g. X = n z; (1 - z;) n l i; (1 - ti;) n lI;j (1- lI;j) . 

Take a small positive value lJ, non-critical for x. \Ve have #( r l n {X - ll = OJ) :::: 
2 . # {non-compact components}. 
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Consider the 3-dimensionalmanifold r 2 . It contains the separating solution r l of 
liz = 0 and the curves Ao = A l = 0 and Ao = X - i] = O. As in the previous ca'le 
we obtain that # r In {curve} = # {non-compact components of curve} +# {contact 
points of curve}. T he number of contact points leads to a system of three analytic 
equations. T he number of non-compact components is estimated using the special 
bump function X and some non-critical value "2. 

R.epeating this algorithm a finite number of times we reduce the problem of esti­
mation of the number of solutions of A (8) = 0 to the problem of estimations of 
the numbers of solutions of 2M systems of analytic B(luations in U. 

R.ecall also t hat the estimate should be locally uniform with respect to the pa­
rameter H, i.e. for H E V = V, c 1i. It may occur (and occurs) that for some 
H the system has infinitely many solutions, the set of solutions becomes a variety 
of positive dimension. Because (in the Hilbert's problem) we are interested in the 
isolated periodic trajectories of a vector field, here we are interested in the isolated 
solutions of the systems of analytic B(luations. 
\Ve can formulate the problem a'l follows. Consider a real semi-analytic set IV = 
{((z,v,l1);H): (Z,V,l1) E U, H E V, z = z(s, H ), Ao(z,v,u) = Al = ... = AM = 
O} C U x V. We have the projection n: IV --> V, the rest r iction of the projection 
onto the second factor. T he problem is: 

Show that then~ exists a constant C such that the number 0/ isolated points in 
n-1 (H) is ~ C /01· any H E V. 

T he following result completes the proof of Theorem 6.26. o 

6.27. Theorem of Gabrielov. ([Gab!) Such a con.stant C exists. 

6.28. Remarks. T his theorem is a result from real analytic geometry. Recall that by 
definition a subset IV C Rm is (real) analytic iff near any point Xo E 1ft" (not only 
in IV !) it is defined by a system of equations analytic in a neighborhood of Xo. IV is 
(real) semi-analytic iff near any point X() E 1ft" it is a finite union of subsets defined 
by finite systems of analytic B(luations and analytic in€{IUalities. T hus the above 
sets U, V, IV are real semi-analytic. \Vhen the equations (or/ and inequalities) are 
algebraic, then we have ,·eal (se m.i-)algebraic sets. T he real semi-algebraic sets form 
real analogies of the complex quasi-projective varieties (i.e. Zm·iski open subsels 
of projective algebraic varieties) and of the complex constructible sels (i.e. finite 
unions of sets which are Zm·iski open in their closures). 
T he complex analytic, algebraic and qua'li-projective varieties have some nice nat.­
ural properties. A complex analytic variety has locally finitely many components. 
T he image f( IV ) of a complex analytic variety IV c en, under a IJ1"OPC'· analytic 
map f, is an analytic set (theorem of Remmert, see IGH]). T he equivalent forum­
lation of this statement says that a proper projection of a complex analytic set is 
an analytic set. Here the assumption that / is proper (i.e. that the inverse images 
of compact subsets are compact ) is essential: for example, the image of the hyper­
bola xy = 1 under the projection onto the y-axis equals C o. Also the existence of 
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a local uniform bound for the number of connected components of I-I (y) is easy 
in the complex ca'le. 
In t he real case the situation is not that clear. Real (semi-)analytic subsets IV c a" 
have finitely many local (e.g. in a cube) connected components (see [Loj l ]). In fact, 
one can prove this property following the lines of the proof of Lemma 4.2 in Chapter 
4. It wa'l shown there that if a real algebraic variety (or real analytic variety) ha'l 
a sequence of points accumulating at Xn, then it contains a semi-analytic curve 
through Xo. Heal semi-analytic sets can be stratified: they form C\V-complexes 
with some additional differential properties. 
A. Seidenberg and A . Tarski proved that a projection (or ffluivalentiy an image 
under a real algebraic map) of a semi-algebraic set is semi-algebraic (see [Lojl]). 
In the proof they used methods from mathematical logic, but there is an analytic 
proof based 011 algebraic functions. 
T he Bezout theorem (about estimation of the number of solutions of a system of 
complex algebraic 8(luatiolls by the product of degrees) does not hold in the real 
case; here is the example: 

T he example with the analytic set 

IV = {(x,y,Z,U,8,t): x2 + y2 + Z2 + t? = 1,82 + t2 = 1, 
z = x ·exp [S2/(S2 + 2(2)] ,tx = sy} c a4 x a2 

with its projection I onto a4 , €(IUal to I( IV) = {z = x . exp [x 2/ (x2 + 2y2)] , 
x 2 + y2 + Z2 + u2 = I} (which is not analytic at (0,0,0, 1)), shows that proper pro­
jections of semi-analytic sets can be not semi-analytic. This may occur only when 
dim/( IV) > 2. T he subsets of an, which are projections of relatively compact 
semi-analytic sets are called the P-scts, or the sub-analytic sets. Here the assump­
tion of relative compactness replaces the a'lsumption of properness. It is useful 
here to have in mind the following example, with t he (not relatively compact) 
analytic set IV = {(x, y, z) : z(x2 + y2) = 1, Ix + iyl = arg(x + iy)} c a:l = IR? x IR 
whose projection is the logarithmic spiral. 
T he sub-analytic sets have the following properties. T heir complements are sub­
analytic sets. Near any point they are defined by a system of analytic €(Iuations 
and infflualities. T hey are locally arcwise connected (by means of semi-analytic 
curves). There holds a sub-analytic analogue of Gabrielov's theorem (it is in fact 
the original theorem of Gabrielov): if Z c [o,l]m x [o,l]n is a sub-analytic set 
and n is the restriction (to Z) of the projection onto the second factor, then the 
numbers of connected components of the fibers n- i (y) are uniformly bounded. 

6.29. Sketch of the proof of Gabrielov's theorem. Because the original proof of 
Gabrielov concerns the general ca'le of projection of a P-set and is rather technical, 
we provide an independent proof. \Ve will deal with rest ricted assumptions (for 
simplicity): 
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\Ve have an analytic subset IV of an open bounded domain U c IRm+n = {(x,y)} 
such that the restriction n of the projection onto an = {y} has fibers either finite 
or::::: I-dimensionaL but the typical fiber is finite (maybe empty). \Ve assume also 
that the variable x is I-dimensional (i.e. m = 1): later we will say how we work in 
the general case. We denote the fibers by Wy = n -1(y). 
Assume that the thesis of Gabrielov's theorem does not hold. It llIeans that there 
exists a sequence of points Yk _ y. (which we put = 0) such that the fibers IVYk 

contain a growing number of bounded isolated points Xkj. Assume that a point 
(x . ,y. ) (which we put = (0,0)) is an accumulation point of the set {(Xkj,y.,)}. 
Let II (x, y), . .. , fr(x, y) be the generators of the ideal (in the local ring Oo(IRn+!)) 
of germs of functions vanishing at IV. If some of the functions I; is such that its 
restriction to the line y = 0 is of finite multiplicity, f)(x, 0) = axd + ... , then any 
fiber IVy does not contain more than d points (by the \Veierstrass theorem). 
Assume then that all l;(x,O) == 0: in other words the line {y = O} C W . Here the 
essence of the theorem lies. \Vhen we treat iJ a.'l functions of x depending on the 
parameter y, then for y = 0 the point x = 0 is singular of infinite codimension. In 
the smooth (i.e. Coo) case an unbounded number of singular points could be born 
after perturbation, i.e. for y =f:. O. In the analytic case this number turns out to be 
bounded. \Ve shall meet this phenomenon in the next section (see also IFYI). 
Let Z = O(W ) c IR". It is a sub-analytic set (maybe not semi-analytic) containing 
the origin y = O. \Ve have a mapping 0 IV --+ Z between sets of the same 
dimension. The cardinality of the fiber changes. The changes of the cardinality of 
0 - 1 (y) occur due to bifurcations. Such bifurcation points are the cr itical points of 
the restriction of the projection 0 to the corresponding stratum of the stratification 
of W (the fold singularity). 

T hese critical points are obtained by differentiation of t he generators I; with 
respect to x. Indeed, if (locally outside y = 0) W is represented a.'l F(x; y) = 0, 
F : IR x Z --+ IR, then the Rolle principle says that we should calculate the zeroes 
of oxF. 
T he system of equations F = f};r; F = 0 defines a subvariety IVI C W, which can 
be defined in an analytic way. WI is an analytic variety. It contains the line y = O. 
Let ZI = n (Wd c IRn and W! = n -l(Zd C W . The latter are sub-analytic 

sets (in general). T he restriction Olw. IVI --+ ZI is a mapping with the same 
properties as n : W --+ Z. The cardinalities of fibers are unbounded. 
\Ve proceed a.'l before, we look for the critical points of 0 I. It is not difficult to 
see that they form an analytic subset H'2 C IVI, defined by means of fj,oxl; and 

0;1;. We put Z2 = 0 (W2)' W2 = 0 -I(Z2). T he mapping Olwo ha.'l the same 

properties as nlw. etc. 
Due to the analyticity of IV, the sequence of varieties Wj stabilizes, IVp = IVp+ 1 = 
... = Woo (because of the dimension argument); a.~sllme that p is a minimal sllch 
integer . The generators of the ideal of functions vanishing at IV;:c have the property 
that all their derivatives with respect to x are equal to zero; they depend only on 
y. T hus Woo = IR. x Zoo. 
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For any y E Z - Zoo the maximal order of zero of the function F(·,y) (where 
W = {F = O}) is P - 1. Thus 0:- 1 F =f 0 near x = 0 and there are no more than 
l' - 1 isolated zeroes of F. 
For example, if n = 2 and W = (F = YIYI(X , y) + Y"lY2(X,y) = O} t hen we get 
WI = {y = O} U {F = .6. = 0},.6. = Ylg"lx - g2Yb;. Assume that the surface.6. = 0 
intersects the line Y = 0 transversally: then we have \Voo = {y = O} and the curve 
{F = .6. = O} is the curve of non-degenerate fold points. Any fiber Wy , y =f 0 
contains at most two points. 

T he general ca.<;e of multi-dimensional x = (XI, ... , xm) can be treated (in prin­
ciple) in the same way. \Ve take the generators II, ... , f r' r ~ m of the ideal 
of functions vanishing on IV. If the restrictions to the plane Y = 0 of some m 
of the f;'s form a vector field of finite multiplicity, then we get the bound for 
cardinalities of the fibers. Otherwise we look for the critical points of the map 
n : IV --> Z = n (W ). T hese critical points form an analytic subset W], etc. 0 

§3 Quadrat ic Centers and Bautin's Theorem 

T he correspondence between zeroes of Abelian integrals and limit cycles of per­
turbations of Hamiltonian systems is not one-to-one. In particular, existence of a 
uniform bound for the number of zeroes of Abelian integrals does not lead auto­
matically to a uniform bound for the number of limit cycles. As an example, where 
there can be more limit cycles than zeroes of the Abelian integrals, we consider 
the case of quadratic perturbation of the linear center. 

Consider t he perturbation 

:t = - y + f.P, if = x + f.Q, 

where P and Q are quadratic polynomials. \Vithout loss of generality we can 
assume that the point (0,0) remains fixed during the perturbation and that the 
linear part has the canonical form with the complex eigenV'alues ..\ ± ·i,..\ = const·f. 
T hen the corresponding Abelian integral reduces to 

d = ..\ f ydx - xdy = 2..\ x area 

and, of course, I =f O. However we have the following result. 

6.30. Theorem of Bautin. ([Dautl) The maximal 1IlLmbe,· of limit cycles appearing 
after the above perturbation is equal to 3. 

Proof. In order to calculate the number of all limit cycles we have to calculate the 
Poincare return map up to a sufficiently high exactness 
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In order to free ourselves of the parameter "- we make the normalization ,,-z --+ z . 
T hen the cycles of order 0(1 ) become small cycles, of order 0("- ), and the system 
written in the complex form becomes 

z = (-i + >.)z + Az2 + Bzz + Cz2, z = x + iy, 

where A, B , C are complex parameters. 
Because the real parameter>' controls the Abelian integral in the further calcula­
tions of the return map, we put>. = o. 
\Vhen t::.11 == 0 then all the trajectories of the system near z = 0 are closed. 
In particular, the system has a first integral. As H. Poincare [Poi3] and A. ~.1. 

Lyapunov [Lya] have shown (using a priori estimates) this first integral can be 
chosen as an analytic function of x, y (or z, z) . \Ve try to find this integral. 
Assume that it is of the form 

where Fj are homogeneous parts of degree j . 'Ve solve step-by-step the equation 

. of 2 2 of - 2 - - 2 
P = a;(iz + Az + Bzz + Cz) + oz( - iz + Az + B zz + Cz ) = 0 

which, rewritten in the homogeneous parts, gives 

T he latter equation gives the recursive tYluations for the coefficients 

-i(m - n)a"'t! + (terms calculated earlier) = O. 

\Ve see an obstacle when m = n . The terms (zz)'" cannot be cancelled . This means 
that if >. = 0, then 

6.31. Definition. T he numbers 9j are called the Poincare-Lyapunov focus numbers 
and the function F is called the Lyapunov function. 

T he quantities 9j are polynomials of A , il, B, B, C, C of degree j . Moreover they are 
invariant with respect to the action of the rotations group A --+ CiO A , B --+ e-iO B , 
C --+ e- 3iOC, induced by the rotations z --+ ciOz . Because the first integral (or the 
Lyapunov function) is not defined uniquely (one can add cpl.· to F ) also the focus 
quantities are not uniquely defined (one can add jyk, k < j to 9j). \Vell defined is 
the series of ideals (Y2), (Y2, 94), ... in the ring erA , il, B , ... ]. T his series stabilizes 
(the Hilbert's theorem on basis) and the final ideal is called t he nautili ideal. 
If F is not a first integral then it can be non-analytic. 
T he focus quantities are used to express the Taylor expansion of the Poincare 
return map P S --+ S, where S is the positive half-line parameterized by T . 
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\Ve can also parameterize S by some high order jet of the Lyapunov function, 
<1' = jN F = ]"2 + .... \Ve have 

dl" 1 1 271" . 21.'+ ' .6.1" "-":: - .6.el> "-":: - Fdt "-":: Kg,,1" , 
del> 2r 0 

if g" is the first nonzero focus quantity. 
In the general situation the condition for limit cycles is 

1 
- (P (r) - r) = gor(1 + ... ) + gll":\1 + ... ) + ... + gAlr2Af+ I (1 + ... ) = 0 
rr 

where go = (e h >' - 1)/11" and gl, ... ,gAl generate the Bautin's ideal. 
If all gj = ° then the point z = 0 is a center. Thus the system of algebraic equations 
>. = gl = ... = gM = 0 defines an algebraic variety, called the center variety. 

6.32 T heorem of Dulac and Kapteyn. (lDuI2], IKapt]) The Bautin ideal is genemted 
by the fi"st thl"ee focus quantities which take the f01"1n 

g l = - 2 Im AB , 

g, ~ - (2/3) Im[(2A + B) (A - 2B)BC], 

g, ~ - (5/4) Im[([BI' - 1C]')(2A + B)B'C], 

and the cente,' variety consists of the fow' irreducible components 

Q1' 2A + B = 0, 

Q:f hnAB = ImB
3
C = ImA:IC = 0. 

QF B = O, 

Q, A - 2B ~ IB[ - [e [ ~ 0, 

Proof of sufficiency of the centel' conditiolls. \Ve shall not calculate the focus 
quantities. \Ve shall restrict ourselves to showing that they really describe sys­
tems with center at z = O. In the notations Q~ (of the components of the center 
variety) the lower index denotes their codimension in the space of all quadratic 
systems. 
The Hamiltonian systems. Because Re az/az = Re(2A + B)z2, then the component 
Q~/ consists of Hamiltonian systems. 
The Lotka- Volte1"fu systems. One can check that in the case Q}V the system has 
t hree invariant lil~es Idz,z) = 0,/2 = 0,13 = 0 not passing through the origin. 
T his means that li = ligi, where gi are linear homogeneous functions. These gi 
are linearly dependent, 0lgl + 02g2 + 03g:1 = O. T his implies that the following 
Darboux functionlr'l'2zl~3 is the first integral. 
The '"eversible systems. In the ca,<;e Q!] we can apply a rotation of the variable z 
such that the coefficients A, B , C become real. Rewriting the differential8{luation 
in the real variables, we obtain 

:i; = _ y + ox2 + by2, y = x + cxy. 
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T his system is invariant with respect to the transformation (x,y,t) --> 
( - x, y, - t) (it is tim.e-reversible) . This implies existence of a center. 
The codimellsion four cente f·. In the case Q4 one can reduce the equation to 

i: = -iz + 2 Z2 + Iz l2 + ei
t;" z 2. 

One can check that this system has the invariant conic h = xi + 4y + 1 = 0, 
Xl = 2 hll(e - iV2 z) and the invariant cubic h = cos ((/2)(xf + 6xlY) + 6y + 1 and 
the first integral Ii I f:~ . 
For more details see [Zo3[. 0 

Proof of Boutin's theo1l~m. Recall that the focus quantities 9j are polynomials of 
the coefficients and are invariant with respect to the action of the group SI. \Ve 
consider t he ring R of real polynomials of A, A, . .. , C which are invariant with 
respect to the action of SI. The following algebraic result is proved in [Zo3[. 

6.33. Proposition. If fER vanishes at the eeflt ef· variety, then it takes the form 
f = fI9l + h92 + !:J9:l . In otlief· words, the Bautin ideal is mdical in the ring R. 
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Because all the focus numbers vanish at the center variety then, by P roposition 
().30, they all belong to the ideal generated by the first three of them. T his allows 
us to write down the Poincare map in the finite expansion 

<11" = 90r(1 + ... ) + ... + 9:1r1(1 + ... ). 

Next we apply the derivation-division algorithm of Bautin. We divide <1r by r(l + 
... ) and apply Rolle's principle to it; we need to estimate the number of zeroes 
of the derivative, i.e. of 2911"(1 + ... ) + . We divide the latter expression by 
r( l + ... ) and again apply Rolle's principle. At the end we arrive at estimation of 
the number of zeroes of 489:1 + . 
We see that we get at most three small zeroes. to,'!oreover, because the coefficients 
90,1,2,:1 are independent functions of parameters, they can vary independently and 
we can construct the example with t hree zeroes of <11". 0 

6.34. Remark. T he analogues of the Dulac- Kapteyn and Bautin theorems hold in 
the case of systems with cubic homogeneous nonlinearity 

Here we have three cases of center Re E = 3D + P = 0 (the Hamiltonian case), 
Re E = 1m DP = Re D 2G = 0 (the reversible case) and E = D - 3F = IGI- 2IFI = 
o (the f., 'lalkin case). T he maximal number of small limit cycles is 5. T hese results 
were proved by Sibirski [Sibil (see also [Zo4]). 
In the general case of polynomial vector fields of degree n, the problem of center 
and the problem of small limit cycles are not solved. 

6.35. Generalizations of Abelian integrals. When the Abelian integral l .,(t) = 
f "'l(t)w vanishes identically (a.<; a function of t ), but the return map is not the 
identity, then we have 

.6.( t) = ck Ah,(t) + O(cH1 ) 

where k > 1 and MIe ;;E O. The function Mdt) is called the higher oalel' Melnikov 
integral and can be written in the form of a multiple integral of some polynomial 
k-form. 
Often M" can be reduced to the usual Abelian integral. This holds when 

w = fdH + dg whenever I", == 0; 

here f and 9 are some polynomials. Such situation takes place for a generic Hamil­
tonian and for the elliptic Hamiltonian (see also Remark 5.21 ). Then the Pfaff 
equation dll +cw = 0 (for the pha.<;e curves) reads as 0 = (1 +cJ)-1 [dll( l +cJ) + 
cdg] = d(ll + c: g) - c: 2 fdg + O (c: 3 ) . It follows that 

<1ll = c2 1 (- J)d9 + . 
"'I( t) 
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If M2 == 0, then f dg = hdJJ + dg 1 and M~ = f /Idg1, etc . This algorithm, called 
now the Fmnfoisc algo1"ithm, was introduced by J.- P. Franc;oise IFrI. L. Gavrilov 
IGav21 proved that all higher order !>.-Ielnikov integrals satisfy some linear P icard­
Fuchs equation with regular singularities (see also IBob]). 

T here is a multi-dimensional generalization of the infinitesimal Hilbert problem, 
developed by the author with P. Leszczyilski and ~d. Bobieilski ILZ], IBZl], IDZ2], 
IBobl. O ne deals with the system 

± = JJ~+ZR +EP, iJ =-JJ~+ZS +EQ , z = Az+B. 

Here JJ,P,Q,R,S, A,B are polynomials in (x,y) . For E = (] the surface z = 0 
is invariant with a Hamiltonian system. Under some natural a.'lsumptions, after 
perturbation, there remains an invariant surface of the form z = Eg(X,y) + ... , 
where 9 satisfies the €(Iuation 9 = Ag + B. The limit cycles on the latter surface 
are generated by zeroes of I(t ) + J(t), where I is the standard Abelian integral 
and J is the gencmlizcd A bclian intcgml 

J(t ) ~ 1 9· (Sdx - Rdy). 
1"( t) 

Here 9 can be expressed in an integral form (with an exponent), so J is a double 
integral. Under some assumptions the estimate ~ ('ftllst · n, n = deg(P, Q, R, S, E), 
for the number of zeroes of I + J was proved. 



Chapter 7 

Hodge Structures and Period Map 

T he Hodge structure is defined in the cohomology ring of any smooth compact 
projective algebraic complex manifold. It presents deep connections between topo­
logical and analytical properties of algebraic varieties. It provides us with Hew in­
variants of algebraic varieties which are fUllctorial; it means that they are preserved 
by algebraic llIorphisms . 
If the variety is not compact, i.e. it is a quasi-pmjcctivc variety (Zariski open 
subset of a closed projective variety), or it has singularities, then its cohomology 
group may not admit any 1·lodge structure. However, P . Deiigne proved that such 
a manifold admits some structure which is fUlIctorial and forms a generalization 
of the 1·lodge structure. He called it the mixed "Iodge structure. 
T he mixed Hodge structure appears also in the situation, when we have an ana­
lytic family of algebraic hypersurfaces Nt C ,H, t E D with exactly one singular 
fiber No. Each Nt admits a pure i'lodge structure. In the limit t --> 0 these Hodge 
structures degenerate to a certain limit mixed i'lodge structure introduced inde­
pendently by \\1. Schmid and.1. H. C. Steenbrink. 
Steenbrink ha,<; gone further and, using the construction of the limit mixed Hodge 
structure, defined a certain mixed Hodge structure in the cohomological j'l"lilnor 
fibration (of an isolated critical point of a holomorphic function). A. N. Varchenko 
ha,<; shown that Steenbrink's mixed Hodge structure can be defined by means of 
asymptotic expansions of the integrals along vanishing cycles and by the mon­
odromyoperator. 
T he situation with degeneration of a family Nt of hypersurfaces leads to investi­
gation of the so-called period map t -+ Uo, (t) w;), (integrals of holomorphic forms 

along basic cycles in Nt), with values in a period matrix space D (certain ho­
mogeneous space) . In the case of curves Nt, the period mapping is an embedding 
(Torelli theorem ). \Ve have here the Gauss- fo, 'lanin connection and the monodromy 
operator inducing an automorphism of D. The singularities of the period mapping 
as t --> () were investigated by P. Griffiths. in some cases the limit turns out to lie 
in a certain natural partial compactification of the homogeneous space D. 
\Ve are going to describe general ideas lying in the foundations of this theory. 
\Ve cannot present all the details, because they are very complicated and need 
advanced knowledge of homological algebra and sheaf theory. Even without these 
details this chapter is decidedly more difficult than the others. 

7.1. Agreement. By an algebraic variety 111 we mean a Zariski open slLbset of 
a projective complex variety. It means that 111 is defined by a finite system of 
algebraic equations fdx) = ... = fdx) = 0, x = (xo,xJ, ... ,XN) E C N +! (with 



196 C1JapteJ· 7. Hodge StmctuJ"es and PeJ·iod 1\-[ap 

homogeneolls Ij) and by a finite system of algebraic ine!lualities gl (X)·g2(X) . .. i: 0 
(9) also homogeneous). Such a variety is called quasi-projective . If there are no 
ine!lualities, then the subset (of CpN) is called Zm"iski closed. 
In the affine part CN C CpN defined by {xo i: O}, with the affine coordinates 
Yi = x;jxo, we have a variety given by algebraic (non-homogeneous) e!luations 
and inequalities fi(l, Yb . .. , YN) = (] i: g(1, Yl, ... , YN). Similarly the other affine 
parts in the hyperplanes {Xi i: {]} are defined. 
If the definition of III does not contain ine!lualities, then such a variety is called 
closed. 
M is called smooth iff it is of the cia.<;s C= at each of its points as a real manifold. 
Equivalently, if the rank of the matrix (dh, ... , dh) is constant at each affine part 
of M. 

§1 Hodge Structure on Algebraic Manifolds 

7.2. Harmonic forms on Riemannian manifolds. Let 1\1 be a real R iemannian 
oriented manifold, i.e. with a scalar product ds 2 = (., .)"" defined in each tangent 
space T", M and depending smoothly on x. This product defines the scalar product 
in the cotangent space T; M and in its exterior products A k· T; M. !I'loreover, there 
is defined the volume form VOL E r(M,[") where n = dim M and [k denotes 
the sheaf of smooth k-fon ns: (VOL, (til, ... , .I!,,)) = ±( det( (Vi, Vj))) 1/2. Here the 
proper choice of the sign ± is possible due to the or ientability of M. 
Locally one can write VOL = ¢I A ... A ¢" where ¢i = ¢i(X) E T;M are I-forms 
diagonalizing the metric: d82 = L d¢j. 

We have also the so-called Hodge sta7· 01Jcmtion * [Ie --+ [n-Ie defined by the 
equality 

w(X) A tlJ(x) = (w, 1J):r· VOL(x). 

T he metric structure on ,lid allows us to define the scalar product on the spaces of 
differential forms on the manifold r([~.) = r (M,[k): (w,lJ) = !,\f(w,1/)",VOL(x). 
T hus r(M,[i') becomes prehilbert space. \Ve complete it to the Hilbert space 
L = Lk. 
rV[oreover, if d r ([!.·) --+ r([J.·+I) is the exterior derivative, then we have the 
conjugate operator d* : r([k+l) --+ r ([k). Qne can check that 

d* =- td*. 

\Ve define the laplacian (or the Laplace- flcltmmi opcmtor) of III a.<; 

C> = ilij ' + d' d. 

Sometimes this laplacian is denoted by 8d, as a.<;sociated with the exterior deriva­
tive. Note that it depends on the metric. 
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T he forms satisfying the equality I:::.w = 0 are called the harmonic j017I1S. Because 
(I:::.w,w) = IlduJW + Ild*wW, the harmonic forms have the property that duJ = 
dOw = O. 
Recall that by the de Rham Theorem 3.24 the cohomology group ]J"(M,TR) is 
isomorphic to the group of de Rham cohomologies. It is the quotient space of 
closed k-forms modulo differentials of (k - I)-forms. It is desirable to have some 
natural way of choosing a form from each cohomology class. In the case of a 
Riemannian manifold such choice is given in the following theorem. 

7.3. T heorem (Hodge). The group ll~·R(M, TR) is isomorphic to the space of smooth 
harmonic k-forms on AI. 

Proof. From each class [w] = {W + dl/: 1/ E r(E/,-I )} we take a form with minimal 
II · II-norm. Because 1t llw + tdll l1 2lt=o = 2(w,dl/) = 2(d*w,1/) = 0 for a ny 11 the 
minimality of w implies dOw = O. On the other hand, if dOw = 0 then Ilw + d'l1 12 = 
IlwW + Ildl/W which shows that w is minimal. 
T hese arguments are only heuristic. Note that the minimal element can be found 
in the closure of the class [w] in the Hilbert space L = L". We obtain harmonic 
forms in the weak sense, a.'l harmonic generalized functions. To complete the proof 
we use some partial differential 8(luations methods. 
T he operator I:::. is non-negatively definite, (I:::.w,w ):::-: 0: so, the operator I + I:::. is 
strictly positive. O ne shows (using the Rcllich lemma and the G{mling inequality) 
that: 

(1 + 1:::. )-1 is a bounded and compact opemt01· in L . 

(Proof: 1 + 1:::. is an isomorphism between the Sobolev space L I (the completion of 
the space of smooth forms in the norm (llwW + IldwW)I / 2) and the Hilbert space 
L and the inclusion L i e L is a compact operator (by the uniform continuity of 
functions from the ball in Ld .) 

T hus (I + 1:::.)-1 has discrete eigenvalues of finite multiplicity. This applies to the 
eigenspace corresponding to the eigenvalue ..\ = 1, which is 8(IUal to the space 
of harmonic forms. This shows that the de Rham cohomology groups are finite 
dimensional; (we know it also from topological arguments). 
Next, one applies the Sobolev lemma to show that harmonic forms are smooth: 

If (1 + I:::. )w = 'I and 11 is smooth, then w is smooth. 

(See ICHI for details of the proof). o 
7.4. T he Dolbeault cohomologies of complex manifolds. Now we pass to the ca.'le 
when A1 is a smooth complex manifold. 
T he sheaf of complex differential forms on A1 can be decomposed into sums of 
t he sheaves E~lq . If ZI = Xl + "iY l , ... \ Z" = X" + iYi are local coordinates in 
M , then the j017I1S oj the type (p, q) (or the (p, q)-forms) have the representation 
w = L/J aIJdz 1 Adz), where the sum runs over I!-element subsets 1 and q-element 
subsets J of the set of indices and al) E C'XJ(I\1,C). 
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T here is also the sheaf of holomorphic p-forms on lU which are of the type (p,O) 
with holomorphic coefficients (see the definition before Theorem 5.8). It is denoted 

by DP = n~f' 
T he Dolbeault cohomology groups are the Cech cohomology groups (see 3.26) 

As we shall see, they play a role analogous to the Cech cohomology groups 
JIk(M, C), i.e. with coefficients in the constant sheaf C. 
Recall that the latter groups are calculated by means of (complex) differential 
forms (see the proof of de Rham's theorem). Analogously the Dolbeault cohomol­
ogy groups are calculated using differential forms. 

T he role of the sequence 0 ........ C ........ [0 .:!... [I ........ ... which is exact (by Poincare's 
Lemma) is played by the Dolbcault complcxcs 

where a is the exterior derivative o~liy with respect to the variables Z-j. T he ana­
logue of the Poincare Lemma, the a -Poincare Lemma, says that: 

Thc laUc,' scqucnccs m'c cxact. It mca1lS that fOI' any local (p,q)-fonn w, such 
that 8w = 0, thCI'C is a local (p,q - l)-fo17n 1] such that a'l = w. 
(In one dimension we have the formula f(z) = 2;; !n[g(w)/(w - z)]dw A din for 
the solution of the tYluation 8f /az = g; the inductive proof in the general case is 
given in IC H I.) 
Repeating word-by-word the proof of the de Rham theorem we get the following. 

7.5. Dolbeault 's Theorem. Wc have 

WhCf"C the laUcl' g1YJUpS ~·c thc gmups of global a-closcd (p, q )-forms on M modulo 
the SUbg1YJ1IPS of global a-cxact forms. 

7.6. The Dolbeault cohomology groups of Hermit ian varieties. Assume that III is a 
complex smooth manifold tYluipped with a Hermitian product (., .)~ in its tangent 
bundle. 
\Ve can assume that in each tangent plane the Hermitian form is diagonal and 
given by , ,, -

d8 = ~ 4>j 0 4>j 

where 4>j = 4>j(z) E T; M are local (I,O)-forms. V-lith this metric one associates 

the following (1, 1 )-form w = (i/2) L, 4>j A 1>j. (If ds 2 = L, hij (z )dz; 0 dzj , then 
w = (i/2) L, h;jdz; A dzj ). One can say that the real part of the Hermitian metric, 
which is a symmetric tensor, represents the R iemannian structure of III (treated 
as a real 21l-dimensional manifold) and the imaginary part of the Hermitian metric 
is just the anti-symmetric form w. 
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One defines the induced Hermitian product on the spaces T; (P.q) M c 
N,+q T; 111 (of (p, q)-forms at z) and the volume form as VOL = w" In! 
Repeating the analysis from the point 7.2 we ('(Iuip the spaces r(M,[p,q) with 
Hermitian products and transform them into complex prehilbert spaces. 
One defines the Hodge star opemtion * [P.q ---+ ["-p,n-q by ((z) A *1/(Z) = 
((, ")~. VOLI')· 
It turns out that 

" iJ' 
where tr is the operator conjugate to a. 
One introduces the a-laplacian 

(- I t,+q, 
- * 0*, 

.6.5 = 88* + 0*0 

and defines the itamlOnic (p, q)-fonns as those which satisfy the ('(Iuation .6.5'1 = O. 
T hey satisfy also the equations aI/ = a*l/ = O. T he space of harmonic (1', q)-forms 
is denoted by'hp,q. 
As in the point 7.2 one ha.'l the formal isomorphism 

(1.1) 

where one chooses from each cohomology class an element with minimal norm. 
T he next result is an analogue of Theorem 7.3 (with the same proof which we do 
not repeat here). 

7.7. Hodge's Theorem. The isOm017Jhism (1.1) is rigol"Ous. This means that the 
space I1E'(} (lU) is isom01phic with the space of smooth harmonic fOl"ms. MO I"Covel', 
the slJacCS 'h p,q a7"C finite dimcnsional. 

7.8. Remark. The reader can notice that the above spaces 1ip ,q are not chosen 
canonically, they depend on the Hermitian metric. 

7.9. The Kahler manifolds. A complex manifold M is called Kahler iff it admits a 
Hermitian metric ds 2 = L rPj ® 4>j such that the (1, I}-form associated with it, 

is symplectic. In other words, dJ..; = O. 

7.10. Example. Smooth closed projective algebraic varieties aJ"C Kahler. 
Firstly, we introduce a certain Kahler structure in the projective space CpN. It is 
given by the Fubini- Study fOl"71I 

where Z U ---+ CN+! \ 0, U C CpN, is a local holomorphic section of the 
tautological bundle, i.e. the line Z(x)C represents the point x. It is easy to see 
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that this definition does not depend 011 the choices of Z in its cia.<;s and that w is 
closed . Expressing it in affine coordinates we show that it is non-degenerate. 

T he Fubini- Study form w represents a certain cia.'l>; [wI in the cohomology group 
]J2(CpN,C). It turns out that [wI E Jl'l(Cp N,'l.): it takes integer values at the 
integer 2-dimensiollal cycles). To see this it is enough to calculate the value of 
the class [wI all t he generator of Ih(CpN,'l.) which can be represented a.<; any 
projective line Cpl C Cp N. But w restricted to the affine plane C c Cpl is 
equal to idz A dz!(l + Iz12) 2 and its integral is equal to 1. The class [wI is the 
coorientation class of (any) hyperplane CpN-l C CpN. 

If M ~ C?'v is algebraic, then the restriction of the Fubini- Study metric to AI 
defines the IGihler metric on AI. Indeed, d.~2 IT Af is a metric (hence non-degenerate) 
and the corresponding (1, I )-form WAf = i*WCPN = i·w is closed. ~·Ioreover, the 
Kahler form -i · w represents the integer cohomology class of M. T he clas.'l i*[w] is 
the coorientation class of intersection of Al with a generic projective hyperplane 
of CpN (hyperplane section). 

T he IGihler manifolds have the important property 

It means that the forms, harmonic in 8-sense, are also harmonic in the usual sense. 
To show this ffluality one introduces the operators L : 1/ -+ 1/I\W and de = - i(8- 8) 
and the notations: fA, B] = AB- BA (for the commutator) and {A , B} = AB+ BA 
(for the anti-commutator). Note that d = 8 + 8. Next, one has the following simple 
identities which are consequences of the closeness of w: 

[L,dJ = [L' ,d' J= O, 

T he next two identities are more complicated in proofs, 

[L,d' ] = <1", [L',d] = d;; 

they imply {dc, d·} = {d;, d} = {o, 8 · } = {8,0·} = O. 

( In a local chart with the metric d82 = L,dzJ.. 0 dzJ.. (where IId zk l1
2 = 2) one 

introduces the operators cd ·) = dZJ..1\ (.), eJ.. = dh 1\ (.), acting on forms with 
compact support . The conjugate operators ci. act as follows: c,,(dz] 1\ dz)) = 0 if 
k if. I and cz. (dzk I\dzl' Adz)) = 2dz I' Adz); the operators ci.. act analogously. There 
are relations such as in the Clifford algebra: {e", c,,} = {el.-, en = 2 and other anti­
commutators are zero. \Ve have 8 = L, ekch = L, 8J..c", 8 = L, ek8k = L, 8kel.-, 
fJ · = - L, 8ke", 8 · = - L, fJJ..e" (integration by parts) and L = t L, Ckek . Now 
direct calculations show that [L · , 8J = W · and [L· , 8] = - -i8· . See also [GHI and 
[Well,) 
Finally we get 
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(bffau," 6., - {dc, d;} ~ 2{a, aO} + 2{a, aO} ), 
T his gives the following: 

7.11. Hodge's expans ion theorem. Let AI be a Kiihle,' manifold. We have 

JJ1R(AI, C) = EB JJp·'I(M) 
p+q=k 

201 

whe,"C II p.q(M) = {closed (p,q)-fonns}/{exact (p,q)-forms}. These groups aI"C 
iSOm017Jhic to the grollpS ,}{P,'I, 1l'l(JH, f:!1i ) and lJE,q. 
In particular, the space lJP,o;:" IlO(M, Dp) = r (M, f:!1i) consists of global holom01'­
phic n-forms. 
Moreover, we have the following isOm017Jhisms (with n = dime M): 

IIp,q = ll'l,'i, 
JJP,q ;:" lln-1i ,n -q. 

T he latter isomorphism is given by the l'lodge star *, follows from the Poincare 
duality and is called the Kodaira- Se'Te duality. 

Kahler manifolds admit also another expansion. Introduce the Lefschetz opcmtol' 
L: IIp ,q --> IIp+l.q+l defined by (see above) 

(it is correct because w is closed). r..'loreover, studying the Lie algebra generated 
by Land L* one obtains the following . 

7.12. Strong Lefschetz theorem. The maps Lk: lln-k --> 11"+1.', n = dime III aI"C 
iSOIlW17Jhisms. 
If we define the subspace of p1'imitive vectOl's 

Pn - k k Lk+1j k LO j = er ll ,,- k = er JJ ,,- k, 

then we have the Lefschetz c:qJallsion 

iT:'. . U pk-2j 
w , ' 
!T\ p p,'1 <::D p+q=1 . 

7.13. Example. Let X c c p n be a smooth closed hypersurface of degree d. If 
n = 2k is even then we have: 

H"(X) 
IJ'(X) 

112J.·(X) 

= pO = C, lJl(X) = 0, IJ2(X) = Lpo = C, 
= 0, ... , 112J.'-2(X) = LJ.·-l p O, JJ2k-l(X) = p'lJ.·-1 , 

= LJ.·po, 112k+l( X ) = 0, ... ,lJ4J.'-2(X) = L2J.·- 1 pO. 
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If n = 2k + 1 is odd, then 

H ()( X ) 

JJ :1( X ) 

IJ'lHI( X ) 

= p O = C, H I (X ) = 0, ]J2(X ) = LP) = C, 

= O, ... ,JJ'lk-l(X) = O, IJ'l" (X ) = L"p) $ p 'lk, 

= 0, ]J'lk+'l( X ) = LH 1p O, ... , H4"(X ) = L'lkpO. 

Here dim PM, p + q = n - 1 is equal to the number of integer points in the 
hypercube (1, d - l in between the hyperplanes jk l = qd and Ikl = (q + l )d, jk ( = 
L ki, i.e. dim Pp,q = # {k E Z" : 0 < k i < d, qd < jk l < (q + l )d}. See also 7.44 (b) 
below. 

T his is not the end of the story. T he cohomology spaces of Kahler manifolds are also 
equipped with certain bilinear form , called the polarization Q: ll n- k cgJlJ,,-k --;. C 
and defined as 

Q({, 11) = ({ "'lAW". JM 
7.14. Theorem. The polarization j01'711 hWl the following IlI'ope-fties, called the bi­
lillca1" Riemann- Hodge relations: 

(i) Q(I1P,q, I1 P',q') = 0 unless 1J = q', q = p', 

(ii) i 1'- Q( _ I )",(m - I)/2Q((,{) > 0 for ( E Pp,q, In = p + q. 

T he expansion of these properties to 11 '" and the identity Q(Lf., L ,/) = Q((,I/ ) 
shows that Q extends itself to the whole 11* and is non-degenerate. 

T he introduced st ructures (the I·Iodge decomposition , the Lefschetz decomposi­
tion , the polarization) are functorial. It means that if M and N are smooth com­
pact algebraic varietes and f : M --+ N is a smooth algebraic morphism, then the 
induced map f* transforms the above st ructures from N to the structures in Af. 

7.15. Example. Hodge structure in the elliptic curve. Let M O = {y2 = P:!(x)} 
where P:J is a cubic polynomial with three distinct zeroes XI, X2, X:l . Aft er adding 
the point [1 : 0 : OJ at infinity, one obtains a non-singular algebraic curve 1U in 
CP2. As a Riemann surface it is a torus (with genus 1). Its cohomology groups 
are 

JJO = C, JJ I = c2 , 112 = C. 

T hese spaces contain also the integer lattices JJk (M, Z) and real subspaces 
JJkUI,I, R) . \Ve investigate the influence of the complex structure on AI on the 
cohomology ring. 
Consider the form 

1/ = dx/ y 

restricted to M. It is holomorphic and nonzero in the affine part of ./Id. Indeed , 
near the points where y = 0 (i.e. (x;, O), P;1(Xi) = 0) we have X = Xi + cy2 + . 
and dx = (2cy + .. . )dy. Let us look at the behaviour of '/ near the intersection 
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of M with the line at infinity. We apply the change z = t/y, It = x/yo Then 
A1 = (z = F'J(u,z)} is smooth near It = Z = 0 and can be parameterized by 11: 

z = a113 + . After simple transformations we obtain I} = (- 2 + .. . )dll. This 
shows that I) is holomorphic and nonzero in the whole JH. 
Of course, I} represents an element (nontrivial as we shall see) of the first coho­
mology group, [IJJ E HI(M,C). 
If 11' is another holomorphic I-form on M, then the ratio 11' / IJ is a global holomor­
phic function on 1\1. Such function is bounded and, by an analogue of the Liouville 
theorem (the image of a non-constant holomorphic function is open), it is constant. 
This means that the space of global holomorphic I -forms on the elliptic curve is 
one dimensional. 
We have the property 

i r 1}/\1/>0. 
l.u 

( 1.2) 

T his follows from the local analysis. If locally,} = J(z)dz, z = x + iy, then 
I} /\ 1/ = IJ[2dz /\ dE = - ilf 12dx /\ dy. This means that the cias.'l ['1J is nonzero in 
IJi and generates the subspace H 1,0. 

\Ve get the following 1·lodge decomposition of the cohomology space of 1\1: 

HO,O = C, HI ,o = [1}J . C, Ho,1 = 11 1.0 = [m . C, 11 1,1 = [1/ /\ fjJ . C. 

Other spaces are equal to zero. 
\Ve see also that the property (1.2) defines the polarization form on HI. It is 
non-degenerate and anti-symmetric. 

7.16. Remark. Generally, if X is an algebraic curve, then the dimension of the 
space of its holomorphic forms, i.e. dim 11°(X, f:! 1) = dimr(X,f:!I), is called the 
algebmic genus of X. For example, let X = Cpl and let 1/ be a holomorphic form. 
T hen 'lie = J(x)dx with holomorphic J. Near infinity Ke have 1/ = - J(1/y)dy/y2, 
Y = l/x and, in order to have holomorphic I}, we should have J(oo) = 0 which 
implies J = O. ThlL~ the algebraic genus of the projective plane is zero. 
One of the fundamental facts from the theory of algebraic curves says that the al­
gebraic genlL'l coincides with the topological genus, i.e. with the number of handles 
of the corresponding Riemann surface. 

If an algebraic manifold is singular and/ or not complete, then usually its coho­
mological ring does not have Hodge structure, such as the olle presented above. 
It turned out that the cohomologies of such manifolds admit the so-called mixed 
Hodge structures. Before giving the precise definition of the mixed I·Iodge structure 
we present some additional cohomological tools and examples. 

§2 Hypercohomologies and Spectral Sequences 

7.17. P reliminary r emarks. Recall the proof of the de Rham and Dolbeault theo­
rems. 
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In order to calculate the Cech cohomology groups with coefficients in some sheaf 
F, one introduces its resolvent (denoted also by F · ) 

{] --+ TO ! Fl .!. F2 . 

T his is a cochaill complex (di + 1 0 dJ = 0) of flabby sheaves which is exact in the 
terms Fl, F2, ... (ker dil.F j(u) = 1m di-1 IF j _'(uj ) and the sheaf F is included into 
:PJ as ker Jl. Qne uses sometimes the notation (] --> :F --+ F - . 
T he flabby sheaves admit a partition of ullity that implies f/'1(M,Fi) = {] for 
q > O. Then, using the short exact sequences of sheaves {] --+ kerdi --> FJ --> 

kerdH1 --> {] and associated with them t he long exact stYluenees of Cech coho­
llIoiogies, one obtains the successive reductions 11" (111, F) = f1 " (M, ker ct1) <=:::: 

ll,,-l (1U, ker d1) ... and finally olle gets the group 

HO(M, ker dn)/dn- 1 HO(M, F,-l) 
= (global closed sections of .F")/(global exact sections). 

Note that the sum of indices in H i(M,kndJ ) is constant and equal to nj this 
suggests a possible generalization of t hese theorems. 
One can ask what happens when the considered resolvent is not flabby. For exam­
ple, the holomOlphic de Rham complex 

is exact (by the holomorphic Poincare lemma), but is not flabby. 
It turns out that in such case the groups Hn(AI,F) can be calculated using the 
so-called hypercohomologies defined as follows. 

,(' " 7.18. D efini t ion. Let F · : 0 -+ pI -+ Fl -+ P. be a complex of sheaves on M 
on M and let U = (Uo} be a covering of .H. Qne considers t he double complex 
(J( · '· (U), D', D"), where 

J( p,q(U) = J('),(I = CP(U, Fq) 

are the Cech p-cochains with values in Fq, 

D' = d : J( p,q -+ J( p+ l, q 

is the Cech cobollndary operator, and 

D" = (- l)Pd'/: J(N -+ J(N+l. 

\\le have 
J(0'O D'=~O J(1,0 - -rf) 1 D" d1 1 D" 
J(0, l D'=~O J(1 I - -j j 
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"·lith the double complex one a.<;sociates the cochain complex (IC (U , D ), where 

[{ n(u ) = EB [{P.q, D = D' + D" ; 
p+q=" 

(here one checks that D o D = 0). 
Let 1l"(U ,F - ) be the cohomology groups of the latter cochain complex. T heir di­
rect limit , with respect to t he system of coverings U , defines t he hypercohomology 
groups denoted by 

T he next result is a n a nalogue of the de Hh am t heorem (see [God], [G Hl) . 

7.19. T heorem (Hypercohomology). If the complex of sheaves F - is a resolvent of 
F , then 

1l"( M ,F ) ~ ""(M , :F' ), 

We will prove this theorem later. 

In order to compute t he groups IHIn one lL<;es t he so-called spectral sequences . 
T heir idea is to compute t he hypercohomology groups not at once but successively, 
approximating step-by-step the groups IHIn . 
T he complex IC = [{ - (U ) ha.<; the natural decrea.<; ing filtration [{- = p ) ::J p i ::J 

F "l ::J ... , where 

when rest ricted to [{ n o The differential (the coboundary operator) D is compatible 
with this filtration. 
At the firs t step of calculations one restricts the coboundary operator D to PI' 
and neglects the terms modulo p 1'+ I. ~'Iore precisely, one considers the following 
homomorphism , induced by D , 

do : p p/ p p+1 --> P"I F 1'+I. 

If we denote Eg'(} = (F p/ Pp+I)I KPH (which is equal to [{ p,q), t hen we have 
do : Eg,q --> Eg·q+l

. I3ecause D is a differential, we have do 0 do = O. Here a chain 
a E F" is a cocycle with respect to do iff Da = (] (mod p p+I) : so Da can be 
nonzero, but mlL<; t lie ill p p+l . 
Qne has the cohomology groups associated with the differential do and denotes 
them by 

E\" q = kerdo/ Imdo 

on Eg·'1 . The group fBI' Ef ,n- 1' is the first approximation of !HI" . 
Of course, in our situa tion (from Definit ion 7.1 8) the different ial do is equal t o D" . 
\Ve have E f'q = Illw ([{h e), the homology groups of the vertical chain complexes. 
T hus Ef ''I can be a.o;;sociated with the block [{ p.q; it is a quot ient of some subspace 
of [{P,q by another smaller subspace. 
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In the second approximation one also uses the operator D and its action on terms 
from E~· · , (i.e . on cocycles in the first approximation) , but now one neglects the 
terms from FP which lie in Fp+"l. T his gives a certain coboundary operator 

If a E FI' is a representative of a class ra] from Er,(I, then Da E F,,+I (as it 
= (] mod Fp+J) and we take the cla.<;s of Da in FI'+I(mod FI'+2), i.e. the coset 
Da + Fp+"l. Because the degree of Da is greater by 1 than the degree of a and 
because 1) grows by 1, we have [DaJ = d J raj E Er+l ,q. 
As before we define 

Qne can see that E~,q = 11~,(111YI(/(· ' · )) ' Here also the term E~,q is more or less 
directly a.<;sociated with the block g l',q . 
Before making a generalization let us look at how the differential d"l is constructed. 
\Ve have d"l : E~,q --> E~+"l , q-I and d2[a] = da (mod FI'+:l). 1·lere a E F" is such 
element that Da = 0 (mod Fp+"l). 
In general we cannot identify the corresponding class raj E E~ , q with some element 
a" from the space FI' /(fl / FI'+I /(fl = /(P ,q, 1) + q = n. In fact, we have a = ap + 
a,,+1 + ... , aj E /(j ,fI-j and Da = (D"ap) + (D'ap + D"ap+d + (D'ap+1 + D"a,,+"l)+ 
... where the summands are in P', FP+I, ... respectively. I3ecanse dora] = (h[aj = 
0, we find D'al' = 0 and D"a

" 
= - D'aJ,+l. T hus d2[a] = [D"al'+1 + D'al'+2J 

is identified with an element from g l'+2,q-l . \Ve see that there is no direct link 
between E~'(I and /(P ,q. 
Repeating the above procedure we obtain the triply indexed groups E~ , q and 
differentials dr : E~jq --> E~+r ,q-r+l. Note that the index 1) grows by T (Da takes 
values in FI'+r) but the sum of indices (degree) grows only by 1 (a.<; for D as 
expected). 

T he above process stabilizes at some moment, i.e. E~ ' (I = E~:I 
T > 1'0 , and we have 

IHIn = ffi E"'''-I' W ~ . , 
In fact, TO ::::: 2· dim AI in our situation. 

7.20. Definition . The system (E~ , q, dr) is called the spectr al sequence of hyperco­
homology groups. 

T he complex g * admits also the reverse filtration: F" = g O,,, $ g l ,,,-I $ ... $ 

/("-1',1'. V,lith this filtration one can associate the corresponding spectral sequence 
i:;,q. Here one gets Ef,q = 1l~,(IC ,q) and i:~'(1 = 1l'b,,(Il~,( J(* , · ). Therefore the 
two spectral sC(luences converge to the hypercohomology groups. 
T he reader can also note that the spectral sequence can be introduced in each ca.<;e 
when a cochain complex admits a filtration compatible with the differentials. 
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Figure 1 

Using the spectral se!lucnce E:'- one obtains the following useful result about 
independence of the hypercohomology groups on the complex F e. 

7. 21 . Definition. A homomorphism of cochain complexes of sheaves r : F - --+ g­
(i.e. a system of maps jk : FI' --+ gl' commuting with the differentials) is called a 
quasi-isomorphism if it induces isomorphisms of their cohomological sheaves 

J . , 1l"(:F"(U)) ~ 1l"(9°(U)) . 

7.22 . P roposition. The quasi-isomorphism j induccs isOm017Jhism of thc hypcrco­
homologies j* : H*(M, F - ):=::, 1Hl*(M, g-). 

Proof. j induces isomorphism at the first level of t he second spectral se!luence 
Ef,q = llb,, (I{ P,O(U)) = C'/(U, ker dP /1m dP- 1 ). 0 

Proof of ThcOI"Cm 7.19. Consider the two complexes of sheaves: g- 0 --+ F --+ 

o --+ ... and F' : 0 --+ P --+ Fl --+ .... T hey are quasi- isomorphic, because they 
have the same cohomology sheaves: equal to F in the D-th term and 0 in the next 
terms. So, lHI *(M,F' ) = 1Hl *(.<\I,g- ). T he latter hypercohomology group e!luals 
1l·(M,~. 0 

7. 23. Exam ples. (a) In the proof of the de Rham theorem the two complexes 
of sheaves nt- 0 --+ IR --+ 0 --+ 0 --+ and [.* 0 --+ [.0 --+ are quasi­
isomorphic (because both are exact in the right of !R.) . So they have isomorphic 
hypercoholllology groups . 
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T he second spectral sequence ft: ,· , applied to the complex R - , gives E~·q = 

llP(M, JR) if q = 0 and 0 otherwise; thus Boo = 1lI* = ll *(M). 
T he first spectral sequence E: '· , applied to the complex [ e, gives E~,q = fISR(M) 
if q = (] and (] otherwise; thus E~() = IHIn = fld'R(M). This is the de R ham 
theorem. 

(b) The proof of the Dolbeault theorem runs in the sallie way but with the COIll­

plexes (] --> f:!') --+ (] --> (] ... and the Dolbeault complex (] --+ [P.o --+ . 

(e) T he qua.'li-isomorphic complexes: trivial 

O--> C --> O --> . 

and holomorphic de Hham 

give the isomorphism H * (111, q ;:" !HI ' (M, 0 - ). 
In the case of a Kiihler manifold one obtains additionally that the second~spect.!al 
sequence, associated with the resolvent n-, stabilizes ill the second term E2 = Eoo 
which gives the l'lodge expansion IHIn(Al, 0 -)::::: EB ll'l(M, on-'1). 

7.24. The Leray spectral sequence. This is a sequence used in computation of t he 
cohomology groups of a fibre bundle. Let 11" : E -+ B be a smooth fibre bundle, i.e. 
the sets 11"-I(Ua ) are diffeomorphic to Ua x C, where C is a smooth fiber and (Uo ) 

is a covering of the base B). T he cohomology ring of E is calculated using the 
de Rham complex [ - : 0 --+ [0 -+ [I . \Ve introduce the following decreasing 
filtration pO ::J pi ::J ... of the de Rham complex (and of the complex of global 
sections). If locally 11" : (x,y) -+ x then FP[" consists of forms 'La/Jdxl 1\ dYl 
with III :::-: p. 
T he Leray spectral sequence is the spectral sequence of the de Rham complex 
associated with the filt ration pO ::J pi ::J . 

ObviolL~ly 
Et:''1 = FP[p+q / FP+ l[p+q 

and consists of the forms 11 = Ll11 A dxl with III = p and 'If contain only dy/s. 
I t is also clear that 

T his implies that 
Ei,q = kerdy/Imdy = [~(llJR(E"J) 

and consists of I>-forms on B with values in the q-coholllologies of the fiber E", = 
11"- 1 (x). fI 'lore precisely, the groups llJR(E",) are organized into the cohomologi­
cal bundle, called the Leray sheaf Rqrr.C (denoted also Hq) . We have H'/(U) = 
ll'l( rr- I (U)) :::: U x f['1( C). (This sheaf is the analogue of the coholllological Milnor 
bundle frolll Chapter 5). H'I is a local system with the Gauss- Manin connection 
induced by the lattices llq(E"" Z). 
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T he second term in the Leray spectral se!luence is also easy to compute. If I] = 
l:= I] J A dx J represents an element from E\"q, i.e. dy 1] = 0, then 

T his shows that E~ , q = ker dx/ lm dx can be identified with 

In general situations, the Leray spectral se!luence does not stabilize here. In IGHI 
it is shown that E2 =I- Eoo in t he c8o<;e of the Hopf bundle 8 2,,+ I --+ CP" . 

7.25, Theorem (Leray spedral sequence), UDell]) If the SIJaces E and B aI"C 

Kii.hlel· manifolds, then the Leray spcctml sequence degenemtes at E2. fn pal·ticular 

Jf"(E) " EB W(B, h ') . 
I'+q=n 

Proof. \Ve shall use the strong Lefschetz theorem 7.12. 
Let w be the Kahler (1, I)-form on E whose restriction Wx to each fiber E", is 
also Kahler. Let L I] --+ 1] A W", be the Lefschetz operator. T he action of L is 
compatible with the Leray spectral se!luence, L : E:;,q --+ E::·'1+2

, and L commutes 
with the differentials dr. 
By Theorem 7.12: (i) L" 11"-" --+ 11"+", n = dime Ex, are isomorphisms and 
(ii) 1i'l = EB". L"P'I-2"·, where P"-; are the sheaves of primitive cohomologies of 
fibers (kernels of Li+1). \Ve have then E~ ' '1 = EB" L"·JJI'(B, pq-2,,). In order to 
show that d2 = ° it is enough to show t hat d2 = 0 on 11P(B, P"-i) . Of course, 
d2 I1 P (B , p n-i) --+ 11P+2 (B,Jin-i-I). Because Li+l 11 1'+2(B , Ji"-i- l ) --1 
111'+2(B,11,,+i+l) is an isomorphism we have to show that Li+l 0 d2 = O. On 
the other hand, Li+1 

0 d2 = d2 0 Li+1 where U+ 1 = ° on 11"(B , pn-i). 
In the same way one shows that the other dr = O. 0 

7.26. Landman's proof of the monodromy theorem using t he Ler ay spectr al s& 
quen ce. The Leray spectral 5e(luence is defined also in the situations when the 
map 71": E --+ B is only continuous (not a locally trivial bundle). For this one uses 
the corresponding filtration in the complex of singular cochains . 
The second term of this sequence consists of the groups E~,q = 11'1 (B, RPJr . C), 
where Ri'7I" .C(U) = O(11P)(U) = IfP(7I"-I(U)), U c B defines the Leray sheaf 
(the 'cohomological bundle' ). 
A. Landman in his t hesis in 1900 (see ILanl) applied the Leray spectral sequence 
to the c8o<;e of Clemens contraction map to the proof of the qu8o<;i-unipotency of t he 
monodromy transformation (see Theorem 4.71). His idea of the proof is 80<; follows. 
Recall the definition of the Clemens' contraction from the point 4 .70. We have a 
holomorphic map f: (X , X o) --+ (CO) such that near any point of Xo there is a 
system of holomorphic coordinates such that f = X~· ' ... x;~ . T he Clemens map]Jt 
sends a non-singular hypersurface X t = f-I(t) to X o such that the preimage of a 
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smooth point Xn is fillite (tYlual to multiplicity of the corresponding divisor) and 
a preimage of a poillt of r-fold intersection is an (I' - I)-dimensional torus. The 
llIonodromy transformation II : X t --+ X t is "homologically" compatible with the 
llIap I1t and acts either by cyclic permutation (if p;I(XO) is finite) or a.<; a periodic 
translation on the corresponding torus. 
T his implies that the monodromy transformation acts diagonally upon t he stalks 
of the Leray sheaf (with roots of unity as eigenvalues) . Therefore it induces a 
diagonal and periodic homomorphism It · all the second terms E~ ' (I of the Leray 
spectral stYluenee and in conslYluenee all the final terms E~? = Gr,JIP+'1(Xt}. 
Thus the eigenvalues of the monodromy are roots of unity. 
If (.11,-13 )1: = (Grit · )!., = 1 , then the only nonzero entr ies of the matrix MI: -
1 are upper-triangular. (Here (M. is the semi-simple part of the monodromy 
map and is tYjual to the graded operator Gr'" = ~PGrp"" where GrP/t· = 
II ' IFP mod Gr p+I). This shows that the dimension of any J ordan cell is :0:::: 1'+ q + 1. 
To obtain the Clemens' estimate (by n - Ip + q - n + 11 where n = dim X) one 
should apply the Poincare duality. 0 

§3 Mixed Hodge Structures 

7.27. Examples. (a) Let X be a closed algebraic curve with singularities in SeX, 
where we assume that the singular points are the double points (locally given by 
xy = 0). 
T he singular points can be resolved by llIeans of nOl"7nalization (see the points 4.63, 

4.64 and 4.(5). T his means that there is a slllooth complete algebraic curve X and 
a morphism "IT : X _ X such that "IT is a diffeomorphism between X \ "IT-I (S) and 

X \ Sand "IT-I(s) is a two-point set {XJ,X2} for each 8 E S (see Figure 2). 
Consider the constant sheafCx on X (see 3.2G): it means that Cx(U):: C for each 

open connected U e X. Analogously we consider the sheaves C.\" on X and "IT.C x 
on X. The latter is defined by means of "IT .Cx(U) = C.\,,("IT-I(U)): if U nS = 0, 
then "IT .Cx(U) "-":: C and if U contains exactly one singular point s E S, then 
"IT . C,\,(U) "-":: C EEl C. Let Cs be a constant sheaf on X supported in S: Cs(U) = 0 
if UnS = 0 and Cs(U) = C if UnS = {s}. 

\Ve have the exact sequence of sheaves on X, 

{] - Cx - "IT,C,\, - Cs - O. 

(Outside 5 we have 0 _ C _ C ---- 0 -+ 0 and at s E S we get {] -+ C ____ C EEl C ____ 
C ____ 0, where the first arrow is the diagonal embedding and the third arrow is the 
difference. ) 
As we know from Chapter 3 (see Lemma 3.29) this sequence induces the long exact 
sequence of the Cech cohomology groups 
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Here we have Hk (X , 1I" . C x) = JJk(X, C) (see Example 3 in 3.26) and JJk(X, Cs) = 
JJ k(8, C); thlL'; the last group is zero. The first homomorphism is zero because any 

element of JJO(X, C) is a constant function and the difference of its values at Xl,2 

(above s) is equal to O. 

-
~ 
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~ 

-.~ 

' " ,\ 
f( 
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Figure 3 

\Ve see that the group fj 1 (X, C) contains HO(S, C) a.<; a subgroup and the quotient 
group fjl (X,C)/fjO(S,C) is isomorphic to fj l (X,C). Because 8 and X are nOIl­
singular compact algebraic manifolds they admit the natural l'lodge structures. 
One can introduce the filtration 

where IVo = JJo(S,C). It ha.<; the property that the quotient groups IVn / W n _ 1 

admit the l'lodge structures 

~I'n/ I-Vn_l = EB IJlJ ,(j . 
p+q= n 

For example, if X = {y2 z = x 2(x - z)} is a singular elliptic curve, then its 
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normalization is a rational curve; X = C p l, 

11" : t _ (x,y) = (1 + t2 ,t(1 + (2». 
Here JJ l(X ,C) = C, Jll (X, C) = 0, JJo(S, C) = C (see Figure 3) . T hus It'n = 
WI::::: 1l1(X, C) = H O.o which lIIeallS that the first cohomology group of X has 
the pure "Iodge structure of weight O. 
Of course, Hl(X ) cannot admit the pure Hodge structure of weight 1 because 
then it should be of the form JJ LO ttl N O, 1 and should have even dimension. 

(b) Let X = C \ (OJ be the pUllctured complex line. Of course , there is 110 pure 
"Iodge structure on 1l 1(X ,C) = C . However , olle can as.<;ociate the generator n of 
1l 1(X ,Z) with the point Y = {OJ in the completion X of X. 0; is the generator 
of iVo ::::: lJo( y, C) . In this (artificial) sellse one can introduce the Hodge structure 
all Wo = H'o/ \<V_ I = U O,o. 

(c) Let X be a curve consisting of two smooth (algebraic) components Xl and X 2, 
intersecting transversally one another in two points Q I and Q2. Let , additionally, 
X i be not closed: they are obtained from the smooth closed curves X i by deleting 
some points PI, ... , PN (see Figure 4). 

( I I 

Figure 4 

\\le distinguish t hree kinds of generators of the group 111 (X ): 

- the cycles ai, surrounding t he points Pi: 

- the cycles (3 j arising from 111 (X ;) (they are not defined uniquely, only modulo 
elements from the firs t group); 
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- the cycle 'Y which is defined uniquely modulo elements of the first two types. 

T his argumentation leads to the idea that there should exist a filtration 

o c Wo C WI C IV2 = Ih (X ), 

such that the factors H',,/IVn_ 1 arise from homologies of smooth complete mani­
folds. 
Analogous filtrations should exist in the dual space 111 (X) . Due to this we can 
introduce the I·lodge structure on 1V,,/ IV,,_I. 

7.28. Definition (Mixed Hodge structure of a finite dimellSional space). Let 11Q be 
a finite dimensional vector space over the field Q of rational numbers. By 11 we 
denote the complex space 11Q 0Q C. A mixed Hodge structure on 11Q consists of: 

(i) An increa.<;ing weight filtration IVQ on 11Q : 

o C ... C W,?_I c Hr:! c ... C 11Q . 

We denote W j = W jQ 0 C C 11. 

(ii) A decrea.<;ing Hodge filtr ation F on 11 : 

11 = ~ J FI J ... J O. 

Gn, = Grl;11 = Grl.v 11 = Wk/W k_1 

be the graded spaces . Qne introduces the following filtrations 011 the spaces G1'k fJ , 
induced by F, 

T he fundamental condition on the filtrations IV, F is 

(3.1 ) 

for any 1', k. The conjugation operation is well defined due to existence of the 
canonical real subspace 11R = 11Q 0 R . If el, ... , em is a basis of JJ,~., then L Ciei = 
L r ie; for vectors in He. 
If (3 .1 ) holds, then we say that the filtrations W and F define the mixed Hodge 
structure on H Q . 

T he morphism of mixed Hodge structures of weight 21 is a Q-linear map cp: Ih --> 

H 2 of spaces with mixed Hodge structures which is compatible with the filtrations 
in a way that 

cp(WJ..11d C 
cp(F P11d C 

H' J.·+21 1h, 
F1,+1 H2 . 
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7.29. Remark. The filtration P - = P-Gr"H defines the spaces 

and the condition (3.1) is equivalent to 

T his gives the expansion Gr~v 11 = EBp+q=k lJp ,q and we say that the space GrJ..ll 
admits a plll'C Hodge structure of weight k. The dimensions h,p,q = dim IIp,q are 
called the Hodge numbers. 

7.30. T he mixed Hodge s tructure 0 11 the n -th cohomology group of a complete 
Kahler manifo ld. If llQ = H " UI,J, Q) for a smooth complete algebraic variety M, 
then the filtrations: weight 

O = I,y~ c W Q= JJQ n-i " 

and "lodge 

pO::J pi J ... ::J P", 

with pP = lln ,O ttl JJn-l I tB ... ttl IIp,1'-P, define the mixed "Iodge structure. 

Moreover, the Lefschetz operator L '1 --+ 1/ /\ w is a morphism of mixed Hodge 
structures of weight 2. 

In this example the 1·lodge filtration F is induced from a certain filtration of the 
double complex J(. ,. (which leads to the expression of lJ *UI,I,C) as the hyperco­
homology groups of a suitable complex of sheaves, see the previous section). 
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For example, in the case of smooth de Rham resolvent {] --+ [0 --+ ... one introduces 
the filtration a<;sociated with the expansion of [m into the slim of [p,(} (of forms 
of (p, q)- type). \\le call this filtration the standard Hodge filtration . T hus 

PI' [* = EB [ r,q 

r?'1!,q 

and the induced filtration on J( . ,. , J(r,~ = cr(u,f~) (the Cech r - cochains asso­
ciated with a covering U) is 

P [( · " ~ EB C'(U,P£') . 
.• ,t 

Tn the case of the holomorphic de Rham complex {] --+ fl o --+ and J(r,~ = 
Cr (U, fp ) one puts the so-called filtration bere (or stupid filtration) 

Pl(" ' ~ EB C"(u.n' ). 
ri o?,p 

By T heorem 7.11 both initial filtrations lead to the same Hodge filtration in 
ll"U\I,C). T he same alternative in the choice of the Hodge filtration Ke shall 
meet further. 

7.:n . T heorem of Deligne. ([DeI3]) If X is a {Juasi-}Jl"Ojective v01iety, then its coho­
mology gl"Oups ll"(X, Q) adm,it a natumlmixed Hodge Stl'uctUl'C. If f: X --+ Y is a 
morphism of qua.si-pmjective vm"icties, then the homomorphism 1* : ll"(Y, Q) --+ 

ll"(X, Q) is a 1n017Jhism of mixed Hodge stl"1Lctures of weight (]. If X is complete 
alld smooth, then the mixed Hodge structure coincides with the classical Hodge 
structure. 

In fact, P . Deligne proved existence of mixed I'lodge structures on a more general 
assumption: X is a scheme of finite type. 
Qne uses the cohomologies with rational coefficients in definition of the weight 
filtration for the following reason. Firstly, one has the cohomology groups with 
integer coefficients, which have some torsion part. After passing to the complex 
coefficients the torsion part is killed, H"(X, C) = (ll"( X , .'l)jTor)0 C and we have 
a lattice lln(X,.'l)jTol" C ll"(X,C). The weight filtration should be a filtration 
of this lattice. The cohomologies with rational coefficients kill the torsion part and 
also contain an integer lattice. Sometimes one considers the weight filtration on 
IJ"(X, Z)/Toc, 
In 7.32, 7.33 we present the ideas laying behind the proof of this theorem. T hey 
will be used in the definition of the mixed l'lodge structure associated with a 
degenerating family of algebraic manifolds. Finally, we introduce the mixed Hodge 
structure in fibers of the cohomological j\-l ilnor fibration. 

7.32. Mixed Hodge structure on a semi-smooth variety. (a) Here we are dealing 
with a rl-dimensionalmanifold of the form 
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such that any point of A[ ha.<; a neighborhood of the type 

and I\I, are smooth and compact projective varieties . \Ve call such J\J a semi­
smoo th variety. Its singularities do not need resolution , the are normal crossing 
singularit ies. 

(b ) Exam ple. Let J\J = A[ l U M 2 • where A[; are smooth , compact and intersect 
one another transversally. The exact sequence of sheaves 

gives the Mayer- Victoris long exact sequence 

where (3n(w J ttl W2) = i jw J - -i 2"W2 , i l ,2 : M l n M2 --+ MJ,2. 
Let IVn_l = Im "(,, _ J = coker {3,, _ l, IV" = H"( M ). Then IVn/ IV,,_l ::::: Im Cf n 

::::: ker {3" . Because the homomorphisms I'" -I ,{3,, are fun ctorial they preserve the 
pure Hodge s tructures. 
T hus one can int roduce the pure Hodge s tructures on ~V,, _ d \<V" _2 = IV,,_ l (of 
weight n - 1 induced from H ,, - l (.1I,h n .1I,·h )) and on IV,,/ IV n- l (of weight n induced 
from H"( M d G1 ]J "( M 2 )) . 

(c) Let us pa.<;s to t he general ca.<;e. One denotes the k -th skeleton J\J (J.- j as the 
disjoint union of t he subvarie ties Mi. n ... n Mi. , i 1 < ... < i k. 
On J\JO.- j t here are t he sheaves £~/( k ) of different iable forms . \Ve identify t hem wit h 

sheaves on M , i.e. as sheaves of forms wit h support in M (J.·), i .£~/(k)' i : M ( J.·) --t AI 
is the inclusion. 
One introduces the following double complex of sheaves 

wit h the differentials 
D' = d: KF,q --+ K7+ 1,q 

equal to the exter nal derivative, and 

,+, 
D" = (_ 1)1' 2:) - l )jJ; : Kp,iJ --+ Kp,q+1 , 

j = () 

where OJ : Mio n ... n M iq --+ M i. n ... n A[;j_, n A[,)+. n ... n Miq (combinatorial 

differential as in the Cech complex). 
T he double complex (K· '· , D', D" ) defines the cochain complex (K· , D), where 

!If = EB Kf,q, D = D' + DU
. 

p+q= k 
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(Here one checks that D2 = 0.) tl"loreoveL lL~ing Poincare's Lemma one shows 
that this cochain complex is exact (as a complex of sheaves). T herefore it forms a 
resolvent of the constant sheaf 

(d) Using the theorem about hypercohomology 7.19 we obtain that the group 
H"(Al, C) is equal to the n-th hypercohomology group of the complex Ke. However 
the sheaves Ki are flabby sheaves, admitting partition of unity, and the higher 
cohomologies with values in these sheaves vanish (see the proof of the de Rham 
T heorem). T hus we are in the same situation as in the case of calculation of de 
Rham cohomology. T he hypercohomology group of K: is Cflual to the homology 
group of the complex of global sections of Ke, 

T hus ll"UI,I,Q = ll[)(r(M,K*)) 

(e) Let us fix n . Qne defines three filtrations P, IV and IV on K· as follows. We 
put 

where F * is the natural l'lodge filtration in the space of forms on a complex variety. 
T he filtration F is called the Hodge filtration and the filtration IV is called the 
weight filtration. 
T he l'lodge and weight filtrations on K induce the Hodge and weight filtrations on 
the space 11 = ll[)( r (M, Ke)) . 

(f) Let us calculate the induced weight filtration on ll"(M) . \\le have here a situ­
ation with a filtered cochain complex . The calculation of the cohomology groups 
of filtered complexes is performed using spectral sequences. In fact, the weight 
filtration is increa,<;ing, contrary to the case in the definition of spectral sequence. 
So we use the l"Cvel'se ~eight filtration W*, Wj = \V,,_j = ffi /"q?jKP.q . \Ve call the 
spectral sequence associated with the reverse weight filtration the weight spectral 
sequence and denote it by w E~,q = E!!,q . 
\\le have EK ,q = r(M,Gl~-'vK/,+q) = r (M, K'I'P) = r (M(p+ l), [ q) (transposed 

indices!) and the differential do is induced by D' = d. We see that Er·(1 = 
Hq(M(/'+1)). 
Since GrWKP+'1 = Gr~jf KP+(I, l' + q = n the index q corresponds exactly to the 
index of the weight filtration IV. , as well a,<; to the degree of the cohomology group 
ll q(M(p+l») :::w E~ ' '1 . T hus t he terms wEf,q admit a pure Hodge structure of 
weight q. 
T he second term E~,q of the weight spectral sCfluence is nothing else than the 
cohomology group of the complex ... Hq(M (p») --> ll'l(M(p+l») --> llq(M(p+2») 
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--+ .. " ' where the differentials d 1 are induced by D" , which are composed of the 
restriction maps for components A E AI U), B E J\1(j + l), A C B. 
Of course, the differentials d 1 are lIIorphisms of pure "Iodge structures (of weight 
0) and the terms E~'(I admit pure "Iodge structures of weight n - 1'. T he next 
proposition shows that this spectral sequence degenerates here, i.e. 11"(1U ) = 
~q II' E;, - q,q . T his expansion gives the weight filt ration of JJ n( M ) : GI'~v ll"( M ) 

= 11' e;-q,q with pure I'lodge structure of weight q. 

(g) Proposition. The diffcn~ntials d'l = d3 = ... = 0 in the weight spcctml sequence. 

PnJOj. (We follow IKK]) . An element from E~ · q =w E~ · q is represented by a 
harmonic q-form wp Oil M (1,+ I) such that D" [wp] = 0 in H Q( M (p+2)), i.e. D"wp is 
an exact form on Af(p+2) . 

T he class [w,,] is defined modulo W,,+I. T hus, in order to show that d2 [w,,] = 0, it 

is enough to find a form Wp+1 E W,,+I such that D (wp + wp+ d = 0 mod W p+:!. 

G enerally, if one finds W,, + I E W p+1 , W,,+2 E W p+2, ... , w,,+q E W p+q such that 
D (w" + ... + wp+q ) = 0, then one will have all d j = O. \Ve concentrate on showing 
t ha t d2 = O. 
T he const ruction of Wp + I'S can be done separately in each (r, s)-harmonic sum­
m and. T hus we as."ume that w,' is a harmonic (1", s)-form. 
Because each summand in the skeleton .H (p+2) is a smooth projective variety we 

can apply the differential calculus on Kahler varieties (see the points 7.10 and 
7.11 ). Thus £1d = 2£10 = 400 0 = 40 0 0 = 2£15 = 4880 = 480 8. 
Because the form 1/ = D"wp is exact on .i\J (p+l) it represents the zero cohomology 
class and has zero harmonic component. T hus p = 4£18" 1,/ is well defined and sat­
isfies II = fHJ* p. Next, as rill aO .1 ker £10 , {r p has also a zero harmonic component 
and (1 = 4£1~I(aO p ) is well defined and satisfies aOp = 880

(1. From this and from 

the previous we obtain the representation 1/ = aa" "( = 8 0
(1 (the 88-Lemma, see 

[KK[ and [GHf) . 
\Ve put Wp+1 = 8,,(. Direct calculations show that D (wp + w,,+d = D"wp+1 E 

Wp+2. But DIIWp+1 represents the zero a-de Rham cohomology class (mod Wp+3). 
1·lence d2 = O. 
T he proof of the identity d:1 = (] uses the fact that D"w,,+1 is exact . O ne can again 
apply to it the B8 -lemma and repeat the above analysis, etc. 0 

(b ) Above the filtration W was defined only on the complex spaces JJn( M ,C); 
t he definit ion of mixed 1·lodge structure needs its definition on the rat ional space 
}fn(M ,Q). We have seen that the weight filtrat ion and the weight spectral se­
quence are associated wit h the cohomologies of smooth varieties II, I (j) and contin­
uous maps bet ween them. T hey are well defined over Q . 
T he rigorolL" proof uses the spectral sequence of the hypercohomology associated 

with the resolution 0 -+ Qu -+ -i oQM(1) ~ .... Namely, one considers the double 
complex whose entries are the Cech l-cochains with values in the sheaves i oQM(k ) . 
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\Ve do not present the details and refer the reader to the works of P. Deligne IDel31 
and to the paper of J. Steenbrink [Stell (see also [KK ]). T he final result follows. 

(i) Theorem (Mixed Hodge structure on semi-smooth variety). The space lJQ = 
JJ"(AI, Q) admits a Inixed lJodge structlLre such that the spaces Gl·j..lJ have IJ1L1"C 

lJodge stllLctW"C of weight k. 

(j) Example (b) revisited . Let M = J'h u Ah with smooth algebraic closed curves 
M l,2 and MI n M2 = {PI, ... , Pk}. Then the group Gr:F lJl (I\I ) is «(Iual to the 
homology group of the complex 

and Gr~F JJI(M) is calculated from the sequence 

lJO(Md fB JJo(.1I,'h) --+ JJo(Ah n M 2 ) --+ O. 

T hus Gr l JJI(M) = JJl (Md fB JJl(M2) (with h l,O(M) = h1 ,o( Md +hl,O( M2 )) and 
GrolJ l (AI) = flo,o = C k ;ctl,. .. , 1) = C k- l (with hO.O(AI) = k - 1). 
Similarly G1"2fJ2(M) = JJ2(Md fB lJ2(Ah) = JJI ,I = (:2 and Gl"llJ2(M) = 
G1"olJ2(M ) = O. 

(k) Remark. There is another possibility to choose building blocks for the reso­
lution complex K.- . instead of the flabby sheaves of smooth differential forms on 
Af(k ) one can use the sheaves of holomorphic forms 

T he corresponding complex 0 --+ (: --+ KiwI is exact (by the holomorphic Poincare 
lemma). T hus JJ "( AI) = 1Hl"(M, K. . ). T he preliminary weight filtration is the same 
as in the smooth case but as the preliminary i'lodge filtration we use the filtration 
bete FPK;'~·I = EBr:::,:p,qK.~':" This approach is preferred by Deligne . 
In the s«(luel, Ke shall introduce various mixed I'lodge structures in different situa­
tions. In all these cases there is the alternative: either to use the sheaves of smooth 
forms with their standard Hodge filt ration or to Il.<;e the sheaves of holomorphic 
forms with their stupid filt ration. \Ve shall use preferably the holomorphic sheaves. 

7.33. Mixed Hodge structure on smooth incomplete manifo ld. (a) \Ve assume here 
that .H * is an open subset of a smooth closed d-dimensional algebraic variety A[ 
such that 

where AI is a closed smooth variety and N is of the form 

NI u ... U N"" 

where Ni are smooth closed hypersurfaces with normal intersections (like Ali from 
the previous point). 
T he main tools which are Il.<;ed in the analysis of this ca<;e are: 
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- the sheaf of holomorphic forms with logarithmic singularities along N, 

- the Poincare residuum. 

(b) Definit ion. T he sheaf all 111, 

n :':/(logN) = n "(log), 

of holomo17Jhic n - fonn.s with logarithmic singularities along N is locally generated 
by the forms 

where Zl . Zk = 0 is the local equation for N in j\1 . The coefficients are 
holomorphic functions 011 AI. 

(c) This logarithmic sheaf admits the following preliminary weight filtmtion (or 
the filtmtion by the ol"deT of poles) 

0 = IV_ I C Il'o C WI c ... c IV", 

where WI, consists of forms of the type I] = 2:>'1 /\ (dZI/ Zl) such that II I ~ k. 
Here the sum runs over multi-indices and dzl/z[ = (dZ i1 ! Zit) /\ ... /\ (dz;. / Zi,), I = 
(i I, ... , il) and ']] are holomorphic forms. Thus Il!o = OAf, W I ~ {L: I]i A (dzi/ Zi) } 
etc. 

(d) Definit ion. T he Poincare r esiduum 

' IV ...... n-/ R : . 1 --+ "N(I) 

is defined by means of the formula 

near points from Ni l n ... n N i,. In other words, we integrate the form w A dz/ /z/ 
along the l-dimensional cycle {IZijl = £} in M ' = .III \ N. 
Here we put N (O) = M: thus RO is the identity. 
T he operator RI commutes with the differential d and is «(Iual to zero at lVI_I . 

T he holomorphic logaritlunic complex is used to compute the cohomologies of AI'. 
Namely we have the following. 

(e) Proposition. ll"(M',C) ~ !HI"(M, O· (log)), whcl"C!HI denotes thc hypcl'coho­
mology groups introduced in fl of this chapte1·. 

P1"00j. It is known from 7.21 that the cohomology groups of .III' are isomorphic to 
the hypercohomology groups associated with the complex of holomorphic forms, 
ll"(.III·, C) ~ !HIn(.III· , 01f ') ' T he sheaves O~f ' induce the sheaves j . OXI_ 011 M, 
where j : .i'd · --+ .H; they are meromorphic forms with poles along the subvariety 
N. We have !HI ' (M ' , OAf' ) = !HI · (Al,j. 01, .) (see Example 3 in 3.26). 
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T he isomorphism H n( M ' , C) ~ lHIn(M, O- (log)) follows now from the following 
fact: 

The complexes of sheaves j.OAf> and 0A!(log) on Mare qua.si-isom01phic (see 
Proposition 7.22 about quasi-isomorphism). 

To show the above qua'li-isomorphism it is enough to show that the complexes (of 
local sections) r ( u, OAf (log)) and r ( U, j S l A!") have t he same homologies for U = 
D I X D d- I near a point where N: XI ... XI = (]. The cohomology groups f/d'R(U n 
M ' ,e) are generated by the forms dXj/( 27rixj). Such are also the generators 
of IJ"'( r(u,j.n1f ')) and of IJm(r (U, n · (log))). This induces the desired quasi­
isomorphism. 0 

(f) Remark. In calculations of the Cech cohomologies one uses usually a coveringU 
such that a'i (Ui , n ... n Uic ' F ) = {] for q ~ 1 and Ui E U. T hen by the theorem of 
Leray about calculation of Cech cohomology (see IGod l) a(X, F) = IJ'I(U, F ). In 
all cases considered before one could choose the covering of a manifold by means 
of a polydisc U :::: D d. In t he case of the sheaf j .n;':i one should consider also 
subsets of the form D I x D d - I around the points where N = {Xl ... XI = OJ. \Ve 
have aq(U,j.O:':} .) = f/ '1((D ·)1 x D d-I, O:':;) . T he vanishing of the latter group 
for q ~ 1 is a conse(luence of the Cartan Lemma B on Stein manifolds, proved in 
IGuRol. (By the Stein manifold one means an analytic submanifold of an affine 
complex space.) Similar results are proved in the next chapter (in 8.37 and 8.38) .) 

(g) \\le introduce the weight and Hodgc filtrations on the sheaf complex n - (log): 

Wn+r = W rn - (log) 

(i.e. the shift of indices) and 

pPW (log) = EB O~·(log) . 
I.. ?1' 

(h ) Theorem (Mixed Hodge structure 0 11 smooth incomplete variety). The above 
two filtrations induce a mixed Hodge stmctul'c on Hn(M·,C). Moreover, this 
mixed Hodge StllLctUI"C docs /lot depend on the specific compactification III. 

Proof. The proof that the above two filtrations define the mixed 1·lodge structure 
relies on the fact that the Poincare residuum operator realizes a quasi-isomorphism 
of the complexes 

Recall that N(O) = III. 
(In literature the shift of indices, like i .n;,,~~i' is often denoted by adding [- r] 
without changing other indices; e.g. i . f:!N{ .. d- r] . We prefer direct indication of a 
shift , a'l above.) 
As in the previous point one ha'l to introduce the wcight spectral seqlLencc. For 
this one introduces the 1·eVC1·se weight filtration It:\, = IV_I.. , k = - d, - d + 1, ... . 0 
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of the complex n- (log), reverse to the preliminary weight filtration: (thus Gr~r = 

Gr!'~r)' 
T he first term of the weight spectral sequence IV E f'q, p = - r, ]J + q = n is equal 
to 

wEf'q = IHIn(AI,Gr!yn · (log)) 

~ ""(Ni", W -') 

~ If"-'(Ni") 
= f/ q+'lP(N(-p») . 

Because the Poincare residuum shifts the Hodge filtration, RI : F~n· --+ p.,-IO- -I, 

we have p' IHIn(M, Gr~) = p.-r 11 ,,-r(N(r)), where F denotes the natural Hodge 

filtration 011 lln-r(N(r») of weight n - r. We obtain 

T his shows that 

F"-' H,,-r(N(r)) 

p(n+r)-'!HI"( M, Gr!!'r). 

The fint tcnns E;r,,,+r of the weight spectml sequence adndt JlUl'C Hodge St1'UC­

tlLTeS of weight n + r. 

T his agrees with our introduction of the weight filtration: Gr~v.-r = Gr~ . 
Now, we should describe the differential d l : Ef ,q --> E{,+I ,(I and show that it is a 
morphism of pure 1·lodge structures. 
d l acts from lJ n- 2r (N(r)) to lJ ,,-2r+2(N(r-I)) and its description is more or less 
the following. Assume that a class from lJn-2r(A), A - a component from N(r), is 
represented by a form 1/. Let also A be a hypersurface of B , where B is a summand 
of N(r-i). Locally A = {z = o} c B. \Ve take (211"i)-ld(1/ A dlnz) as the "local" 
representative of the clas.<; d l [11]. In order to improve this definition globally, one 
replaces the form dlnz by &ln lsI2

, where s is a global section of a certain 1-
dimensional holomorphic bundle on B, «(Iuipped with some Hermitian metric 1·1. 
T his bundle is the bundle [A] associated with the divisor A and the section s has 
first order zero on A (see the point 10.10 in Chapter 10 below). 

The map d l is known as the Gysin map. It can also be defined as the composition 
11" no j . oKA 1 of homomorphisms, where 11" 2 : IIi (Z) --+ lJ2d;m 2 _; (Z) is the Poincare 
duality and j. is induced by the inclusion. 

It is not difficult to see that the Gysin map is a morphism of pure Hodge struc­
tures of weight 2. For example, the homology spaces lJm(Z) are tXluipped with 
pure Hodge structures of weight - m, as dual to the spaces lJm(Z), and 11"2 is a 
morphism of spaces with I·lodge structures. 
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The weight spectral sequence degenerates in the second tenll, i. e. d"l = d3 = ... = 0 
and Gl"n+rH"(M* ) = E:;r ,n+r is equal to the homology of the eom.plcx 

T his fact can be proved in a similar way as in the previous point (using smooth 
de Rham complexes), but we present another proof (from [Dell]). 
T he Hodge filt ration is the filtration bete on the sheaf fr (log). T his filt ration 
induces Hodge filtrations F - on wEr· q (and on wEf''I, I" > 1). One can see that 

the differentials d1 , d"l,' .. are compatible with F e; dr F" c Fa and drT c T. \Ve 

have E~"I = fB Fa(E~,q) n r(E~''1) = EB Fa n r. I3ut then dr (Fa n F') c 
a +b"' q 

-d Fa n F in E~+r,q-r+l. It is clear that the latter intersection is zero. 
I3ecause the Poincare duality and the Gysin map are well defined over Q, the 
weight filtration is induced from a filtration of JJ"(M*, Q) . \Ve omit the rigorous 
proof of this fact. 
T he sec~nd statement o~l'heorem (h) states that: if we take ~other emb:dding 

Al* c AI, with smooth IH and with semi-smooth complement Al - M* = N, then 
the corresponding filtrations on the sheaf complex O!....(log N) lead to the same 

M 
mixed I'lodge structure a.<; defined above. \Ve omit the proof of this property. 0 

(i) Remark. The weight filtration has the form 

0 = IVn _ 1 C IV" c ... C IV"lt! = JJ"(M) 

and j * maps JJ"(M) onto W n . 

W Example. Let M* = M \ (Pj, ... ,pd, where M is a smooth compact curve. 
T hen Grl JJ 1 (,U *) is calculated from the sffluence 

and GI"2 JJ 1(AJ *) from 

(] --+ EB JJO(p;) --+ JJ2(M). 

\Ve find Gl"lJJ l (M*) = Hl (AJ) with h l ,O( AJ *) = hl ,O( AJ) and GI""lJJ1(M*) = 
H Ll = CJ,·-l. 

(k) Remark. Instead of dealing with the holomorphic logarithmic complex with 
its stupid filtration we could deal with the smooth logarithmic de Rham complex 
["(log) = fB [f!,'1 (log) = EB OP(log) 0 [O,'I (of smooth forms containing dz;jzi, dZj 

and dzJ,.). The preliminary weight filtration is the same as in the holomorphic ca.<;e 
and the Poincare residuum identifies the graded sheaves with t he smooth de Hham 
sheaves on N (J,·),s. Qne can show that JJ"(.1I,J*) is tYlual to the n-th cohomology 
group of the complex of global forms from [ - (log) with the external derivative as 
differential, i.e. to the logarithmic de Rham cohomology group. The natural weight 
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filtration and the standard 1·lodge filtration a.<;sociated with the expansion into 
(]1, q)-components induce the mixed Hodge filt rations on the logarithmic de R ham 
cohomology group. The latter coincides with the above mixed Hodge filtrations of 
the hypercohomology group of the holomorphic logarithmic complex. 

§4 Mixed Hodge Structures and Monodromy 

7.34. Degeneration of algebraic manifo lds and limits of Hodge s tructures. Consider 
a family X r , t E D = {It I < I} of algebraic closed manifolds degenerating at t = O. 
r-.-rore precisely, we have a holomorphic llIap f X --+ D with smooth compact 
algebraic fibers X t = f-l(t), t #- 0, and such that the non-smooth X o does not 
need desingularization (union of smooth divisors with normal crossings) . T hus we 
have a degeneration of algebraic manifolds (semi-stable or not). 
For each t i: (] and any integer n, the group JJn(x t , e) (with the rational subgroup 
JJn(Xt, Q)) admits a pure 1·lodge structure. Although the groups H "(Xt ) do not 
change with t, the 1·lodge structure depends on t. The Hodge filtration p':l :J p tl :J 
... depends on t. 
The spaces JJn(xt. e), t i: (] organize themselves into the cohomological bun­
dle 1t" above the punctured disc D' = D"",-O; it is the local system called also 
the n-th direct image of constant sheaf and denoted R" j . e x -Xo. On each fiber 
JJn(Xt,e) (of the bundle 1t n), the monodromy operator 1H associated with the 
simple loop in D' acts. T he monodromy operator preserves the integer lattice 
JJn(xt , Z)/Tol" and the rational subspace JJn(Xr, Q) . T he bundle 1t. is tYluipped 
with the Gau5.'l- lvlanin connection Y'. The Hodge subs paces F[ also organize them­
selves into bundles FP on D '. 

One of the aims of this section is to study the limit of the 1·lodge filtrations in 
JJn(Xt} as t ____ 0. It turns out that the limit filtration ceases to generate a Hodge 
structure. But one can introduce a certain weight filtration so that both filt rations 
together define a mixed 1·lodge structure called the limit mixed Hodge structlL1'C. 

Of course, in order to compare the Hodge filtrations (for different t's) one has 
to fix some (complex) space JJoo with isomorphisms H" (X t ) ____ JJoo . T he Hodge 
filtrations in H" (Xt ) induce a family of 1·lodge filt rations in Hoo and the weight 
filtration is defined in JJ 00 . 

In \V. Schmid's and .T. Steenbrink's approaches the choices of the space JJoc- are 
different and the weight filtrations are defined differently. However, their mixed 
1·lodge structures turn out to be isomorphic. 
In the whole section the integers d = dim X and n (for JJn(x t )) are fixed. 

7,35. T he Schmid's limit mixed Hodge structure, \Ve sketch briefly Schmid's ap­
proach to this problem (see ISchml). 
T his approach is based on the period mapping <I> D' ____ D introduced in the 
next section. Here D is a homogeneous space: it consists of all Hodge structures 
(with polarization) on a fixed vector space JJ = JJoo modulo action of some alge-
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braic subgroup of GL(H ) (like the Gra<;smann variety). The period mapping is a 
multivalued holomorphic mapping. 
\Ve get a family of Hodge filtrations 11 = F? J Ft

1 ::J FI' = 4> (Ff). Because 

<I> is multivalued , the limit of Fr, t --> 0 may not exist. However , after small 
modification, the spaces 4>(t- log At/hi FI') = 4>(r log M~/2r.; FI') , where Mu is the 
unipotent factor of the monodromy operator M restricted to JJn(xt ), tend to 
limits F!:.o. Here the I·lodge filtration is invariant with respect to the semi-simple 
factor M .• of M. 
T he limit filtration does not generate a Hodge structure in 11 but it induces a 
mixed I·lodge structure, when one introduces the weight filtmtion in 11 a<; follows. 
Let N = log AI" which Ke treat a<; acting on JJ. It is a nilpotent operator and 
there exists m such that N'" -::j:. {] = N"'+ I . T he weight filtration is of the following 
form (of length 2m. - 1 and with \V" in the central place) 

o c \V,, _m C ... C IV" C ... C W ,,+1n = 11. 

\Ve put IV ,,_m = ImNm and \V,,+( m_l ) = kerNm; thus N'" realizes isomor-

I · b t G LV,,+m d G IV N t d fi II P llSln e ween 1""+,,, = IV" + (,,, 1) an I"n_m = n-m . ex, we e ne Ie 

following filtration on W";{"'_'I: one I)uts W "_(,,,_ l ) = lin (I\rm - II W"_h~_!) ) and 
\I "", IV"", LV"", 

IV" ; (,,, Zl = ker(Nm-IIW"+('" '1 ). The same is done with W"H'" ": II;" (,,, O) 
\I " ,,' W" ,,, LV" (m 1) II " (,,' 1) 

= 1m (N",-21 11;"+(,,, 2}) and lV"+(,,, ." = ker (Nm-'l I Il;"±C,,, 2\) etc . In this way 
II " (m 1) LV" (,,' 1) \I " (,,' 1) 

we define the whole weight filtration. 
It ha<; the following properties (see Figure 6): 

N(Wj) C Wj_'l , 
N k : G1·,,+k -+ Grn_k is an isomorphism. 

T hus Schmid's weight filtration is determined completely by the monodromy op­
erator. \Ve call this construction the monodromy weight filtration with central 
index u. It is defined over Q . 
T he most difficult part of Schmid's approach is the proof that the filtrations {F!:.o} 
and {W)} define a mixed I·Iodge structure. That proof is essentially algebraic: it 
uses a certain Deligne cia<;sification of pure I·Iodge structures invariant with respect 
to action of the Lie algebra s[(2, C). 
\Ve do not present this proof and we shall concentrate on Steenbrink's geometrical 
approach. 

7.36. The Steenbrink's limit mixed Hodge structure. We follow [Stell, [Stell. 
(a) Firstly we define the fixed space 11 , where the varying I·lodge filtration achieves 
its limit. 
Let H = {1m z > O} be the upper half-plane which is the universal covering of the 
punctured disc D* : z -+ t = Chi"" . \Ve put 

x "'" = X X n " H = {(x,z): f( x) = Chiz } 
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(i.e. a covering of X \ Xo). \Ve denote 11" : X "", --+ X the projection onto the first 
factor. 
T he fixed space H is defined as 

Of course, the space X"", is homotopically equivalent to a non-singular fiber X I 
and JJ :::: H"(Xb C) . \Ve can treat JJ as limz~i"'" JJ"(Xt). 

(b) The limit mixed Hodge structure is introduced in JJ"(X"",) in a way to agree 
with the mixed 1·lodge structure on the singular fiber X o (see the point 7.32). 
Because X o is a deformation retract of X , we have the isomorphism JJ"(Xo) --+ 

JJ"(X). On the other hand, the inclusion X t --+ X induces the homomorphism 
JJ"(X) --+ JJ"( X t ). Composing these two homomorphisms and pa.<;sing to the limit 
t --+ 0, we obtain a homomorphism JJ" (Xo) -+ JJ"(X"",). The latter should be a 
morphism of spaces with mixed Hodge structures. 

(c) Define the following sheaf of relative logarithmic holomorphic forms 

O~/D (logXO) = n~/D (log) 

as t he sheaf of logarithmic holomorphic forms modulo dt = df. It means that 
n~~/D (log) = nk (log)j rOb(logO) A O~~-l (log) . 

T he rest riction of the complex of sheaves O~"'/D (log) to any non-singular fiber X t is 
the same as the usual complex O~ ... , of holomorphic forms on Xt. (T he restriction of 
a sheaf F on X to an analytic subset Y is denoted usually by F 0 0 x Oy = F 0 0y. ) 
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For t = (] one also has the restriction to Xo, i.e. DX/ D(log) x OXo. However here 
the sheaf OXn of germs of regular functions on Xo does not consist of reduced 
rings OXo(U) (they contain nilpotents). For example, near a point Xo E Xo where 
f = x~·', kl > 1, we have Oxo,xo :::: Oo(Cd) /(x~·') and the function Xl is a nilpotent 
element of the local ring. 
In order to avoid exces.'live notation we shall sometimes avoid the tensoring by 
Ox,. 
T he next proposition is an analogue of P roposition (e) from 7.33. 

(d) P roposition. We have 

In particlilar, the gmups Hn( xr, DX/ D(log)) have cOllstant dimension on D and 
define a pmlongation of the cohomological bundle If from D' to D . 

Proof. The second statement follows from the fact that dim I1'~Xt) = dim fI'~X ""') 
for t =I- O. 
Of course, we have Ifn(x""" C) :::: IHI"(X """ Dx",,) (the hololllorphic de Rham the­
orem). The latter hypercohomology group of X "", is the same as the hypercoho­
mology group of X, but with values in the direct image under the map IT. of the 
sheaf of holomorphic forms 011 X"",: Hn(x,lT. n~ ... "J, where IT : Xco --;. X is the 
projection (see Example :~ in 3.2fi). 
Next X is contractible to Xo. T hus the group Hn( X,lT . Dx",,) is the same as the 
limit lim-+ lHI"( V<,1T . n~ ... ",,) where the sets V< = {If(x)1 < f.} forlll a system of 
neighborhoods of Xo. T he latter limit group can be interpreted as the hypercoho­
mology group of Xo with coefficients in the sheaf complex whose groups of local 
sections are germs of 1T. Dx"" with center at Xo, treated as Oxo-moduli. T he latter 
sheaf is denoted in literature by i·lT . Dx"", where i: Xo -+ X. (If g: AI -+ Nand 
:F is a sheaf on N, then g- :F(U) = Iim-+:F(V), g(U) C V.) 
Proposition (d) is derived from the following. 0 

(e) Lemma. The two sheaves on Xo: i*lT.nx"" and nX/D(log)) 0 0xo arc qlLasl­
isomoryJhic. 
More precisely, let Xo E Xo be such a point that f = x~' ... x7' ncar it. Let 
k = gcd(kl' ... ' k l ) and ki = m;k. Then the stalks at Xo of the q-th local coho­
mology gmups (i.e. the dil"CCt limits of the systcm of groups Ifq(r (U, P* )) ove,· 
ncighbodwods U of xo) of the above two COmlJlexes aI"C genemted by the forms: 

t-a/k (n x;";) a din Xi, /\ ... /\ din Xi., t = e
27riz

, 

alld by 

(n x;";) ad In Xi, /\ ... /\ din Xi. 
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,"cspcctivcly. Hcn~ a = L ... , k - 1, 1::::: i I < i2 < ... < 'i q ::::: I, the rational form.s 
d In Xi = dx;j Xi a7'C subject to the relation 

L: k;. dlnx; = 0 

and the multivalucd function t-a/ I.- is univalent Oil Xoo. 

Proof. (1) T he system of open sets U = If.: n {Ixl < ']} forms a fundamental system 
of neighborhoods of Xo. \Ve calculate 

\Ve have 
1T- 1 (U) = {(x, z) : n x~'; = e2r.iz, Ixl < 1/, Imz > C}. 

T his set is homotopically equivalent to 

F ~ {y E ell Ilu:' ~ I}. 
T he set F forms a disjoint ullion of k components each of which is isomorphic to 
(C")I- l . 
T he fUlIction T = yi"' ... y;'" generates f/o(F,C) = reI:, treated a.'l a C-algebra. 
T he forms din YJ E JJ I (F, C) generate H ' (F, C), as the Grassmann IJO(F)-algebra. 
T hese generators are subject to the relations Tk = 1, L k;· dlny, = O. 
In 7r- 1 (U) the function T becomes t- 11k 0 x;'" and the forms dlny; pass to the 
forms d In Xi. 

(2) Recall the definition of the Koszul complex on a C-algebra A with operators 
D 1, ... , D~. (acting on A). It is the complex 

where dUc;, A ... A c;,.) = L D;(f)c; A Ci, A. A Ci" are the differentials. Here 
f E A and c I, ... , ek. is the canonical ba<;is in A k. It is an ea<;y fact that: 

If at least one of thc opcmt01·s Di is bijcctivc then thc Koszul complcx is cxact, 
i.c. it has zcm cohomology gmups (is acyclic). 

Let us calculate for example the first cohomology group. If L fie; lies in the kernel 
of d, then Ddj = Dj /;. Assuming that Dl is invertible, we find fj = Dj(D1

1 fd = 
Djg; thus L fie; = dg. 
Let us pass to calculation of the local homology groups of the sheaf complex 
n~"'/D (log) 0 OXo near a point Xo a<; above, where f = x~·' ... x~·'. \Ve can also 

assume that I = dim X (because we can contract the neighborhood U n Xo along 
t he eventual additional directions). 
It is ea<;y to see that the complex r(unXo, n~"'/D (log)) is isomorphic to the Koszul 

complex on A = C{xJ, ... , xd = Oo(CI ) (the local ring of germs of analytic 
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functions) with the operators D; = XiOx ; - (k;jkl)XIOxp i = 1, ... , 1 - 1. The 
cohomology of this Koszul complex is computed monomial by monomial because 
D; are homogeneous. One gets a nonzero contribution only from those monomials 
on which Di are all zero. Because D;(x~' ... xr') = (a; - alk;jkdx~' ... x~', this 
amounts to saying that x~ ' ... xr' is a power of x~'" ... x;"' . 0 

(f) The case of semi-stable degenemtion. We introduce the limit mixed Hodge 
structure firstly under the assumption of semi-stability. \Ve know from Clemens' 
proof of the monodromy theorem 4.71 (in Chapter 4) that the monodromy operator 
is unipotent in this case. In ISt e11 the limit mixed Hodge structure is introduced 
under the assumption of unipotency of AI. 
The semi-stability a.<;sumption says that locally f = XI ... XI and the (ringed) 
variety (Xo,Ox o) is reduced. T IIIL<; we avoid some algebraic complications. 
It is ea.<;y to introduce the I·lodge filtration on H"( X " .. ,,, C), it arises from the 
filtration bete of the relative holomorphic logarithmic complex. 
T he weight filtration should arise from the intersections of components of X o. 
Assume that 

XO = Y] U ... UYN 

(with normal intersections) and denote y (k·) the k-th skeleton of Xo a.<; the disjoint 
union of k- fold intersections Y; , n ... n "Y,k (see 7.32 above). 

(g) The complex A· . We want to replace t he complex of relative forms (where we 
divide by dint = I:dln x;) by some more natural complex . lvloreover, this new 
complex should be quasi-isomorphic with 0 x / o (log). 

T he mapping w --> w /\dln t defines a homomorphism of sheaves (restricted to X o) 

0: 0x/ o(log) --> O-+I(log)/WoOH I(log) (forms with at least one pole); here W. 

is the preliminary weight filtration of the holomorphic logarithmic complex (by 
order of poles, see the point 7.33(c)). But 0 is not a quasi-isomorphism. In order 
to get a qua.<;i-isomorphism one should be able to associate with a local closed form 
1/ on U C X, a closed form from r (U, 0 x / o (log)); for this one needs din t /\ fJ = O. 
So, a natural differential should be D = d' + d", where d' = d and d" = din t /\ ( .) . 

But the image of d" lies in 0 - + I (log) / 1V ] 0 -+ 1 (log) (forms with at least two poles). 
T his suggests introduction of the complex 

m 

A m = EB om+I(log)/l VqOm+ 1(log) = EB A m-q,(I, 
q= O 

with the differential D = d' + d" a.<; above. 
T he map 0: 0 x / o (log) --> A- 'o induces a homomorphism into A - . It is not difficult 

to show that 0 is a qua.<;i-isomorphism between 0 x / o (log) and A - (see ISte11 for 

details). 

(h ) Definition of t he limit mixed Hodge s tructure. Let us fix n . Using the quasi­
isomorphism 0 and P roposition (d) we obtain JJn(Xoe,C) :::: IHIn( X o, A *). T he 
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mixed I'lodge structure on this space is induced from the following two filtrations 
on the double complex A-'- . 
T he (decrea.<;ing) Hodge filtration is equal to prAm = EBp?r A P,m-p . Notice that 
P(A- ) is the stupid filtration induced from the filtration bete on 0X/D (log). Later 
we will interpret the filtration P -H"(X"",) as a limit of the filtrations P- JJn(Xr) 
(see the point 7.37(h) below). 

The (increasing) weight filtration is tYjual to W n+rA m-q,q = (1V2q+r+d W q) on 
o m+ l (log); here 1" can be positive and negative as well, but q + 1" ::::: O. 

-
AM 

I~ 

of---- W 2Q .,.r+ l -----~~--

~W. 

W,/W_c 

Figure 7 

(i) Theorem about the limit mixed Hodge structure. The above filtrations induce 
a mixed Hodge structm'e in JJn(xc .. co). 

Proof. We have W ,,+r/W n+rl = W 2(/+r+l / W2 q+r (Oil o m+l(log)). By Poincare 
residuum this sheaf is isomorphic to i. fI.';:;;:J-:;,) (i.embedding). Therefore 

G W A m _ ill .' O m-2'!-r . 
r,,+r - W q?O,-r I . )'(OH'+ ' ) ' OJ 

Calculating the hypercohomology of this we get 

""(X G,> A ' ) - ill JJ n - 2q-r(y (2q+r+l)) - illH 
0, n+r - W - W r ,q ' 

q? O,-r 

Each component JJr,,! admits a pure I'Iodge structure as the cohomology group of 
a closed non.singular algebraic variety. 
T he weight of this pure Hodge structure is calculated a.<; follows. Let P be the 
filtration bete of O- (log). We have 
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and hence P"lJr,q = p"-'I- r lJr,q. Because 

the pure weight is n + r. 
T he groups EB'j lJr,q form the initial terms w E~r,"+r = E~r,. of the weight spec­
tral sequence of hypercohomology of A- associated with suitable reverse weight 
filtration. T he differential d l (of this spectral StYluence) acts differently on different 
components lJr,q . \\le have the maps 

they can be induced by inclusions of components, by Gysin maps between compo­
nents and by compositions of these. This suggests that d l consists of morphisms 
of pure 1·lodge structures. 
T he weight spectral sequence degenerates at the second term lJ"(X"",) :::: 
EB w E:2"r,n+r and w E2r,n+r is the r-th homology group of the complex -> 

EB q;:C:O,_ r lJr,q -+ EBq2:(),-r+1 lJr_ Lq -> Proof of this fact is the same a.'l the 
proof of the analogous statement in the ca.'le of an incomplete manifold (see the 
point 7.33(i)): it uses the fact that the differentials d 1, ck, . .. are compatible with 
the filtrations P- and r . 0 

0) Thc case of not scnti-stable dcgencmtion. In this ca.~e the monodromy operator 
can be unipotent as well as not unipotent. Steenbrink treats the general (not 
unipotent) ca.'le in [Ste2 1. 

As in the points 4.06, 4.07 in Chapter 4 we apply firstly the ba.'le change D = D -> 

D , 8 -> t = 8
1 a!!d replace X by X x n D with the projection j : X x n D -> D. 

Because X x n D is usually not normal space. one introduces the normalization 
n X -+ X Xn D. Let j = jon X -> D; it plays the role of semi-stable 
degeneration. \\le have the diagram 

X " XX n D X - -Ij Ij l! 
D ~ D - D 

T he variety X is an orbifold (or V-manifold); it is covered by subsets of the form 
U IG where U ;:" Cd and G is a finite subgroup of GL(d, C). 
T he V-manifold ha.'l singularities of codimension ::::: 2. (T he elements of G are 
divided into: rotations with smooth quotient and other elements with at iea.'lt two 
eigenvalues different from 1. ) 
T he latter fact allows us to extend the sheaf and Hodge theories to any V-manifold 
Z (see T heorem 3 in the point 5.30). In particular, the complex 0- = j.nZ_ .• ing(Zj 
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(j - embedding) is a coherent resolution of the constant sheaf and defines the Hodge 
structure H"''I(Z,q = f/ '1(Z,fI.r) C lHlP+q(Z,fi*). 
If Z is projective, then the lGillier form (induced from the FUbini- Study metric) 
defines an integer cohomology cla.<;s w E ll"l(Z,'l..) (as in 7.10) . Also the notions of 
primitive cohomologies and polarization have the same meaning as in the smooth 
projective case (see the points 7.11 and 7.12). For the proofs we refer the reader 
to the work of Steenbrink. 
Let us return to the map 1: X --> :5 with the fibers X .• = 1-I(S). As in t~e semi­

stable case, one introduces the space X "" = X x oH whicll is t he same a.<; X x fiH. 

Also analogously one constructs the holomorphic logarithmic sheaves il"(log Xo) = 
il1'(log) and the holomorphic logarithmic relative sheaves ili 10 (log) . One has 

JJn(x",,) = lHIn(xo, ilg/fi(log)). The corresponding complex A , with Hodge and 

weight filtrations, is defined in t he same way. T hus the mixed 1·lodge structure in 
JJn(X",,) is defined. 

(k) The colwmological bundles on :5 and D . The system of spaces H~' = 
lHI"(X~, ilR/fi (log)) (of constant dimension) is glued together to a vector fiber 

bundle fin -+ :5 (the cohomological bundle). T his bundle admits the Hodge fil­

t ration F.;/Fr l = ll ,,-p(x..,ili/o (log)) . Using the upper semi-continuity of 

dim F.f with respect to s (see IHaRD and (topological) triviality of fi", one gets 
that the corresponding fibrations pi are also (topologically) trivial; (the sum of di­

mensions is constant). The sheaf of local sections of fi" is the hypercohomological 

sheaf: ociin) = R"i"ilX/fi(iog) . 
- -

Applying the finite-tO-one maps X --> X , a: D --> D we transform the bundle 'H" 
to bundle H n above D with the fibers lHIn(xt, nxl o (log)) and with the analogous 
Hodge subbundles P'. The bundle H n and its Hodge subbundles FP are trivial, 
i.e. the corresponding sheaves of sections are locally free of finite rank on D . 

7.37. Limit mixed Hodge structure and monodromy. (a) T he cohomological bundle 
above the punctured disc D" , H " lx· --> D" admits the Gauss- lvIanin connection . 
It is defined by the condition that sections represented by continuous families of 
cocycles ¢t, taking values in the integer lattices JJn(Xt,'l..)/Tol", are horizontal 
with respect to this connection, \7 fJ/fJt¢t == O. 
T he GalL'>8-~·I allin connection is defined also as a morphism of sheaves on D ", 

" , 0 (11") _ \lb. '" 0 (11") ~ \l' (11") 

(thus \7 a(t)fJ/Dt is a section of the sheaf of endomorphisms of H n) . 
T he Gauss- !lhnin connection can be defined cohoillologically. Note that we have 
the exact 5e(luence of de Rham complexes on X" = X - X o 

O n ' [ . -1 II c * [ 0 0 - "0. 181 x'/o · --> <.-x - --> x -/ o ' - ' (4 .1 ) 
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where [\.. j D. = [\../,...., (with the €(Iuivalence dt /\ wp
-

J 
'"" 0) are the relative de 

Rham sheaves. We know also that Hi' = Hd'(r(Xt , Ex . j D. )), cohomologies of the 
complex of global sections of the relative de Rham sheaves. 
T he exact s€(luence (4 .1 ) induces the long exact S€(luence of cohomologies 

Let us calculate the connecting homomorphism d. If Wt is a family of closed forms 
on X t (i.e. it defines a closed section of [X-jD-)' then it arises from a form w on 

X· as a rest r iction , Wt = wix,. Next one takes dW; it belongs to the image of the 
map n J 0 [n ---+ [,,+1. Thus dw = dt /\ II, where 1/ = dW/dt is the Gelfand- Leray 
form. One puts J[wtl = [II]. 
If L1(t ) is a family of cycles, which are horizontal with respect to the Gauss-~· .. Ianin 
connection, then we have * (w, .6.(t)) = (V'{Jj{}tw,L1(t)). But , by Lemma 5.12 and 
remarks after it, the above derivative is €(IUal to (dW/dt, L1(t )) . Therefore the cla.<;s 
[1/1 = d[W] is €(IUal to V' aj8t[W], i.e. we have V' = o. 
T he above can be repeated in the case when the smooth de Rham complexes 
are replaced by complexes of sheaves of hololllorphic forms O~ ... . , O~"" /D ' and 
the de R ham cohomology groups are replaced by the hypercohomology groups. 
T he Gauss- fl'lanin connection becomes the connecting homomorphisms in the long 
exact s€(luence of hypercohomologies. 
T he latter (holomorphic) construction ha.<; extension to the cohomological bundle 
above the full disc. One ha.<; to replace the sheaves of holomorphic forms by the 
logarithmic holomorphic de Rham sheaves, More precisely, the following is true. 

(b) P roposition. The Gallss- Manin connection V': O(1{n) ---+ O l (1{n) is equal to 
the connecting homomorphism in the long exact sequence of hypercohollwlogies, 
l.e. 

lHIn(X t , O~"'jD (log)) --+ lHIn+J(Xto n b (logO) 0 n X/ D(log)) 

:::: lHIn(xto 0 X/ D(log)), 

associated with the ShOl·t exact sequence 0 --+ Ob(log O) 0n~/h(log) ---+ 0x(log) --+ 

n~"'jD (log) --+ O. 

(c) The monodromy opcmtOl·, called also the Pical'd- Lefschetz tmnsfonnation, acts 
on the fibers of the cohomological bundle over D O: M t Jif ...... 1{~ . Any two of 
them are conjugate. 
Because the cohomological bundle extends to the whole D , we have the limit 
operator III = IIIo: Jig --+ Jig. T he latter can be defined by means of the Gauss­
Manill connection. 
Define the residuum of the Gauss- Manin connection ResV' : H8 --+ H fj as the 
composition rcs 0 V', where rcs: a(t)dlnt 0 1/ --+ a(O)· 1/. 

\Ve have tdw/dt = RC8V'(W) + Ott ) and, after performing calculations of the 
monodromy operator with t = (C iO , ( --+ 0, 0 E [0,21T], we get the following. 
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(d) P roposition. Mo = exp(21TiRes'V). 

(e) Let us express the action of M = Mo on the limit mixed Hodge structure 
introduced in the point 7.36. Assume firstly that the degeneration is semi-stable. 
T hen X o is reduced and 1\1 is unipotent. Denote 

N = log M = 27riRc8·<;::1. 

Because the mixed Hodge structure is introduced by means of the auxiliary com­
plex A- and 'V has cohomological interpretation, we introduce an auxiliary short 
exact sequence of coherent holomorphic sheaves containing A- . Namely, there ex­
ists some complex S- and the following commutative diagram with exact rows and 
vertical qua.'ii-isomorphisms: 

0 fI ~"'/b(log) 
dIll 1/\ 

fI ~ ... (log) fix (log) 0 - - - -
! rllntA j a ! rllntA 

0 - A *-I - BO - AO - 0 

T hus Res'V is the connecting homomorphism 1HI"(X o,A - ) - 1HI"(X o,A- ). 
T he complex S- consists of the blocks 

a m - q.q = A ",-q-I.q tIl A "'-q,q 

and the homomorphism a fI :Z;(log) _ a'" is defined as w _ (w,w A dint) E 

Am-I ·° tIl Am.O; (recall that A "'-q ,q = fI "'+I (log)j Wqfl"'+I(log)) . The differential 
rlB = d'o + d'iJ, d'o sm- q.q _ a ",-q+I,(/, d'iJ s "'-q,q _ a ",-q·q+1 should be 

chosen to satisfy a(Dw) = rlBa(w). T herefore rlB(w, w Ad Int) = (dw, dw Ad In t) E 
A m-q.O tIl A ",-q+I ,O . The following choice is natural: 

rl'o(W],W2) = 
d'iJ(lJ.h,lJ.h) = 

where the operator 

( dt,,)], r1w2)' 
(din t A WI + ]J(lJ.h), din t A W2), 

I): A "'-q,q _ A ",-q-l,q+1 

equals (- 1)'" times the canonical projection w2( mod W q ) - 'P2(mod lVq+d (see 
the point 7.36(g)) . 
One checks that: 

Thc connccting homOm017Jhism of hYPcI"Cohollwlogies is induced by thc cndol1wl'­
phism I), i. c. 

Res'V = I). 

\Ve see also that l) : Hlj A - ____ \Vj _ 2 A - and that lJ r : Grn+rA- ____ Grn_rA- is an 
isomorphism. Moreover l): F" A* ____ FP-I A- . 
Because the endomorphism I) = Res'V of1io is conjugate to N, also the operator 
N possesses the above properties. 
In the general situation we have the Chevalley decomposition M = .1I,1,A[", A[, -
the semi-simple part and A[" - the unipotent part. One has M.! = id, where l is 
the order of the ramified covering 0: : jj ____ D . \Ve put N = log A[I = l . log M". 
T he general result is as follows. 
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(f) Theorem (Action of monodromy on the limit mixed Hodge str ucture). 

(1) The opemtor N satisfies the pmpel·ties 

N: IVj --+ W. 
N: FP --+ FP- l , 

i.e. it is a l1W17Jhism of the limit mixed Hodge stl·uctm·e of weight - 2. 
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(2) The map N T realizes an isomorphism between G1"~~T and G1";'\~ r. In partic­
ular, the weight filtration is completely determined by the unipotent Palt of 
the monodromy and is defined on the rational cohomology /In(X<:o, Q) . 

(3) The opemtor AI. is an automorphism of the limit mixed Hodge stmcture. 

Proof. We have AJI = exp(21TiRe89) where 9 is the Gauss- !lhnin connection of 

the cohomological fibration it associated with the degeneration X --+ :5 (see the 
point 7.3(0)). T hus the proofs of the points (i) and (ii) are the same as in the 
semi-stable case. 
To prove the point (iii) one must notice that the semi-simple (i.e. diagonal) 
part of the monodromy is the same as the action of an automorphism A * on 
1HI"(Xo,Og/5(log) induced by the diffeomorphism A of X defined as the lift of 

the rotation 8 --+ e27ri / 1 s of the ba<;e D. T his is shown using local calculations as 
in the proof of Lemma 7.36(e)). 
T he fact that A * is semi-simple and preserves the mixed Hodge filtrations follows 
from the fact that it acts diagonally at the sheaves f:! ~~ 10 (log) 0 0 Xo and preserves 

the skeletons y(j l . \Ve see also that A * is per iodic with period I, which implies 
that the eigenvalues of M, are roots of unity of order 1. 0 

(g) Corollary (The monodromy theorem). We have (AJ I - /),,+1 = O. 

(h) The Hodge filtration on ll"( X "",) as lindt of Hodge filtrations on H"(Xt ). We 
consider the case of semi-stable degeneration: in the general situation one must 
change notation by adding the tildes. 
T he Steenbrink's Hodge filtration on /In(x<:o) = 'H.(j is defined a<; f(i = ..1"- lt=o, 
where P' c 'H." are holomorphic subbundles. T he fibers of the corresponding 
graded bundles are 1l" -1'(X(, n~/D (log)) = G1·~1l"(Xt). In this sense the Steen­
brink's Hodge filtration is a limit of the 1·lodge filtrations arising from smooth 
closed varieties. 
Schmid introduced the limit 1·lodge filtration in another way. If z E H (upper 
half-plane) and t = Chi.:: E D* , then the inclusion X t --+ X<:o = X XD H induces 
varying 1·lodge filt ration in lln(x"",), which we denote by Ft- T his family is multi­
valued, but the switched family fit = c-zN'Ft = t-N/hiFt , Nt = logAlt defines 
a single-valued map from D* to the corresponding variety of flags of subspaces of 
/l"(X"",) . Schmid proved that the limit F~ = lilllt -+o i t exists. 
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Note that the Steenbrink's filtration :F(l is invariant with respect to the action of 
the operator c zN = 1 - zN + ... + (_zN)d Id!, N = 10gMo: cuN:FS = :FS. It is 
because c-~N = JU-z and j\1 preserves T · . 
\Ve compare the two families of filtrations of JJn(xoo): t-N/27fiF(~ and 
t-N, / hiFt. The distance between T(l = F~ and Ft is of order O(lt l) : also 

liN - Ntl l = O(lt l) . Because IIr- N ,/27ti li = O(lnd It!) we get that di.~t (Pt , F(~ ) --+ 0, 
i.e. F!, = f(; . 
By Theorem (f) the Steenbrink's limit weight filtration is the monodromy weight 
filtration with the central index n . It coincides with the Schmid's limit weight 
filtration (see its definition in the point 7.35). T herefore: 

The Steenbfink 's limit mixed Jlodge stl"1~cture coincides with the Schmid 's limit 
mixed Hodge strlLctw"C. 

(i) Brieskorn's proof of the first part of the monodromy theorem. \Ve use here 
an opportunity to present a clever proof by E . Brieskorn IBriel of the fact that 
eigenvalues of./ld are roots of unity (the first pal·t oj the IIwnodromy tlleOl"c11I). 

Its ingredients are: the affirmative solution (by O. A. Gelfond IGel1 and T. Sclmei­
der [Schn]) of Hilbert 's VII-th problem (if 0: and chi.:> are both algebraic numbers, 
then 0: E Q) and algebraicity of the eigenvalues of the residuum of the Gauss­
r-.-ranin connection. 
One has to prove algebraicity of the eigenvalues O:j of the operator Res V' (see the 
points (a), (b), (c) and (d) above). It is done as follows. 
Let (1 : C --+ C be an automorphism of the number field C . Applying (1 to coef­
ficients of the Taylor expansions of functions and of differential forms , we obtain 
the extension of (1 to the sheaves Ox, n 1(log{]) , n~/s(log) and to the Leray 

sheaves O(h'n), O(h'p,q) = Rqj. n:;"/s(log) . The automorphism (! commutes with 
the action of V'. In particular, it permutes the eigenvalues of ResV'. 
If some eigenvalue H j is not algebraic, then for any other non-algebraic number j3 
there is an automorphism a sending O:j to it. One can choose j3 such that e27ri/3 
is non-algebraic. However, we know that ehi" j is algebraic, hence the number 
(1(e27rio j) is algebraic too. \Ve have a contradiction. 0 

7.38. Example (The Morse degeneration). Consider a degeneration 9 : Z --+ D such 
that the Zt = 9- 1 (t), t '" (] are smooth closed algebraic varieties and Zo ha<; unique 
Morse singularity; i.e. locally 9 = z? + ... + z3 . By applying the blowing- up (once) 
one obtains a d~eneration j : ~ --+ D satisfying the a<;sllmptions of this sectioll. 
One has Xo = Zo + E , where Zo is the smooth strict transform of Zo and E = 
C p d-I is the exceptional divisor with llIultiplicity 2: locally j = Z2(UY + ... + u3), 
z E (e,O), U E C p d-I . Zn n E is a quadric in C p d-I . Application of the ba<;e 

change t = S2 gives X x D:5 = {z2 (l1i + ... + 113) = 82}. T he normalization of the 

latter space is a smooth variety X = {Z"I! = S,"I!2 = ui + ... + 11~} with j = zv, 

Xo = Y1 + Y2 , Y1 ~ Zo and Y2 = { z = 0, v2 = lli + ... + u~} a 2-fold covering of 
E ramified along Zn n E = Y1 n Y2 . 
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In calculations of the weight filt rations on ll"(Xoo), one uses the cohomologies of 
y (j), where y (l} = YI U Y2 (disjoint union) and y(2) = Y1 n Y2. T he components 

of the first term of the weight spectral stYluence of 1HI"(Xo,A - ) (a<;sociated with 
the weight filtration) are E- r.n +r = U 1l,,-r-2q (y(2 q+r+I») (see the points 

I '1>O,-r 
(h ) and (i) in 7.36) . One gets the table (a part of the weight spectral stYluence) 

(] ~ 

o ~ 

o ~ 

E-I.,,-I , JJ n-l( y (2}) 

ll n(y(2») 

0, 

0, 

o. 

I·Iere the horizontal arrows denote the differential d l of the spectral sequence. 
In particular, d l lfJ(y(l}) = lli(Yd fB lIi (y2) --> lI j(YI n Y2) acts as the 
difference of restrictions of cohomology classes. Other differentials are the Gysin 
maps. I3ecause this spectral stYluence degenerates at E;··, the weight gradation 
groups Grn_dJ"(X oo ), Gr"Hn(Xoo), Gr,,+I IJ"(Xoo ) are the homology groups in 
the diagonal terms (with the sum of indices equal to n + 1). 

Assume firstly that d = 2. Then Zt are curves, Zo has double point, E = C, 
Z n E = {]J I,P2}, Y2 = C with double covering over E. T he spaces llO(Xoo) 
and 112(Xoo) have pure weights 0 and 2 respectively. An interesting happens with 
H I (X oo) . \Ve have GroJJI (Xco) = coker (llO(Yd fB H °(Y2) ---+ H °(YI n Y2)) = C 
(because the cycle [I'd - [IJ:!] f 0 in YI n Y2, but is '" 0 in YI as well a<; in Y2). 
Next, G1·dl l (X oo) = H(O --> 1l1(Zo) --+ 0) = 1l1(Zo). F inally, G1·211 I(Xco ) = C, 
because of the isomorphism N : Gr2 --> Gro. 
Here t he mOllodromy operator has all eigenvalues equal to 1 but the monodromy 
is unipotent and nontrivial III - 1 '" 0 = (Al - 1)2. 
Note that in this degeneration not one but two cycles from III (Zt) disappear at 
III (Zo) . One is the vanishing cycle and the other is removed after desingularization. 
For example, an elliptic curve acquiring a double point is rationally equivalent to 
the projective line. 
T he same holds in the ca<;e of general even dimension d. 

If d is odd then all the spaces H "(X oo ) have pure weight n. If n = d - 1 then 
exactly one of the eigenvalues of the monodromy operator is tYlual to - 1 (at the 
vanisl~ng cycle) . T he reader can check these properties in the trivial case d = 1. 

I·Iere Zo ha<; the same cohomologies a<; Zt. 

T he reader can find more information about degenerations of curves and surfaces 
in IKKI. 
7.39. Relation between the limit mixed Hodge structure and the mixed Hodge 
structures on X o and on X'....Xo . The mixed Hodge structures 011 cohomology 
groups of complete intersections (e.g. Xo) and of open smooth varieties (e .g. X· = 
X ""'-X o) were introduced in the points 7.32 and 7.33 respectively. It turns out that 
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all three mixed Hodge structures are related. In order to avoid complications we 
assume the semi-stable case. 
Qne has the exact Wang sequence (see the point 3.32) 

t E D *, 

(here .H = Alt ). T his sequence is obtained from the long exact sequence of t he 
pair (Xt x [0,1]' X t x OU X t x 1), when we identify (homotopically) X * with the 
quotient space X t x [0,1]1 "', where (x,O) '" (h(x),I) and II. is the monodromy 
diffeomorphism of the fiber. 
\Vhen we replace X t by X DO ' then the corresponding V·lang sequence is still exact . 
\Ve have ll"(X*) = IHI"(X , O*(log}) = IHI"( X , S *) (see the points 7.32(e) and 
7.37(e)) . T he complex of sheaves O- (log) is equipped with the I'lodge and weight 
filtrations defined in the point 7.33 (i) . Analogous filtrations are introduced in the 
complex B; they are analogous to the filtration in the complex A from 7.36(h). 
T he final result follows. 

(a) Proposition. The limit Wang sequence --> ll"(X*) -+ ll"(X DO ) '\~l 
ll"(XDO) -+ . is an exact sequence of spaces with m.ixed Hodge Stl·Uct1L1"CS. 

If 111 is unipotent, then the operator J\I - 1 can be replaced by N = log 111. 
T he operator N in the "·lang s('(luence is induced by the operator v A --> 
A which, when restricted to Am-q,(j, is e(I'lal (up to a sign) to the projection 

n m+I(log) \V(j --> o m+I(log)/ \Vq+1 = A P-I ,'1+ I . T he kernel of v consists of the 
sheaves Cl'q+lom+I(log) ~ 'i *n~(~~ ,) . The latter sheaves form the building blocks 
K",q+1 used in the point 7.32(c) in construction of the mixed Hodge filt rations in 
ll"(Xo). We have the following result. 

(b) P roposition. The composition of maps lln(xo) --> lln(x) -+ H "(XDO ) is a 
hom.om017lhism of spaces with mixed Hodge St l"Uct1L1"CS. 

T he first map above ll n(x o) -+ 1l"( X ) is the map induced by the Clemens 
contraction. Identifying X DO with X t one gets the next result. 

(c) Invariant cycle theorem. Let f: X --> D be a senti-stable degenemtion. Then 
ker(M t - I) = ker N = Im(H"(Xo)) in ll"(Xd, i.e. the cocycles on X t lIpon 
which the monodmmy acts trivially arise from cocycles in the singular jibel' Xo 
undel' the Clemells contraction. 
In the case of geneml family X t = f-I(t) with degeneration (not semi-stable) 

we have ker N = Im (ll"(Xo) in ll"(Xd, where X t arc identijied llnth the jibel's 
j- I (8), t = sl of the semi-stable reduction. Thus the cycles in ll,,(X t ) upon~hich 
1I1t acts semi-simply arc identijied with eel·tain cycles in the reduced jibel' X o. 

T his result wa.~ first proved by Deligne IDeI3] in the ca.~e when we have a de­
generation F : X --> S over a general algebraic manifold (scheme) S as a base. 
Here the degeneration occurs along a subvariety So C S and we have the action 
of the fundamental group 7r 1 (~SO) on Xt. Deligne also proved that the action 
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of 7r1(~SO) on JJn(xt ) is completely redlLcible (i.e. any invariant subspace has 
a complementary invariant subspace). It is a generalization of the invariant cycle 
theorem and its proof also uses mixed Hodge structures. 

7.40. Mixed Hodge structure on the cohomological Milnor bundle. 
(a) The Milnor fibmtion and dcgcnemtion of algcbmic va1"ietics. Let 

be a germ of a holomorphic function with isolated critical point. For a small disc 
D< (with center {] and radius £) in the image, we choose a small ball Br in the 
preimage such that the varieties g-I(t ) are transversal to the sphere aBr . T hus 
the family VI = Bpng-I(t), tED; organize themselves into the locally tr ivial 
topological bundle V above the punctured disc, called the ~l'Iilnor bundle (see 
Chapter 4). 
T he spaces H"(V;,C) are fibers 1t~ of the (holomorphic) cohomological Milnor 
bundle 1tn over D; (see Chapter 5). Our aim is to introduce a mixed Hodge 
structure on the fibers 1i;'. 
Using the results of Chapter 2 (Tougeron's theorem and its corollaries) we can 
assume that: (i) 9 is a polynomial (of degree N): (ii) D< = D ; (iii) t = 0 is the 
only critical value of 9 and the projective closure (in cpn+l) of g-I(O) has only 
one critical point O. 
T hus we take the variety V = Hz, t) E cpn+1 X D : g(z) - tZ~1 = A}, where 

9 is the homogenization of 9. \Ve have the map gl 9 --+ D , defined as the 
projection 9 1 (z, t) = t. The varieties Vt = 9il (t) intersect each other at 9 00 = 
(g(z) = ZN+ I = O} at infinity. So, we blow up the set 9 00

• Denote by Y the 
obtained space and by 92 the morphism to D induced by 91. \Ve have Vt = V n Yt , 

Yt = gil(t). 
T here is a contraction Y --+ Yi), the prolongation of the radial contraction D --+ 0 
(see Chapter 4). Next the singular fiber Vo (of the i .... !ilnor bundle) can be contracted 
to the singular point; we prolong it to a map Y() --+ Yo such that Vo --+ O. T he 
composition of these two contractions gives the following. 

(b) Contr action Lemma. There aI"C contractions y( --+ Yi) slLch that Vt --+ O. Thus 
Yi) :::: Yt/Vt . M01"COVC1·, thcsc contractions aI"C compatible with thc action of thc 
monodromy tmnsfol"7nation. 

(c) T he exact sequence. T he long exact Sefluence of cohomology groups of the pair 
(Yt, \1;) gives the exact S8{luence 

because t he only nonzero reduced cohomology group of the !I'liinor fiber is li" (VI). 
We apply the resolution (1 : X --+ Y of the singularity of Yo. \Ve put f = g2 0 (1 : 

X --+ D . T hus f- I (0) = Xo = Eo + EI + ... + Er with smooth divisors E j 

intersecting one another normally. Here the strict transform (desingularization) of 
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Figure 8 

Yi) is the divisor denoted by Eo and EJ + ... + Er = a-I(O). Of course, X t = 
f- I(t) :::: Yt for t i= O. 
T herefore, we are in the situation of degeneration of a family of algebraic manifolds 
as in the previous several points. \Ve define the limit spaces Xoo = X Xn H and 
V"" = V Xn H , where H --+ D is the exponential map t = Chi". They are 
homotopically equivalent to X t and to Vt respectively. 
Passing to the 'limit' t --+ {] in the above exact sequences (with Yt replaced by Xt) 
we get the exact sequence 

T his sequence is monodromy invariant. 
\Ve shall introduce mixed Hodge structures in each entry from this complex. 

(d) The mixed Hodge structures 0 11 JJJ(Xoo) and on lli(Yo}. T he limit mixed 
I·lodge structure all Hi(Xoo) was introduced in 7.36. We recall shortly its ba.<;ic 
ingredients. 
\\le deal with the semi-stable reduction 

(V, 11,,) -
19 

(D ,O) -

(Y, Yo) 
I g, 

(D ,O) 

(X,Xo) 
If 

(D ,O) 

(X,Xo) 
I f 

(5 ,0) 

Here one applies the ba.<;e change :5 --> D , t = 8' and introduces the space X 
(normalization of X Xn 0 ) with the map j : X --> D . T he singular fiber Xo = 
Do + C) + ... + C., where Do:::: Eo (desingularization of Yo) and the divisors C j 

have multiplicity 1 and are sent to some divisors E; by the map X -+ X. (\\le use 
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the notation GI, G'l, G3,. in order to distinguish them from Do, but below we 
also use the notation Di = Cil i = 1,2, .... ) 
T he cohomology group ll j(Xco) is the same as the j-th hypercohomology group of 

the sheaf complex OJ; /i5(log) on Xo. T his complex is qua'li-isomorphic to the com­

plex A- composed of the building blocks AP,q = 0i~'g" 1 (log)/lVq with the prelim­

inary filtration IV by the order of poles). The Hodge filtration FT = ill > Al',Q "CDp_T,q 
and the weight filtration Wj +T = W2q+T+dIVq induce the limit mixed Hodge 
structure on H;(Xco). 

Our next aim is to introduce a sheaf complex A- P'()), with Hodge and weight 
filtrations, such that it forms a subcomplex of A- and its j-th hypercohomology 
group is 8{IUal to ij j(yo). 

T he reduced cohomology group jJj(Y()) = H j(y(),O) is the same a'l the relative 

cohomology group Hj(Xo, G), where G~ = G1 + G2 + . is the preimage of () 
under the map X -> Y. Both spaces Xo and G are semi-smooth varieties. In 
7.32 the double complex K*'* , to calculate the cohomology of such a semi-smooth 
variety, was introduced. This cohomologx is equal to the l!},pel"Cohomology of the 
corresponding simple complex X::*. On X o we have KP,q(Xo) = i .O~(o+1J' where 
we use the notation D i = Gi , i = 1,2, . Analogously on G we have the double 
complex K",q(G) = i .n~(.+t ) . T he second sheaf is a direct factor of the first sheaf. 
\Ve define the mixed Hodge complex on Yo by means of the building blocks 

T he I·lodge and weight filtrations on A-'*(Yo) are given by 

(q ~ 0), 
(q > 0). 

Because the corresponding simple complex A*(Yo) is a resolvent of a constant 
sheaf, we have jJn(Y()) = IHIn(xo, A* (Y()) . As in t he ca~e of mixed Hodge structure 
of a semi-smooth variety the weight spectral S8(luence of this hypercohomology 
degenerates at the second term, wE~,q = Grtv(1Jp+q(yo)) . 

(e) Definition of the mixed Hodge structure on JJ n(V",, ).The sheaves AP,q( yo) 
are subsheaves of the sheaves i.O~(o+ , ) . The latter sheaves are isomorphic to 

G1·~!Ojtq+I(log) = Wq+dlVq (via the Poincare residuum) which in turn are 

direct factors of the sheaves AI','} = IVp+q+I/ IVq. Therefore there is an inclusion 
AP,q(Yil) C AI',q. 
T he mixed Hodge complex on the limit Milnor jibe,· is given by 
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with the Hodge and weight filtrations induced from the filtrations 011 A and Oil 

A (Yo) · 

(f) Theorem (Mixed Hodge structure on the limit M ilnor fib er ). We have 
JJ n(v;:o} = 1HI"(X o, A - (Voo )) and the Hodge and weight filtrations of the comlllex 
A *(Voo) induce a mixed Hodge structure on 1l"(Voo ) such that the exact sequence 
(4 .2) (sec the point (e) above) is the sequence of spaces with mixed Hodge structures 
and their morphisms. 
Moreover, the weight spectral sequence of hypcn~ohomology of A- (,ri) ) degenerates 
at the second lenn. 

Proof. The fact that 1l"(Voo ) is the same a.<; the hypercohomology of A- (ll()) and 
the statement about the sequence {4.2} are consequences of the short exact se­
quence of the sheaf complexes 

0 - A"(Y,,) - A" - A(V~ ) - o. 

T he sequence (4.2) is the long exact sequence of hypercohomology associated with 
this short stYluence. 
Also the statement about weight spectral stYluence can be obtained from this and 
from the fact that the weight spectral stYluenees associated with complexes A- , 
A -(Yo) degenerate at the second terms. 0 

(g) The fir st term.s of the weight spect ral sequence. The weight spectral stYluence 
of hypercohomology is a<;sociated with the reverse weight filtration of the complex 
A - (V (0) . Its first terms are tYlual to IV E;r,tl+r = !HI" (Xo, G1·~,I~ rA - (V (0 )) . Here 

T herefore 

(I" > 0), 
(,. ~ 0). 

(, > 0), 
(, ~ 0), 

(where D (j) consist of intersections of all divisors D; = C i , oj = 1, 2 , ... as well as 
of Do) . In other notations 

(It < 0), 
(It ~ 0). 

T he weight of the factor ll ,,+r(c(-r+ l») is n + r and, from the proof of Theorem 
7.36(i), it follows that the weight of the other factors is also equal to n + 1". So, 
the weight of II' E~r,n+r and of IF E:;r,n+r is n + 1·. 



§4. !vJixed Hodge StJ"tlctw·es and lUonodromy 243 

(h) Example (The homogeneous singularity). (\\le lL~e example 3.12 from [Ste2l). 
Let 9 = P, where P is a homogeneous polynomial on C,,+I of degree d with 
isolated singularity. The blowing-up of the point ° E Cn + 1 gives a manifold X 
with holomorphic map f X --> C; (in an affine chart C x CP" 3 (y, u) --+ 

x = yll, f = ydp(u 1)). The singular fiber Xo consists of two components: 
Eo (the normalization of P-I(O )) and EI ~ CP" of multiplicity d and E1! n EI 
is a hypersurface of degree d in CP". T he semi-stable reduction gives X with 
j: X --> D and Xo = Do + G I , where Do ~ Eo and G1 = DI is a d-fold covering 
of EI with ramification along Eo n E 1: (here X 0 n :O = {ydp(ll: 1) = 8<1} and 

X = {yv = s, P(ll : 1) = vd} is smooth with Do = {v = OJ, D l = {y = 0, P(u : 
1) = vd }). In Steenbrink's construction, X should be chosen compact but it is not 
essential. 
\\le have 

and other blocks vanish. Next. 

A" 'o(" ) ~ nP and dA",1 (" ) :::: nP . o Do 0 DonD, 

I·lence A I',O(V ):::: f]1' Gl np
-

I A'" 1 (V ) = 0. "" D, DonD,' "" 

T his gives A-W:o) ~ nD, Gl n~~~D, with the weight filtration Gr!'\~ I A· W:o ) 
~ ,..... -1 G,.II'AO(") _ n o 
- "Do nD" n v"" - "D,· 
One can check that this mixed 1·lodge complex coincides with the mixed Hodge 
complex used by Deligne to calculate lln(DI """Do), where Dl """Do = {P(lt) = 
I} C cn+1 is an affine (open) variety. 

2 1 1 C" C" Do. Do, 

4 E , 
C, 

E, Em Em 

Figure 9 

(i) Example. Let 9 = x ·1 + y'1 be the A :j singularity (see Figure 9). T he resolution 
consists of two blowing-ups: x = zi,y = zjj, (i : y) E Cpl , 9 = z'1(z2i 4 + jj2) 
and the blowing-up of z = O,i = I ,jj = {] by means of z = 1·Z,y = rY , 9 = 
1.'1 Z'1(Z + iY + .. . )(Z - iY + ... )). We find the divisors: EOl , Eo'1 (normalizations 
of g-I(O)), EI ~ Cpl (of multiplicity 2) and E2 :::: Cpl (of multiplicity 4). Next 
the variety X xn:O = (r4 Z'1(Z2 + y2 + . .. ) = S'l} is normalized. The neighborhood 
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of T = Z = 0 has two preimages, each of the form 1·2 = s(a + ... ), Z = 2 2. The 
preimage of a neighborhood of any point E 'l n E Oj has olle component of t he form 

TV = s( a+ .. . ), Z±iY + ... = V 4 . T his shows that X o = DOl + Doz + Cll +C I2 +CZ , 

where D o,) :::: Eoj , e lj = D 1j :::: C p l (sent to Ed and C2 = D2 is a 4-fold covering 
of E2 wit h branching points at DJ n D 1j (of index 2) and at D2 n D o) (of index 
4). T he Riemanll- Hurwitz formula (T heorem 11.32) shows that Cz is an elliptic 
curve. 
\Ve are interested in JJ l(Voo } . \Ve find part of t he weight spectral sequence ill the 
form 

o 

o --;. £ 1,2 , . 

\Ve see t hat Gr(\V If 1 ( VQO ) = lJO( e (:l») I 1m H O( C (il) = 0 (it is tYlual to (:2/ 1m C:I), 
Gr l" = 1l1 (C (i») = JJ l(CZ } = H i ,() $ N o,1 <=:::: C.! and Cr1v = ker (lJo( D(2») --> 

lJo(C(l »)) = ker (C'l --+ C:1) = C = IlI,l . 

In ISte21 (Example 3.13) the reader can find calculations for general singularity 
IC' . O) - (C. O). 

7.41. Mixed Hodge s tructure on Milnor bundle and monodromy. 
(a ) T he cohomological l\"Iilnor bundle over the punctured disc D ' is prolonged to 
a bundle 1t" over D wit h t he central fiber 1tg equal to ]I n( vco ). T he monodromy 
action M t : 1t;' --+ 1t;' has limit Mo. 
One expects that t he action of the monodromy operator M = Mo on ]In( vco ) 
should be analogous to the action of the monodromy on t he limit mixed Hodge 
st ructure on 1l"( X oo ) . As the reader will see this is not completely true. 
Indeed , by the Thom- Seba.<; tiani theorem 5.31 , the monodromy of t he singularity 
9 = X 'l + yZ is equal to the t ensor product of monodromies of the component 
funct ions : 

o 
(] 

1 

- 1 ) 
- 1 09 I- I) 
- 1 

with the eigenvalues 1, ± -i . Thus III = Ms (is semi-simple) and N = log III,," = O. 
\\le should expect that NT G1";~T --+ G1·;'::. T are isomorphisms. But N l = 0, 
G1·~V =f (] = Gr(!t · 

(b ) If a root of unity ..\ is an eigenvalue of an operator Al acting on a space Il , 
then we denote by 11:... the invariant subspace corresponding to this eigenvalue. By 
]J", l we denote ~""' l l1:.... 
Recall the exact sequence (4.2) 

0 - H"(Y,) - IJ "(X~ ) _ IJ "(V~ ) _ IJ"+'(Y,,) - IJ "+ '(X~) - O. 
\\le have Ili(yo) = IfJ (Yo)l . T his shows that 

H "(V~ )," l1" IX~ ) , . A ", 1. 



§4. !vJixed Hodge StJ"tlctw·es and lUonodromy 245 

and that M acts on Hn(Voo)",. J in the same way a.<; it acts on H"(Xoo) ",. I. 

(c) Consider the restriction of the sequence (4.2) to the subspaces corresponding to 
the eigenvalue). = 1. As usual we denote N = log.II,I", where A[" is the unipotent 
part. 
\Ve can represent JJn(V;:O)J a.<; 

(li"(Xoohl ImH"(Yi,h) $ 1m (W(Voo) , - H"+' (Yi,hl . 

(d) We have JJj(yo) c ker N IJJj(Voo)J. T he invariant cycle theorem 7.39(c) says 

even more, ker N is equal to the image of Hi(Xo) where Xo is the reduced semi­
smooth variety associated with Xo (via base change and normalization). But Xo 
consists of divisors Eo (with multiplicity 1) and E1,E'l,. (with multiplicities 

> 1); respectively Xo consists of divisors Do = Eo and C;j (preimages of E j , 

j > 0). The cycles from UC;j lie in the subspaces corresponding to eigenvalues 
'" 1 (see also the proof of the monodromy theorem). This leads to the <Y!ualities 

W(Yo) 
JJn(x (0) 1 / rm JJn (Yo) 1 

= ker NIJJ"(V"",)J, 
= Il"(Xoo)d ker N. 

T he space JJ"(X"",)I has weight filtration being the monodromy weight filt ration 
with central index n; i.e. defined by N IVj --> Wj_'l and the operators NT 
Gr!'~T ---+ G1"!'~T are isomorphisms. In the quotient space H"(Xoo )/ ker N we 
delete all blocks Gr!,I~T at which N = O. rt means that the central index is shifted 
to n + 1 (see Figure 10). 

(e) Let us study the weight filtration on 1m (H"(Voo) l --+ H"+I(Y())d. One can 
avoid this term by suitable choice of the polynomial g : C,,+I ---+ C defining the 
singularity. In [Ss t it is argued that, if the degree of g is sufficiently high, then the 
map H"(X t ) --> H"(Vi) is surjective; (equivalently: any n-dimensional cycle in Vi 
is not a boundary in Xt). 
(In [Stel l it is proved that, in the general case, the space JJn+l(yo) (and 
1m (H"(V"",)J --+ Hn+I(Yo)J)) has pure weight n + 1. T he proof is based on the 
exact sequence ... --+ H"(EI U E2 U ... ) --+ H"+I(yO) --> H"+ l (XO) --+ ... , on the 
fact that the combinatorial complexes ... HP(E(q») ---+ HP(E(q+I») ---+ ... are exact 
in terms q > 1 (as E j appear in successive blowing-ups), showing that JJP(E1 U ... ) 
have pure weight p, and on a similar proof that Hn+) (Xo) has pure weight n + 1.) 
T he above gives the following result. 

(f) T heorem (Action of monodromy on mixed Hodge structure in vanishing coho­
mology) . 

(1) .H3 is an autol1w171hism of the mixed Hodge st1·UCtlLT'C. 

(2 ) The maps 

NT: Gr~,I~TJJ"(V""') "" 1 
NT: Gr~'\~I+THn(V""')1 

are isomorphisms of weight - 21". 

--+ Gr~I~TH"(V;:O)"" J' 
--> Gr~I~J_THn(Voo) l 
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KerN 

Figure 10 

(g) Corollary. Symmetries of the Hodge numbers. We have 

! P.q 

" ~ 
! '}.p l:x ' 

! P.q 

" 
~ 

I n-p.n -q 

" ' 
A ;'1, 

, p .q 

" ~ 
I n+ J-p.n+ !-q " , 

whel"C hi,q = dim Hf·q . 

(h ) Corollary. The dimension of a JOIuan cell of M docs not exceed the di,nension 
n + 1 of the ambient space in the case of eigenvalue diffel"Cnt fro11l 1 alld is ::::: n 
fOl' eigenvalue 1. 

7.42. The mixed Hodge structure and the intersection form for a quasi-homogen& 
ow singularity. (We follow mainly ISte31 and IVarl l). 
Assume that 9 is a quasi-homogeneous polynomiaL i.e. g()."'oxo, ... , )."~xn) = 
).g(xo, ... , xn ), where cr.) are rational numbers. 
Let {xl.' k = (ko, ... ,kn) E I} , I c (z+)n+! be the set of monomials whose 
classes form a basis of the local algebra Oo(Cn+!)/(DfIDx) . For k E 1 we put 
l" = I:::"o(k; + 1)cr.; and associate with it the form 

\Ve denote [l,, ] = integer part of l". 
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T he next theorem of Steenbrin k solves a conjecture of Arnold about intersection 
form for quasi-homogeneous singularities [Arn4[. 

Theorem of Steenbrink about quasi.llOmogeneous singularities. ([Ste3l) 

(1) With the system of f01"7l1s WJ.., k E J, one can associate a basis in Hn(Vt} 
cOllsisting of eigenvectol·S of the mOllodromy with eigenvalues e hi1k . 

(2) The /lodge numbc,·s an; equal to 

# {k:q<i)..<q + 1}, 
# (k", ~ q), 

p+ q = n, 
p +q = n + 1. 

(3) The zero space of the illtersectioll form on IJ"(Vt) has dimension 

/10 = #{ k E 1 : lJ.. E Z } 

alld, if n is even, then the Ilumber of pluses alld of minuses in the canonical 
'-cpresentation of the intersection form arc equal to 

1'+ 
1'-

# {k E 1: lk ¢Z, [i)..] even}, 
# (k E I, I, 1 Z, I''] odd), 

PfWj. (0) We introduce t he notion of weighted projective space. Let the weights 
be nj = aj/b). \Ve put b = [em (bo, ... ,btl), Ci = Q;b (integers). 
Let G be a subgroup of PCL(n+ 1, C) consisting of elements represented by the di­
agonal matrices diag (ehimo/co, ... , ehim,,/c~), 11lj E Z. The weighted projective 
space is the space M = CP"/G. Its structural ring is C[zo, ... , z,,]G and consists 
of qlla'li.llOlIlogeneolls polynomials. T he space M is an orbifold and is a normal 
space (by Example 4.64(d)) . 
((3) As in Example (h) in 7.39, one shows that Hn(zoo) ~ Hn(z* ), where Z * = 
(g(x) = I} C C n+ 1

. \Ve treat Z * as a subvariety in its weighted-projective closure 
ZeAl. Thus Z * = Z \ Zoo, where Z oo lies at infinity. Because Z * is diffeomorphic 
with any nonzero level g-l(t), t #- (] (and is homotopically equivalent to the fiber 
Zt of the Milnor fibration), we shall study the mixed Hodge structure of the fiber 
g = t. 
T he mixed I·Iodge structure of H"(Z* ) is defined as follows (with the Gysin ho­
momorphisms ): 

coker [H"-2(Zoo) -+ Hn(Z)l' 
ker [lln-l(Zoo) -+ Hn+l(Z) . 

O n the other hand we know that Gr w ll"(Z ) - ll n(v )+ Grw ll"(Z ) -, n 00 - 00 ,... 1, n +l 00 -

lI"(Voo)., 
(-y) Let us pa'lS to description of the Hodge filtration. Its definition by means of 
the filtration bete of the complex Oz (log Zoo) is not useful in calculations. The 
same is with the stupid filt ration of the complex A * (Zoo). 
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In 7.45 below the Hodge filtration 011 lfn(g-l(t)) is introduced ill another way. 
So, we use that filtration, leaving a'lide (for a while) explanation of its e(luivalence 
to the standard Hodge filtratioll. 
If w is a qua.'li-homogeneous holomorphic (n + I)-form and I > 0 is an integer, then 
wI (g - t)l is a mcromorphic qua.'li-homogeneous form with pole at the hypersurface 
9 = t. \Ve associate with wj(g - t)l its n~sid!L1Lm 'I = Rcsw/(g - t)l, an n-form Oil 

9 = t, a'i follows. Let U be a tubular neighborhood of 9 = t and aU its boundary 
with projection 'IT : au --+ {g = t}. If .6. is an n-dimensional cycle in {g = t}, then 
1T- 1 (.6..) is an (n + 1 )-dimensional cycle in 8U C C"+ I "-{g = t}; it is the Leray 
coboundary 8!:::. (see Definition 5.9). \Ve put 

J Reswj(g - t)1 = 1 wj(g - t/. 
L'l. ,,-_ 1 (L\.) 

One can ea'lily check that Res wj(g - t)1 = / __ '"'{)! (\7 DjDt)l-l s[w](t ), where s[w] is the 

geometrical section (of the cohomological Milnor bundle) defined by m eans of t he 
Gelfand- Leray form wjdg and \7Dj8t is the Gauss- !lhnin connection. The map 
RC8 is the extension of the Poincare residuum homomorphism to meromorphic 
forms with high order poles. 
"·lith any form WI< = xl<dxo A ... Adxn , such that xl.' is an element of the monomial 
ba'lis of the local algebra Cjxl/(8gj8x), we associate the element llJ.. = R C8 wdg ­
t) [-Ik]-l, h = L 0; (ki + 1). One shows that the geometrical sections satisfy 8[WJ..) = 
tik AIe, where AI< are horizontal sections of 11" (by quasi-homogeneity). T hey form 
a basis of ll" (g- I (t)) (see Chapter 5). T herefore, the cia'lses 

llJ.. = canst· t1k+ [-lk )AJ." k E 1, 

also form a ba'lis. 
In 7.45 below it is shown that the Hodge filtration on the space generated by 
cia'lses llJ.. is the same as the filtration by the order of pole -[- 11<) + 1 of the space 
generated by forms wdg - t ){-Ik )-l. Thus FP = spall [IJJ..: i)..::::; n - 1J). 
Next, the elements 1/1< are eigenvectors of the monodromy with eigenvalues C27f ilk 

and hence IV" = 8]Jan [IJI.- : I~. 1. Zj (corresponding to e2r.i1
k =f 1). 

In this way the mixed Hodge structure on H "(g- l (t)) is defined. The Hodge 
numbers are the same as in the theorem. 
(0) In order to calculate the invariants of the intersection form on H "(Z* ) we use 
the cohomologies with compact support H;"(Z* ). H :;(Z*) is the dual to lln(z* ) 
and is equipped with a mixed I'lodge structure (with Wn _ 1 C Wn ) sllch that the 
pairing morphism ll:;(Z* ) 0 ll "(Z*) -+ C = ll",n is a morphism of mixed Hodge 
structures. We have IV,,_ IH;" = {w (W,I/) = 0 for any IJ E IV"H"} . Consider 
the commutative diagram, where oj : Z * -+ Z is the inclusion and all arrows are 
morphisms of mixed l'lodge structures, 

11;'(Z') 
j J 

11"(Z') 

.:..:. lJ;(Z) 
j~ 

!- lJ"(Z) 
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Let 8 be the bilinear form on If:;(Z* ) given by 8(0.,13) = (o., j(j3)) = I a. A (3 . 
\Ve get 5(0., 13) = 0 if a. E W,,_llf,;' (or if 13 E Wn_ 1lf,;')j because jilV"_1 = 0 : 
\Vn_ 1lf:; --+ H',, _II1" = O. T his shows that \Vn_l l1:; is the zero space of the 
intersection form. 
Next, -i * identifies Cr;r 11;: (Z* ) with p IltZ), the primitive part of the weight­
ed-projective variety Z c CP"/C. Recall that the primitive cohomology classes 
are those cla'ises which have zero intersection with suitable power of the Kahler 
cla'ls, dual to a hyperplane section [11 n Z] (e .g. at infinity, see Theorem 7.12). 
In particular, the forms with compact support do not touch infinity and hence 
represent primitive classes, 11:;(Z* ) c P"(Z). Dy the point (ii) (of the theorem 
under proof) Cr"I1"(Z*) = coker (lf n- 2(Z"",) --+ I1n(z)) and the arrow is the 
C ysin homomorphism. Using the Poincare duality we identify it with the space of 
cycles in Z modulo cycles in Zco. Decause Cr"I1:;(Z* ) is dual to Cr"l1n(z* ) Ke 
find that it equals p IltZ) . 
Now we use T heorem 7.14. T he form 5 is non-degenerate on P", which shows 
that the dimension of the zero subspace /10 = dimC1"~~II1"(Z* ) (by duality). If 
n is odd, then the form 5 is symplectic on p n(z) . If n is even, then we have 
the Hodge-Riemann relations on p n(z) = EB I1P',/: (i) 5(0., (3) = 0 if a. E 11M, 
(3 E lf r,s, (p,q) =I- (s, r) and (ii) ( _ 1),,(,,-I)/2-ip -(18(x,x) > 0 for x E lfM \ O. 
If n is even, and we consider cohomologies with real coefficients, then the form 
5 Ip"(z,R) is diagonalizable with /1+ = 2:(1 e"en h~~ pluses and with /1_ = 2:'1 odd h~~ 
minuses. 0 

7.4l. Remarks. (a) Steenbrink in IStell introduced the Hodge filtration by means 
of the identity F Plf"(Z) ;:" r (M, n:~tl(n + 1 - p)Z))/dr(M, n~{f((n - 1')Z)) and 
an analogous identity for FP If,,- l (IV ). Here n:.:'t (kZ) is the sheaf of meromorphic 
k-forms with poles on Z of order k (see below). In order to prove this he used a 
theorem of Dott about vanishing of Cech cohomologies of the projective space. 

(b) T he filtration FP = span [11k : II" ::::; n - 1']' from the proof of the theorem of 
Steenbrink, is €(Iuivalent to the following filtration, called the asymptotic Hodge 
filtration, in the space spanned by the geometrical sections S[Wk], k E 1: 

F!:. = S1Ktn [.~[w~·l: h·::::; n - pl· 

Decause S[Wk] ,...., t1k this is the filtration determined by the asymptotic behaviour 
of the geometrical sections. 

(c) In [Ste21 Steenbrink calculated the invariants Po, /1± in the general situation. 
\Ve have 

110 = 

where 2:' runs over even (respectively odd) q's for even n . 
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From this it follows in particular that: if n is odd then 11, - 110 is even, if n = 
2 (mod 4) then /1- - It_ is even, if n = 0 (mod 4) then It - /1-+ is even. 

7.44. Applications of the mixed Hodge s tructure on the Milnor bundle. (a) Thc 
Pctl"Ovski- Oleinik inequalities in rcal algebraic geomcb-y. V. I. Arnold IArn41 ob­
served that certain classical ine!lualities obtained by I. G. Petrovski and O. A. 
Oleinik IPO I can be interpreted in terms of t he mixed Hodge structure on vanish­
ing cohomology. 
T he Petrovski- Oleinik inequalit ies are the following: 

Ix(A) - '1 < 
Ix( B+) - x(B- )1 < 

n ,,(d), n even, 
n ,,(d), n odd, d even, 

where A c RP,,-I is a projective algebraic hypersurface given as f = 0, B± = 
{±f ::::: O}, f is a homogeneous polynomial, X is the Euler characteristic and 
n ,,(d) ~ #{k , Lk, ~ dn/2}. 
T he same ine!lualities in Arnold's interpretation take the form 

I· dl I ,,/2.n/2 I· dl I [,,/2],[n/2] In < II ' In < tl , 

where ind = io 'V f is t he index of the gradient vector field and h~·,k are the Hodge 
numbers of the mixed Hodge structure in the vanishing cohomology defined by 
f{x} (n even) and by f(x) + y2 in C n+ 1 (n odd). 
T he proof uses the theorem of Steenbrink about quasi-homogeneous singularities 
(from the point 7.42). 
Arnold conjectures that the mixed Hodge structure should play an important role 
in topology of real algebraic manifolds. 

(b) Hodge nUinbcrs fOI' hypel'sm/aces in pmjective and affine spaces. Using the 
Lefschetz theorem about hyperplane sections and the Steenbrink t heorem about 
quasi-homogeneous singularities, applied to a hypersurface Z C C P ,,+ 1 defined by 
generic homogeneolL~ polynomial B(luation 9 = 0 (e.g. g(x) = g(x) - x~+ d, one 
can show that p n(z) coincides with G1'~I~ l (Z,x,). In this way one computes the 
l'lodge structure on Z (see Example 7.13 above). 
T he Lefschetz the01"Cm about hypcl7Jlane section says that: 

If X c CP" is smooth compact variety of (complex) dimension Tn and Y = 
X n Il is snwoth, where Il C C P" is a pl'oJective hypelplane, then the restl"iction 
hom0l1W17Jhism Ilj(X) --> Ili(y) is an isomo17Jhism for j < m - 1 and is an 
embcdding fOI' j = m - 1. 
The dual vel'sion of this statemelj( says that the Gysin homomomorphism Il i (Y) --> 
Ilj+2(X) is an isomorphism for j > m - 1 and is ClJim017Jliism fOI' j = m - 1. 

From this it follows also that: 

The affine variety Z · = (g(x) = I} C C,,+I has the only nOlltlivial reduced 
cohomologies in dimension n. 
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T hus we have a generalization of the 1vIilnor theorem to an algebraic situation. 

7.45. The asymptotic mixed Hodge structure. A. N. Varchenko IVarll has de­
fined the following asymptotic mixed Hodge structure on a fiber H t = ll"(Vi) of 
the Milnor cohomological fibration, associated with a singularity g : (Cn +1 , 0) --> 

(C,O) . 
T he asymptotic weight filtration \V _ is the same a.'l the Steenbrink weight filtration; 
it is t he monodromy filtration with central index n on ll"(Vi) ;o! 1 and with central 
index n + 1 on ll"(Vdl . 
T he asymptotic Hodge filtration P- is defined by means of the geometrical sections 
s[w] = (·,wld!) of the cohomological r-.-lilnor bundle Hn. \Ve have 

F!. = p P ll"(Vd = span {s[w] : w of order ~ n - II}. 

It means that, if s[w] E PI' and Ia(t)wldf = L: a,k A k,o(.6.)t"(lnt)k, then there 
exists no ~ n - p, k such that Aao, ~. #- O. 

T heorem. (lVarl], ISS]) The above two asymptotic filtmtions define a mixed Hodge 
sh·uctuTe equal to Steenb1"ink's m.ixed Hodge st11LctUl"e. 

Varchenko [Varl] proved this result in special cases (semi-quasi-homogeneous, two 
variables, f(x) + g(y)). J. Scherk and J. H. C. Steenbrink ]SS[ gave a proof of this 
theorem using F. Pham 's [Ph3] description of so-called GalL~s-r-.hnin moduli (via 
filtrations on sOllie V- moduli). V. S. Kulikov in IKul1 translated the proof from 
[Sst into the more standard language of sheaves and hypercohomologies. 
\Ve will see that the asymptotic 1·lodge filtration is analogous to the asymptotic 
1·lodge filtration, which we have met in the quasi-homogeneous case. 

The idea of the pToof of this theorem is to equip the hypercohomologies of a 
complement X"",-Y of a hypersurface Y C X with a filtration which arises from a 
filtration of some sheaf complex, but is different from the standard filtration into 
forms of (p,q)-type (when we use ll "(X ""'-Y) = IHIn(X, C (log))) and is different 
from the stupid filtration (when ll"(X,,",Y) = IHI"(X, f:!*(log)). This idea belongs 
to P. Griffiths IGri31. 
\Ve have the short exact sequence 

0 ---+ Dx --> f:!~ ... (log Y) .!!. i.f:!~-l --> 0 

(R - the Poincare residuum), which shows that one can calculate the cohomolo­
gies of X""'- Y by means of hypercohomologies of the holomorphic logarithmic com­
plex on X. T he complex f:!*(logY) is qua.'li-isomorphic to the complex f:! (*Y ) of 
meromorphic forms with finite order poles on Y. The above short exact sequence 
becomes quasi-isomorphic to the sequence 

0 ---+ Dx -+ Ilx (*y ).!!. DW- 1(B[y]x) -+ 0, 

where DR- (B[y[ x ) = f:!x 0 BW) x is the de Rham complex of the ling B{YJx = 
o x( .Y)/Ox and consists of classes of meromorphic forms with poles at Y modulo 
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holomorphic forms. Here, by Ox(kY) we denote the sheaf of meromorphic func­
tions on X with poles at Y of order at most k. Ox ( * Y) is the union of such rings, 
Ox C Ox (Y) c Ox(2Y) c .. . 0x(*Y). 
T he complexes f:!x, Ox (log Y), i . f:!~- J are tYjuipped with the filtration bete P- . 
For example, we have P"Ox(iog Y) = f:! "'(log) if m ::::]J and = 0 otherwise. We 
want to introduce a filtration P* on f:! * (* Y) (and on D n-- J (B{Yjx)) such that the 
inclusion map a: fr (log) --I fr (*y) is a filtered quasi-isomorphism (and the maps 
-i . Oy- l _ DW (B{Yjx) and f:! ~ ... (*Y) _ D W -l(B{y]x ) are filtration preserving). 
For fixed 11. we put the filtmtion by the onier of pole p . : 

p Pf:! "'( * Y) = om ((n + 1 - plY ), 
= om (*y ), 

p = 1, .. . ,11., 

P = O. 

T hen we have a( P"O'" (log)) C pI'O'" (* Y ), p = 0, 1, ... n. T he filtration P - on 
the complex D n* (B {y )x ) is defined analogously. 
It follows that the filtrations by the order of pole induce the Hodge filtrations on 
!HI" (X, 0 - (* Y )) and on !HI" (X, D n-- l (B jYjx)); the latter coincide with Deligne's 
I'lodge filtrations on IJ"( X ,,"Y) and ]In-l(y) respectively. 
( In [Stell the above filtered qua<;i-isomorphism is derived directly in the ca<;e X is 
a weighted projective space and Y is a (qua<;i-homogeneous) hypersurface. Steen­
brink uses long exact 5e(juences as.<;ociated with short sequences 0 _ Z(f:!,/-1 (k Y)) 
_ f:!q-l(kY) _ Z(f:!'1((k+ 1)Y)) _ 0 and 0 _ Z(f:!:O _ Z(f:!q(y)) _ Z(f:!Fl) _ 

o and vanishing of some cohomology groups llP( X , O:~ <9 0(k)) (Bott t heorem) .) 
One applies this construction to the cases X = V (small ball around the origin in 
C,,+ I) and Y = Vi, t i= 0). Due to thequa<;i-isomorphism between DR- (B jY)x ) and 
Dy , which is analogous to the map Res from the proof of the theorem of Steenbrink 
in the point 7.42, the induced filtration on ll"( Y ) becomes the asymptotic Hodge 
filtration. 
T he detailed proof is much more complicated. \Ve refer the reader to the book 
I K~I 0 
T he asymptotic mixed l'lodge structure is closely related to the spectrum of t he 
singularity and the conjecture about its semi-continuity (see the point 5.45, IAVGI, 
[Stel l and [Kul!). 
Varchenko in [Var2[ proved that the operator N = log AI" acting on H"(Vi) ::::: 0' 
ha" the same structure as the operator of multiplication by f in the local algebra 
c[xl/(&f I&x) ::::: 0' . It follows from the proof of the previous theorem (see ISS] 
and IKul!). In particular, f"+l E (&f/ox), where n + 1 is the dimension of the 
ambient space. T he later property was first proved by J. Briaw;on and H. Skoda 

IBSI· 

§5 Period Mapping in Algebraic Geometry 

7.46. Example. The moduli space of elliptic curves. An elliptic curve E can be 
identified with the quotient CIA, where A = {mzl + nZ2: In, n E Z} is a lattice. 
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T he automorphisms of C, i.e. z --> >.z, define isomorphisms between lattices CIA 
and CI >'A. T hus one can assume that Zl = 1, 1m Z2 > O. Usually z2 is here denoted 
by T . 

T he generators of A ~ Z2 are not defined uniquely. One can apply an automor­
phism of Z2, i.e. an element of the group 5L(2, Z) to them. I3ecause T = zll Z2 is 
the coordinate in the projectivization of the complex plane generated by Z I , Z2, the 

action of (~ ~) E 5L(2, Z) is e{!ual to its projective representation: T -+ c;t~. 
T herefore the space of all elliptic curves is identified with H I PSL(2, Z), where 
H is the upper half-plane. There is one-to-one correspondence between the space 
M I of moduli of elliptic curves and H/ P SL(2, Z) . 
T he map E --> T(E) is called the lJel"iod map. It can be defined by means of 
integrals of holomorphic forms along cycles in E. The space of holomorphic forms 
is I-dimensionaL JJO(E,OI) = JJI .O(E) :::: C and is generated by w = dz. The 
integer homologies JJi( E ,Z) are generated by the cycles 'Y = RIA and 15 = TRIA 

with the index of intersection (r, (5) = 1. T he intersection matrix is ( ~ 1 ~). 
T he period mapping is identified with the map E --> (Joy w, J~ w) = (1, T) . 
T he intersection form of cycles is dual to the external product on de Hham coho­
mologies, Q( 4>, t/J) = J E 4> A t/J . In the basis ('1,/1) of JJ i (E, Z), dual to (r, (5), Ke 

have Q = ( ~1 ~). Here 'I = dx - (TI/T2)dy, 11 = dY/T2 where Z = x + iy, 

T = T I + -iT2 ' 
r-.-Ioreover w = dx + idy = 1/ + TIL = (1/, IL)OT, 0 = (1, T) . 

If a curve C C CP2 is given by a quartic 8(!uation y2 = P4(x) (in the affine 
part) then C is a topological torus (elliptic curve) . One can choose a basis (.,,0) of 
JJ I (C, Z) with (-y, 8) = I and a I-form w = c · dx/y E JJO(C, 0 1) such that J w = 1 , 
and 1m JJ w > O. T hus the period mapping (Joy w, JJ w) = (1, T) coincides in both 
models of an elliptic curve. 
T here is a holomorphic diffeomorphism between C and E. It is the Abel- ./acobi 
map p --> J,~ w (mod A), where Po is a fixed point. The curve E is called the 
jacobian of thc ClLrtIC C. 

7.47. The period mapping for general algebraic curves. Let C be a smooth closed 
projective curve of genus g. 
For example, the curve defined by Q(x,y) = 0 (in ( 2 ), where Q is a generic 
polynomial of degree d, has smooth compactification in C P2 to a Riemann surface 
of genus 9 = (d - 1)( d - 2) 12 . T he compactification of the affine hyperelliptic curve 
y2 = P2g+2(X) (P2g+2 - a generic polynomial of degree 2g+ 2 > 4) is singular at one 
point at infinity. The resolution of this singular point gives a general hypcrelliptic 
C1l1'VC of genus g. 1·lere the hyperellipticity means existence of a 2-fold ramified 
covering above the projective line. 
T hen JJi(C,C) = JJO, I $ JJi,o where 11.0·1 = /t1 ,o = 9 and JJi,o is identified with 
the space of global holomorphic I-forms. 
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Let Q(</>, '1/;) = Ie 4> A tP be a bilinear anti-symmetric form on HI(C). It has the 
property 

iQ(o:, a) > 0, 0: E HI ,o \ 0, (5. 1) 

(because locally 0: A a = - 2i lJl 2dx A dy for 0: = J(z)dz) . 
T here exists a ba.<;is 1/ 1 , ... , l/g, }1,I, ... , }Lg of HI (C, Z) such that 

Q ~ ( (] 
- 1, 

1, ) 
(] 

(5.2) 

in this ba.<;is. (1g is the identity matrix of dimension g.) T his basis is dual to a 
ba.<;is II" .. , Ig ) 01, ... ,09 of the lattice of integer cocycles . \Ve choose a ba.<;is of 
holomorphic forms WI. . .. , Wg E HO(C, 0 1) such that 

T he integrals I-rw of a holomorphic form along I-cycles are called periods . The 
representation of the forms W; in the basis 11J, ... , /1,g ha.<; the form 

where n = (1g IZ) and Z = X + iY is a complex 9 x 9 matrix (X , Y real). n is 
called the period matrix: n = (J-rk wj l I"k Wj). 

T he form Q III 1.0, in the basis Wj, is equal to oQnT = Z T - Z where Q is in the 
form (5.2) . I3ecause QIH10 == 0 we get the fint Hodge - Riemann relation: 

(i) the matl"ix Z is symmetl"ic, Z = Z T. 

T he Hermitian form (</>, 1jJ) -> iQ( 4>, ij;) restricted to H 1.0 is equal to mQn T = 
21m Z = 2Y. Because of (5. 1), we have the second Hodge- Riemann ,"Clation: 

(ii) the matrix Y is positive definite, Y > O. 

The space 
H g = {Z E gl(g,C): Z = Z T, ImZ > O} 

is called a Siegel upper half-plane of genus g. 
Here the Siegel upper half-plane is identified with the IJCI"iod matln space or with 
the c/a,ssiJyillg space oj Hodge stl"1Lctul'es (see below). 

T he (arithmetic) Siegel modulm' group Sp(g, Z) of matrices G = (~ g) E 

5£(2g, Z), which preserve the (symplectic) form Q in the ba.<;is 'Ik,}11 (GQCT = Q) 
acts on the space H g : 

G(Z) ~ (AZ + B)(CZ + D)-'. 
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T he space H gj51'(2g ,Z) is the proper space for values of the period mapping; (to 
be correct one should write 51'(29, Z) \ H g, since we have the left action of the 
modular group) . However it is more useful to work with the space H g . 

V-lith the curve C one can associate a certain torus J(C) called the jacobian of 
C and defined as H I.O/JrHI(C,Z), where Jr: H I --> HI,o is the projection along 
H O, I . Thus J (C) is a 2g-dimensional real torus. The A bel- ./acobi mapping from 
C to J(C) is defined a'l1' --> (I;oW l, ... ,f;:"wg)T (mod A), where the lattice 

A :::: Z"lg is generated by the periods (the columns of the matrix f:! ). 
(T he jacobian J(C) turns out to be an algebraic variety, i.e. abelian variety with a 
Kahler (1, I)-form (polarization). It ha'l other interesting invariants reflecting the 
geometry of the curve C. \Ve refer the reader to any book on algebraic geometry 
to get more information about this interesting subject .) 
Denote by M g the space of moduli of algebraic curves of genllS g. 1\\'0 such curves 
are treated as equivalent iff there is an analytic diffeomorphism between them. 
\Ve have defined a canonical map 

1-> g : M g -+ H g /Sp(29, Z) . 

7.48. The Torelli theorem for curves. (lTor !) The map <l:>g is an ernbedding. It 
means that if two curves have the same period matrix modlilo the Siegel modular 
group, then they arc analytically isolnOlphic. 

T he proof of this result needs introduction of some additional algebro- geometri­
cal notions (canonical curve, 6 - divisor) (see IGHI for example). So, we omit this 
proof. 

At this moment it is worth citing some results of D. flhllllford and P . Deligne 
[DeMuJ. It turns out that the space M g, g > 1, admits a structure of irreducible 
quasi-projective algebraic variety of dimension 3g - 3. Its closure M g is a smooth 
variety consisting of cla'lSes of curves admitting at worst double point singulari­
ties. The same concerns the space M g ,,, (of moduli of curves of genus g with n 
punctures) and its closure (which forms a so-called algebraic stack) . The intersec­
tion numbers of certain cycles in M g, .. (the Gromov- \Vitten invariants) generate 
so-called partition function of conformal 2-dimensional field theory (see IDub!, 
IVoil). These topics are in the frontiers of modern mathematics. T hey reveal deep 
connections between algebraic geometry and mathematical physics. 
\Ve leave these interesting themes a..,ide and we pass to definition of period matrix 
space in the general situation. 

7.49. Definition of polarized Hodge s tructure. Let Hz be an integer lattice in its 
complexification H = Hz 0 C. Assume that H admits a pure I'lodge structure of 
weight n, i.e. H = fB

p
+ =n H ",'} with H "·q = Hq ,j!. Let Q : Hz 0 Hz -+ Z be a 

non-degenerate bilinear form satisfying the Hodge- Riemann relations 

Q(1, ~) 
Q(1, ~) 

iP-q Q (¢,¢) 

~ (- l )"Q(~,¢), 

= 0, 
> 0, 

¢ E H I),q, tj; E Hr,., l' '" 8, 
¢ E H ')"} \ O. 
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T he triple (Hz , H')"}, Q) is called the polarized Hodge structure of weight n . We 
introduce the I'Iodge numbers h,,·q = dim H,,·q and the Weil opemtor C : H --> 11 , 
Cl ll~o = i,)-q. 

Example. Let X be a smooth complete projective variety of dimension d. Let 
[wI E 11"1( X, '1.) be its Kahler class and let L : Hi( X ) --+ H J+"1( X ), [IJ] --> [w /\ 1}] 

be the Lefschetz operator. 
\Ve define Hz as P"( X , '1.) = ker [Ld- ,,+I : H" --+ 112<1 -,,+2] , n:o:::: d, the subspace 
of primitive vectors (see Theorem 7.12). T he spaces H P,q are P"( X , C) n H P,q( X ) 
and the form Q( ¢, 1jJ) equals (_ 1) ,,(,,+1)/"1 f x 4> /\ 1jJ /\ wd - n . Due to Theorem 7.14 , 
these data define a polarized Hodge structure of weight n. 

7.50. Definition of the classifying space of polarized Hodge structures. Let an 
integer n , a lattice I1z and a bilinear form Q (on the lattice) and positive integers 
h",'1 (equal to the dimensions of HP,q) be given. Define the space D as the space 
of all polarized Hodge structures I1z , H P,q , Q with dim H P,q = h" ,'} and call it the 
period matrix space . 
T he space D can be const ructed explicitly. The space F of all filtrations pil :J 
p I :J ... with fixed dimensions Ii = dimpj (= It n,O + /i,, - I ,1 + ... + hj''' - i) is a 
flag variety and forms a subvariety of a product of Gra.ssmann varieties (i.e. spaces 
of all subspaces of l! of fixed dimension) with the natural complex structure. 
T he first Hodge-Riemann condition 

iJ: Q(F",pn- 1'+ I) = O 

defines a closed complex analytic subvariety b of the flag variety F . T he second 
Hodge-Riemann condit ion 

D, Q(C1,;P» O, 1,, 0, 

defines the per iod mat r ix space D a.'l an open subvariety of b. 
T he spaces iJ and D have also other algebraic descriptions . Let Gc = Alit (H , Q) 
be the group of linear automorphisms of the space H preserving the form Q. G c 
acts on the flag space F and the subset iJ is an invariant subset with respect to 
this action. T he action of Gc 011 b is transitive; for any a,b we have b = g(a ), 
9 E Gc (there is only one orbit) . T his shows that iJ is a homogeneous space and 
can be represented in the form 

tJ = Gel B, 

where B is a stationary subgroup of one point, of a fixed flag P!) :J P! :J . In 
a suitable basis of H attached to this flag, the elements of the group B consist 
of block-triangular mat r ices. Such a group is called a pam bolic subgroup. (T he 
defini t ion of parabolicity of an algebraic subgroup of a linear affine algebraic group 
requires that the quotient space be a compact projective variety.) T his shows that 
the space tJ is smooth. 
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In order to give a similar description of the space D one takes the subgroup 
GR = A td (H R., Q) C GC (the real variant of Gc) and its subgroup [( = B n GIR . 
I( turns out to be compact (because its restrictions to the quotient spaces pf I F!,+I 
are orthogonal groups) . \Ve have 

D = G'RI I<. 

Qne has also the discrete aJ'ithmetic subgroup Gz = Aut (Hz , Q) c GIR . We treat 
this subgroup as acting on D from the left (induced from left multiplication in 
GR), whereas the cosets in GRI I( are cosets of the right multiplication of elements 
from [( on GIR . So one has the left quotient Gz \ D as the proper classifying space 
of l'lodge structures . I3ecause analytic description of the latter space is not explicit, 
one prefers to deal with D. However, when one has a family of "Iodge structures 
depending on a parameter 8 E S then one ha.<; a map from S to Gz'-.., D , which can 
be multivalued. In order to get single-valued mapping one uses the period matf"il; 

space in the form 

where r c Gz is the monodl'Omy gmup, the image in Gz of the fundamental group 
of S. 

Let us demonstrate the construction of the space D in the ca.<;e of curves of genus 
g. Each such curve is Coo diffeomorphic to a fixed curve Xo. The lattice Hz is the 
space H I (X 0, Z) ~ Z 29 with the basis 1lJ, ... , '19,/tl' ... , l1-g and with the standard 
symplectic form Q. T he l'lodge structures on H = elg are defined by cllOices of 
the subspaces pi = HI ,O(X, C) . The subspaces p i form graphs p i = {('I, It ) : It = 
ZT'I}, 'I = 'L, aj1}j, It = 'L,bjltj . This means that the space of flags lf ::J p i of 
this form is the same a.<; the space of matrices Z. T his space forms an affine part 
of the Grassmann variety G(2g,g) of all flags. T he space {Z: Z T = Z} is the 
affine part of tJ and {Z E fJ : 1m Z > O} is the affine part of D. 

7.51. T he general period mapping . Consider an analytic morphism I: X --+ S of 
complex analytic manifolds and such that X C C p N X S, f is the projection and 
the fibers X s = I-I (8) C CpN X {s} are compact smooth projective varieties. Fix 
a positive integer n . For each 8 we have the data (Hz )., (HP.q)., Q s. 
Fix So and Hz = (llz) .• " = H"(X s" ,'l..), HP,q = (lJp,q)so' Q = Q .• " . I3ecause I 
is a locally trivial fibration (in the topological and Coo categories) there exists a 
family of diffeomorphisms g .• : X." --+ X • . The induced homomorphisms g.: allow 
us to identify the lattice (Hz ). with Hz and the form Q. with Q. In fact this 
identification is unique modulo the monodromy, i.e. the action of the fundamental 
group lTdS, so) . 
However the spaces H!"q = g.;(lJp,q) .• can differ from lJp,q (because the fibration 
should not be an analytic bundle). \Ve obtain a family of polarized Hodge struc­
tures, i.e. a family of elements in D modulo the action of 1TdS,80) ' Denote by r 
the image oflTl(S,so) in Gz . The resulting map 

<P r:s --+ r\D 
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is the period mapping of the family Xs. 
In applications one uses S = D * or S = Ml' , where My is the space of moduli 
of analytic varieties topologically equivalent to Y. 
Griffiths [Gril [ proved that <l> r is locally liftable to D. It means that there are 
neighborhoods U (of points in S) and local maps <P = q,u U ---+ D such that 
<l> r lu is the composition of <I> and of the quotient map. 
We have the locally trivial vector bundles: 1t ---+ Sand P' ---+ S, with the fibers 
H(Xs,C) and PPH(Xs,C) respectively, where P* is the 1·lodge filtration. The 
cohomological bundle is tYluipped with the Gauss-~· .. Ianin connection; it is a holo­
morphic bundle. 

7,52. The period m ap and the Gauss- Mallin connection, (a) Assume that we have 
a family f X ---+ S of algebraic varieties X. as above and let <l> U ---+ D be 
a local lift of the period mapping. \Ve want to differentiate <l> with respect to 
vectors v E nol ..• oS = T .• oS (vectors of type (1,0)) . Because the lattice Hz does 
not depend on s, such a derivative is in fact the derivative along the Gauss- t..-Ianin 
connection, o<l>/ov = 'V v<t>. Let us first differentiate the classes [1/] E H"(X1o'C). 

(b) Griffiths Transversality Theorem. ([Gril ]) If [I}l E pP and v E T.oS then 
':::;\,[111 E F,,-l. 

T he property 'V : Os(.1"P) ---+ n1(p-l ) is called the tranversality condition (or 
the infinitesimal IJCI"iod ,-elations). It says that, although the subbundles FP are 
not horiwntal with respect to the Gauss- !lhnin connection, this non-horizontality 
is relatively small. 

(c) Corollary. The slLbblLlIdles P arc holomOlphic and the pe1"iod lII.ap <l> is also 
holoTn01phic. 

PIlJOj. \7 " q, is a tangent vector to the complexification of D, treated as a Coo real 
manifold. The affine part of the Grassmann variety G(H,f1') of fP-dimensional 
subspaces PI' of H consists of the graphs of linear maps from F:~ = FP to the 
quotient space H/ Pp. Therefore the (holomorphic) tangent space to this Crass­
mann variety at the point d = q, (so) is identified with the space L(FP, H / pI') of 
linear maps. \Ve have 'V ., <I> (so) E L(FP, H/ FP )c . The transversality theorem says 
that 'V,, <p (so) E L(F",FP-l/FP)c in fact. 
T he derivative of a section [1/1 along the conjugate vector v E (T .• oS)c is equal 

to O[IJl/OV = 8[lll/Bu, where [I}) E P"-P and o[I})/8l! E F"-p-l. 1·lence o[l}l/ov 
E FP+l. T his shows that o<l>/BVE L(FP,F1'+I/F1') = 0 (as FP+l C P1'). 
(T he analyticity of the bundles Grj. follows also from their definition as the Leray 
sheaves R'I f.f1.~~/s .) 0 

(d) Proof of GI"iffiths Tmnsvel·sality Theorem. Let us choose the representative 
1/ as a harmonic form on X .• o, a sum of components of the type (n, 0), (It -
1,1), ... , (p, 11 - p). \Ve extend 1/ to a form it in a neighborhood of X so in X with 
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components of the same type. \Ve lL~e the C= trivialization I-I(U)::: U x X .oo . 
T he (Gelfand- Leray) form 

where iv is the internal product, defines the class of \7v [ryj . Because dry is of the 
type (n + 1, 0) + ... + (p, n - p + 1) and v is of the type (1,0) the form iudii is of 
the type (n, O)+ ... + (1' - l ,n - p + l ), i.e. it lies in F P-! . 0 

(e) Definit ion. The horizontal subspace Tn ,d( D) of the (holomorphic) tangent space 
TdD is defined as 

T he horizont al sub bundle n(D) is the subbundle of T D with the fibers T;"d(D). 
Griffiths TI-ansversality Theorem says that <p . takes values in the horizontal sub­
bundle. 

7.53. T he Kodaira- Spencer mapping. Again we have the family f X --+ S , 
deformation of Y = X.o. The Kodair a- Spencer map is a linear map 

defined by means of the connecting homomorphism HO(Y,NY) --+ H! (Y,TY) 
associated with the short exact sequence 0 --> TY ---+ T X ly --> NY ---+ O. Here 
NY is the normal bundle to Y in X and one identifies the vectors { E T.oS with 
global sections (T(Y) of the normal bundle; (T(Y) = [w] with any w E Ty X such that 
f .. w = {-
Qne can descr ibe the Kodaira- Spencer class p( a/as) more explicitly. Let U = (U a ) 
be a covering of a neighborhood of Y in X by sets Ua , equipped with holomorphic 
cOOl·dinate systems (Xa.I, ... , Xa,d,8), d = dim Y. The vector &/8s from TsoS 
has representations Va in the coordinate system in Ua . Va is a vector field in Ua 

which allows us to construct a holomorphic diffeomorphism between X .oo n Ua 
and X . n Uo . If we had a global vector field v, defined in a neighborhood of Y 
(projecting itself to &/88), then the pha'le flow maps g~- 'o X so ---+ X . would 
define a local analytic trivialization of the bundle f . T he obstacles to prolongation 
of Va are the differences taj3 = Va - t!j3 in Ua n Uj3 . These differences satisfy the 
l-cocycle condition and take values in T Y (the s-components are the same). The 
cohomology cla'ls of the cocycle (taj3) E C I (U, TY) is the value of p(a I as). 
\Ve see that the Kodaira- Spencer cla'ls constitutes the first obstacle to holomorphic 
t r iviality of the bundle I X --> S. The elements of l1! (Y,TY) are called the 
infinitesimal defonnatiolls 01 Y. 
It turns out that the component <t>~ T~oS --> L(GJJF,Gr~-I) = 
L(Il",q, H P-I,q+l) of the tangent <p . to the per iod map is equal to the compo­
sition 

T.ooS .!!... III (Y, T Y ) --+ L(H 'j (0 "), 11'1+ I (01'- 1), 
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where the first map is the Kodaira- Spencer map and the second map is the internal 
product in cohomologies. 
T he space lJ J (Y, TY) is a candidate to t he space of moduli of analytic varieties, 
which have the same topological invariants as Y. Here by a moduli space My we 
mean the following. Either one a5.<;ociates to a point from My a variety (as in 
the case of the moduli space Mg of curves) or one fixes the manifold Y, treated 
as a Cr:>O manifold, and varies the complex structure on Y. The second approach 
is better because the variation of various invariants (of the complex structure) 
can be expressed in terms of objects (e.g. cohomologies) living on Y. One looks 
for deformations that are versal, which means that any complex structure on 
Y is among those from the deformation: (like versal deformation of a germ of 
holomorphic function). 
Not always JJI (Y, TY) is a base of the versal deformation. Sometimes an infinites­
imal deformation, which forms the first term of the Taylor series of a deformation, 
cannot be completed to t he whole Taylor series. The obstacles lie in the group 
JJ 2 (Y,TY). In IKNSI it is proved that, if }{2(Y,TY) = 0, then the Kodaira­
Spencer mapping is an isomorphism between the base space of versal deformation 
(which exists) and JJI(X,TX). 
T he versal deformation was constructed by Kuranishi IKurl. It turns out that 
there exists a mapping , : JJl(y, TY) ---+ JJ2(y, TY ) such that M y = , -1(0). 
Another approach to the problem of moduli of algebraic varieties runs through def­
inition of quotients of actions of algebraic groups and was developed by !I'lumford 
IMumll· 

7.54. The mirror symmetry. The deformations of complex structures play crucial 
role in the mirror symmetry conjecture for Calabi- Yau varieties (see IDub!, IWitl, 
I CoKa] and IVoiD· 
A Kahler manifold X is called Calabi- Yau iff its canonical bundle /{x = o~~rn x is 
t r ivial. Calabi- Yau manifolds with the same Hodge numbers as X form a family 
with the moduli space Mx. Examples of the Calabi- Yau manifolds constitute the 
K-3 surfaces (i.e. 2-dimensional complex analytic varieties with JJI(X, Z) = 0 and 
t r ivial canonical bundle /(x = 0 2 c:=: Ox). 
T he mi1T01' symm.etry relies on 'existence' of a family X~, $ E Mx', of Calabi- Yau 
varieties such that the moduli space Mx' is parametrized by a subset [( (X) C 
lJ I ,I(X) (Kahler cone) and conversely, Mx is parametrized by /{(X'). 
Existence of pairs (X , X') of families of (complex) 3-dimensional Calabi- Yau va­
rieties was discovered by physicists ICOGP] and it led to fantastic mathematical 
predictions. Namely, if 0 E r(X, Oi) is a global holomorphic 3-form, then one 
can define the following Yukawa potential on (TM x)0:1 = (JJI(X , T i ,O)0:1 : 

where 'V is the Gauss- !"fanin connection. By some arguments, taken from super­
symmetric string theory, it turns out that the Yukawa potential should 'coincide' 
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with the so-called following Gromow- \Vitten potential on (JJ 2 (X', z) )0 :1 : 

(1h ,lb'l:I) --+ L c- {!l ,w)N(0:1,0:2,c'3;P), , 
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Here w E J1l ,I( X ' ) is a symplectic form (imaginary part of the Kahler form), O:j 
are cycled dual to '1j, the sUlllmation runs over homology classes /3 E IJ"l (X ',Z) 
and N(O:l,0:2,0::1;/3) is the number of holomorphic curves 4> Cp l --> X' with 
4>. [C Pl ] = f3 and incident to the cycles 0:) (the Gromow- \Vitten invariants). 
In [COGP] the case when X' is a quintic hypersurface in C P4 and X = {xt + . 
+x~ + SXI .. 'X5 = o} 1('l..5rl is considered . Here JJ "1( X ' ) and Mx are I-dimen­
sional; so for fixed generators ~ = ~1,2.3 and 1"/ = 1"/1 ,"1 ,:1 the above potentials depend 
essentially on one variable. T he mirror symmetry predicted 8(IUality of the Yukawa 
and Gromow- \Vitten potentials as functions of one variable. P. Candela.'l, X. de 
la Ossa, P. S. Green and L. Parkes calculated the Yukawa potential (it is rather 
standard) and predicted the number of rational curves in a quintic. The rigorous 
proof of all this was eventually found by A. B. Giventall Giv21. 
For more details on this subject we refer the reader to ICoKa[ and IVoil. 

7.55. T he Torelli theorems. By the notion of Torelli theorem we have in mind 
certain analogues of the Torelli theorem for curves (T heorem 7.48) . T hese are 
results about embeddings of the moduli space My into the period matrix space 
D. If <l' : M y --> D is an embedding, t hen we say that the global TOI'Clli the01'em 
holds. If <l>. (s) is an embedding (for any s E M y) then we say that the infinitesimal 
T01dli the01'em holds. 
T he global Torelli theorems were proved for: curves, cubics in Cp ,j and Calabi- Yau 
manifolds. 
T he infinitesimal Torelli theorem holds for hypersurfaces in CP" . 
For more information we refer the reader to IKK[ and IVoi l. 

7.56. The hyperbolic geometry methods. (a) Consider a degeneration f : X' --> D' 
of varieties, parametrized by the punctured disc and associated with it the per iod 
mapping <l> r : D' --+ r \ D. I·Iere r is the cyclic group generated by the monodromy 
automorphism. 
T he space D is the homogeneous space GRI J(. It is 8(luipped with invariant metric 
ds"b, induced from the Cartan- Killing form on the Lie algebra g = T~GIit. (The 
Cartan- Killing form (-, .) satisfies ([x,y], z) + (y, [x,z]) = 0, defines an invariant 
metric on the group and is unique up to normalization for a simple Lie algebra, 
see [Serl l). 

(b) It turns out that (see [Gril l, [Gri2 1): 

The period mapping is negativciy c1L1"Ved. It means that the sectional curvature in 
the direction <l'. TtD · is negative; after slLitable normalization we have 
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In other words , the horizontal subbundle T;,(D) (see 7.52(e)) is negatively curved. 
On the other hand, the punctured disc D* also admits a negatively curved metric, 
the metric Id"tr.! = Idt I2/(lt l lnlt l)2 (induced from the hyperbolic metric Idzl 21 
(1m Z)2 on the universal covering H ). 

(c) There is a generalization of the classical Schwarz theorem, which says that if 
I: (D , 0) --+ (D ,O) is holomorphic, then II(t)1 ~ Itl . This generalization says that: 

Thc period map is hype1·bolic distance dccrca.sin9, d(<l>r(t), 4>r(t')) ~ dll(t,t'). 

\Ve cannot explain here the above two results. \Ve refer t he reader to the works 
of Griffiths [Gri1 [ and [Gri2 [. Below we have their application to the monodromy 
operator. 

(d) Borel's proof of the firs t part of the monodromy theorem. \Ve want to show 
that t he eigenvalues of t he monodromy operator Al are roots of unity. 
\Ve apply t he covering map $ : H --+ D = GR//(. We have $(z + 1) = M$( z), 
z E H . 
Consider the points ni, ni + 1 E H , i = A, n = 1,2, .... The elements ~ (n-i) E D 

are cosets g,,[(, g" E GR and ~ (n-i + 1) = M g,, [(. The hyperbolic distance between 
ni and ni + 1 tends to zero, dll (ni, ni + 1) = lin. By the point (c) above, we have 
d(g,, [( , Mg,,[() ~ lin, which means that d(g;;1 IIIg,,/(, /() --+ O. ThlL~ the elements 
g,-; I .H g", from the conjugacy class of /ld , have accumulation point in the subgroup 
/C 
The group [( is compact. If M would have an eigenvalue ..\i with module different 
from 1, then the groups generated by g,-;I III g" would be non-compact. This shows 
that all I..\d = 1. 
Because ..\; are algebraic numbers they are roots of unity. o 
7.57. T he Baily- Borel compactification and limit of period mapping. Let I : X --+ 

D be a degeneration of a family of algebraic varieties. It means that Xt, t =I- 0, are 
compact and smooth and Xo is singular. \Ve have the period mapping 4>r : D * --+ 

r \ D. 
The punctured disc D* is open. The space r \ D is also open, because of openness 
of the second Hodge-R.iemann relation. 
If the monodrolllY operator is periodic, i.e .. H = AI.. and N = log III,," = 0, then 
after applying the semi-stable reduction one obtains a situation with hololllorphic 
single-valued map D* --+ D. After showing that it is bounded one obtains analytic 
prolongation of <I> r to the full disc with values in r \ D (see [Gri2[). 
In the general case one cannot obtain prolongation with values in r \ D. However, 
one can try to obtain a prolongation in the form 4 r D --+ {r \ Dr, where 
{r \ D}' is some (partial) compactification of the space r \ D. A natural candidate 
for {r \ D}* is the so-called Baily- Borel compactification (see IBaiR]) which can 
be described a.<; follows. 
The boundary aD = D \ D c D is a union of disjoint subsets F I , ... , Fr. They 
are complex sublllanifoids in tJ. The action of GR prolongs itself to a n action on 
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aD, but the varieties Fj can be permuted. Denote N(Fj ) = {g : g(Fj ) = Fj }, 
the n01'malize1· of Fj , and Z(Fj) = {g: glFj = id}, the centmlize1· of Fj . We have 
Fj ~ G F;/ /(F;, where G F, = N(Fj)/Z(Fj) and /(F; are their compact subgroups. 
Assume also that the discrete groups r j = r n N(Fj ) act properly discontinuously 
on Fj : (i.e. elements from r j \ Z(Fj) have no fixed points in Fj ). 
T he Baily-Borel compactification (see [BaiRl) is equal to 

{r \ Dr ~ (r \ D) u U(r, \ Fj , 

j 

where the induced topologies on r \ D and on r j \ Fj are the natural topologies 
and r \ D is an open subset in {r \ D} · . 
T he following result belongs to Borel (according to Griffiths [Gri21). 

Theorem. The period mapping can be extended to a map <1> 1': D --+ {r \ D} ' m 
the cases when the varieties X . are: C1L1'Ves, cubic threefolds and K -;I slLrfaces. 

7.58. Example of extens ion of the period m apping for curves. T his result is due 
to ~dumford (unpublished) . We follow the exposition in [Gri21. 

(a) \Ve have F : X --+ D with fibers X t , t =I- 0, which are curves of genlL~ g. \Vithout 
loss of generality we can a'lsume that the monodromy operator is unipotent, UI,I -
/)2 = O. 

(b) \Ve begin with a proper choice of the ba'lis of rational cycles in 111 (X t , Q). By 
the monodromy assumption there exists a basis Xl, ... , X m , Yl, ... , Y"" 
Z I, ... ,Z2g_2", such that 

(5,3) 

Because the intersection form is monodromy invariant we have Q (Xi, Yj) = 
Q (Mxi, MYJ) = Q(Xi + Yi, YJ) and hence Q (Yi, YJ) = 0. Similarly we get Q(Yj, z/,.) = 
O. Next from Q (Xi, Xj) = Q(Xi + Yi, Xj +YJ) it follows that Q(Xi, W)+ Q(Yi, Xj) = O. 
T herefore 

A 
B 

_ CT 

in the ba'lis (Yj,Xi, Zic) . By means of the change x: = Xi + (1/ 2) I: (A- 1 B )jiYj we 
reduce B to O. Similarly we reduce C to O. Then D = _ DT. 
T he further substitution x' = Ex , y' = Fy gives a similar matrix Q, with B = 0, 
C = 0 and A' = EAFT. T hus one can transform A to I"., using symmetric and 
commuting matrices E and F with rational coefficients. BecalL~e Q, restricted to 
{Z I , ... ,Z2g_2".} (the space spanned by z/,.), is symplectic we can assume that 

D = ( ~J/~). 
So in the basis YI, ... , Ym, ZI, ... , Zg_"., XI •... , X"" Zg_m+l, ... , Z2g_2m we obtain 
the standard form for Q. 
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However the formulas (5.3) for the monodromy do not hold now ; (because we have 
replaced X i and Yj) . In the new basis fy j, Zk, X i, Zg_ m +l} we have 

(

1m 

M = ~ 
(] 

o 
19 - m 

o 
o 

A 
(] 

1m 
(] 

(5.4) 

(c ) Let us pass to the cohomologies and the period mapping . \Ve choose a basis 
tP I" .. , tP"lp of lJ I (X t, C), depending holomorphically on t E D* and such that the 
integrals J,,; tP j along horizontal cycles (e.g. Xi, Yj, z ,, ) have the form 

a(t) + b(t) · (2ni) - ' log t. 

wit h holomorphic a(i ) and b(t) near t = O. The existence of such a ba.<; is follows 
from the regularity of the Gauss- !I'lanin connect ion. In Chapter 8 it is proved that 
a germ of a regular linear non-aut onomous system wit h unipotent monodromy is 
analytically reduced to t he system tu = (Co + O( t) )u, Co nilpotent . T he solutions 
of such a system have just the above type singularities . 
T he period matrix, i.e. the mat rix of integrals of holomorphic forms along the 
cycles from the ab~ve basis , takes the form Ott) = Oo(t ) + (21Ti) - IOo( t) lnt = 
0 0 + (21Ti) - l ln t · O(M - I) , where 0 0 and 00 are holomorphic. (This follows 

from the monodromy action 0 --> OM = 0 + n o.) Writing 0 = (Od0 2) (OJ -
(g x 9 matrices) one finds from (5.4 ) that 0 1 is holomorphic and single-valued. 
T he Hodge-Riemann relat ions imply detO Jtt) =I- 0 for t =I- O. Application of OI l 
gives the standard form 0 = (lgI Z (t)) where 

Int ( A 
Z (t) = Zo(t) + 21T i 0 o ) (] , 

with meromorphic Zo a nd A the same a.<; above (the only nonzero part in III - I). 
Next we know that Z (t ) takes values in the Siegel upper half-plane H g . If Zo(t ) 
would have a pole at t = 0 , then the image of Z (t ) could not be restricted to H g , 

which is biholomorphically tXluivalent to a bounded domain (like H ~ D ) . Thus 
Zo is holomorphic. I3ut then the dominating term in Z (t), t --> 0, is A!p.L . I3ecause 

~ ".! 

1mZ > 0 we find that A > O. 

(d ) Recall the weight filtration of t he limit mixed Hodge structure a.~sociated wit h 
the degeneration f. It is the monodromy weight filtration wit h central index 1 and 
is defined by lVo = 1m (.H - I) , WI = ker(M - I) , 1V"l = 11 1 (X t ) . 

\Ve choose a rational ba.<; is 1/ 1, ... , 1}g, ! L I , ... , !Lg of lJ I(X t , Q) such that the per iod 
matrix is B(IUal to (l IZ (t )), the ext erior product form Q ha.<; the standard form 
and the monodromy acts a.<; follows: 

M fJ; ~ 11i + L~: I A ij J.!.j ' i = t , . . . , 1n, 

M 1}j ~ 1/j , j >m, 
IIIl1 i ~ !Li · 
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T hen we have 
Cr1V 

~ {II!, . .. , II.,,}, 
Cr;v ~ {llm+I" ·· ,'I9;ltm+ l , ... ,11

9
}, 

IV, ~ {J1I, . . . , J.t",}. 

(e) The Hodge filtration F? J Fl ::J {O} defines subspaces F t
1 = lJO(X t, OI ) in 

lJI (X t ) . V-lith fixed basis we obtain a family of g-dimensional subspaces 5 t c (:29 . 

Each such subspace S = St is an element of the Gra<;smann variety C(2g, g) and is 
isotropic with respect to the symplectic form Q. The isotropic subspaces form the 
subvariety tJ c C(2g,g). We know also that if t =I- 0, then the form i Q(5, S) > 0, 
i.e. 5 E D. 
The basis of the space 5t comprises of the forms Wj = 11) + 2::%=1 (Z(t))jk·Jlk" 
We pass to the limit t -+ (] with 5t . Thus we normalize the above basis of 
5 t a<; follows: Wj(t) = 2::Z~ 1 A)k'llk' + O(ln- I t), j = 1, ... , m: Wj(t) = 11) + 
2::%=1 (Zo( t) ))k·ltk, j = In + 1, ... , g. Here the vectors 'Ii' J.tk' are fixed and the 
matrix Zo(t ) is holomorphic. 
\Ve see that the limit So = lim St is a subspace containing !VO . 

(f) T he limit So turns out to be an element from the boundary D \ D. The 
boundary D \ D c tJ is divided into components as follows. Each component Fj 

is characterized by the dimension of the kernel of the form -iQ(S, S). 
If Wo is a rational (i.e. defined over Q) isotropic subspace (i.e. Q(IVo, lVo) = 0) 
of ((:29, Q) of dimension In, then we put F (!Vo) as the set of all 5 E D with 
!VO c S and such that iQ(5, S) has rank 9 - In . Equivalent conditions state that 
Wo = S n 5, or that (Wo)l. = 5 + S. 
\Ve have 

50 E F(Wo) in the above limit. 

Indeed, we can a<;sume that 

, , 
S" ~ {Jt l , . .. , J.tm , llm+ 1 + z= zm+ l,dO)J.tb· .. ,119 + z= Z9,/,·(0)l ti:l, 

k=m+1 k=m+ 1 , , 
S" ~ {Jt l , . ·· ,/lm,II.,,+ 1 + z= Zm+U·(O)Jll;> . .. ,119 + z= Zg,dO)11d · 

k=",+1 k=m+ 1 

rVroreover, the matrix Im(Zjk(O))~, k=m+ l is positive definite. This means that Son 

So = {Jtl, ··· ,llm} = Wo. 

(h ) Each space F(Wo) is isomorphic to the Siegel upper half-plane H g _ m: F (!Vo) 3 
5 -+ Sj1Vo C (H!o)l. j Wo. 
r-.-roreover, any two m- dimensional isotropic rational subspace;; of ((:2g, Q) related 
by a transformation from the modular group r 9 :::: 81) (2g, Z) are treated as equiv­
alent . T his means that we have set theoretically 
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where r p is the modular group acting on H p . 

This is the B01d - Baily coml'actijication of r \ H y . In this special ca<;e it is also 
called the Satakc compactijication (see [Gri21). 



Chapter 8 

Linear Differential Systems 

§1 Introduction 

T he subject in this chapter is the nOll-autonomous linear differential systems 

i = A (t) z , Z E e", (1.1) 

and the linear higher order differential equations 

x(n) + aj(t)x(n-I j + ... + a,,(t)x = 0, x E C . (1.2) 

In the above two equations the 'time' t usually takes values ill the complex plane 
C . Sometimes t E S, where 5 is some Riemann surface. In the latter case t he 
equation (1.1 ) is treated a.<; an <Yluatioll for horizontal sections of sOllie holomorphic 
vector bundle with respect to a certain connection in it. Often we will consider 
the equations (1.1) and (1.2) locally, then t E (C,O) . 
T he entries of the matrix A(t) and the coefficients ai (t) are meromorphic functions. 
T he equations of this type are met very often as the following examples show. 

8.1. Examples. 

(a) The Gauss- fo, 'lanin connection on the cohomological Milnor bundle. Recall 
that, if L1 (t) is a family of vanishing cycles (in fibres of the ~'I ilnor fibration 
a<;sociated with an isolated critical point of a holomorphic function) and 
WI, ... ,W11 define a trivialization (of the cohomological Milnor bundle), then 
the vector function]i = UIl (t)wddf, ... , fIlet) w/.ldf)T satisfies the Picard­

Fuchs differential system (see Theorem 5.29) 

j ~ A(t)J. 

(b) The particular case of the Picard- Fuchs 8{luations for the elliptic integrals 
are the following (see Lemmas 5.22 and 5.23) 2(ge - 4)io = 45t1o - 42h, 
2(9[2 - 4)j1 = - 1010 + 63th, or 4(9t2 - 4)i o = - 1510, 4(9[2 - 4)il = 2111. 

(c) The Gauss hYPC1"!}comctric cquation 

t(t - l )x + [(0: +!1 + l )t - , ]i: + o:!1x = O. 

\Ve shall study this equation and its generalizations later. Most of the equa­
tions written below are obtained from the hypergeometric equation by appli­
cation of some limit process. 
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(d) The Bessel equation 

(e) The Weber equation 

(f) The Legendre equation 

(t2 
_ l )i + 21x - v(v + l )x = O. 

(g) The confluent hypelyeomctric equation 

li + (c - t)x - ax = O. 

(h) The Hennite equation 

x - 2tx + 2nx = 0. 

(i) The LaglLerre equation 

tX + (0: + 1 - t)i: + nx = 0. 

0) The Gegenbauel- equation 

(1 - t 2)i + (2). + 1)lx + n(n + 2>. )x = O. 

(k) The Jacobi equation 

(1 - e)i + [p - 0: - (0: + (3 + 2)t]i: + n(n + 0: + (3 + l)x = O. 

(I) The MathielL eqlLation d21l/dz2 + (1 + acos(2z))u = 0, after the substitution 
t = sin2 z, x(t) = u(z), takes the form 

4t(1 - t)i + 2(1 - 2t )x + (1 + a - 2at )x = O. 

(Ill) The AilY eqlLation 

i - lx = O. 

(n) The algebraic function x = ::ji satisfies the C(luation 

ntx = x . 
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(0) The algebraic function x( t) = It + i'jt - 1 also satisfies the linear differential 
equation 

d 
(t - 3) dt (Ot(t - I)") ~ 3(3t - 1)[3(t - I)" - xl + 2(4t - 3)[21" - xl · 

(I·lint. From the formula for x and from 6t(t - I )± = 3(t - 1)1t + 2tijt - 1 
express It and ~ by means of x and :t.) 

It turns out that any algebraic function is a solution of some linear differential 
equation. It follows from the Riemann t heorem about multivalued holomorphic 
functions with regular singularities (see Theorem 8.35 below). 

8.2. Definition. A point tj at which the matrix A(t) in (1.1 ) or one of the coefficients 
Qi(t) in (1.2) has a pole is the singular point for the IX/uation. In the local ca.<;e 
we shall assume that tj = O. The first rough classification of singular points is the 
following. 
T he singular point t = 0 of the equation (1.1 ) or (1.2) is called regular if any of its 
solutions ¢(t) has at most polynomial growth in any sector with vertex at t = O. 
It means that 

1¢(t)1 < CN/lt IN, It l--+ 0, a < argt < b. 

Otherwise the singular point is called irregular . 

Example. T he Picard- Rlchs equations have regular singularities at their singular 
points (which are the critical values of the holomorphic function, see Theorem 
5.40). 

8.3. Definition. Let to be a non-singular point of the equation (1.1) or ( 1.2) (defined 
near the singularity t = 0). Let V be t he space of its solutions defined near 10 . As 
t turns around the point 0, with the beginning and end at to, the solutions are 
prolonged analytically and define the monodromy operator M : V --+ V: if 4>(t), 
t near to, is a solution, then M ¢(t) = ¢(e27fi t) . 
Let 4>1 (t), . .. '¢n (t) form a basis of V. \\le define the fundamental mal1'ix F = 
(4))' ... ,4>,,) in theca.<;e (1.1) and 

in the ca.<;e (1.2). Then the monodromy operator, written in this basis, is the 
monodromy matrix M satisfying F (t)M = F(C27fi t). 
Here the mat rix M depends on the choice of F but not on the point to . Note also 
that the mat rix AI acts in the same way onto any row of the fundamelltalmatrix. 
If the system (1. 1) or the equation (1.2) is defined on a compact Riemann surface 
S with singular points t l , ... ,t"" then any loop 'Y E 7r l (~{tl' ... ' t",}, to) defines 
(in the same way as above) the corresponding monodromy operator M l' E Aut V. 
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T hese operators generate a subgroup ill A ut V called the mOllodromy group. The 
correspondence ,_ M , satisfies M ia = M , M a, i.e. it is an anti-representation. 
T he operators M l' define also a certain vector bundle on S"'.J tJ, ... , t",} with lo­
cally constant transition operators (tYlual to M l') . It is the local system as.<;ociated 
with the linear equation. 

§2 Regular Singularities 

\Ve begin the study of singularities of meromorphic differential tYluatiolls with 
one-dimensional pha.<;e space, n = 1. It means that we have the equation 

where a(i) is an analytic function near O. 
If r = 0, then the solutions are analytic (by the theorem on existence and unique­
llesS of solutions in the analytic version). 
If r > 0, then we assume that the coefficient 00 ::j; 0 in the expansion a(t ) = 
ao + alt + .... Of course, the general solution is written in the form 

If 1" = 1, then we get z( t) = Ctao x analytic function . T his means regularity of 
the s ingular point. 
If r > 1, then z(t) = CeP(ljt) t b x analytic function, where 

PI ') = ~,r-I + ~,r-2+ . ' 
" l - r" 2 - r" .. - ar _2", 

b = a r _l. Here the singularity is irregular, because for Reaot l - r < 0 the solution 
diverges fa.<;ter than any power of t. \Ve have proved the following. 

8.4. P roposition. If n = I , then the singular point of equation (1.1 ) is regula1· if 
and only if the junction AU) has a pole oj order exactly 1. In geneml, equation 
(1. 1) is analytically equivalent to the equation tri: = [L~- l OjUJz. 

Consider now the case of an n-dimensional system with the singularity 

ti: = Az, 

where A is a constant matrix. The fundamental matrix of solutions of this system 

" 

which grows a t most polynomially (regularity). This result is generalized in the 
following way. 

8.5. Proposit ion. If A (t) = A o/t + Adt), when~ Ao = const and A dt) is a holo­
morphic matd:r-valued junction, then the point t = 0 is regular. 
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p, p 

Figure 1 

P1"OOj. We put t = peiO , where 0 = const and p tends to O. Let ¢(p) = z(t) 
and r(p) = 1I¢(p)ll . From the identity d¢/dp = ei(}i: = (A (t)/p)¢ (where A is 
holomorphic) we get the inequality 

CT' dl" Cr 
- - < - < -

p dp p 

for {] < p < Po with some constant C and Po. 
From this and Figure 1 we see that the graphic of the function r(p) must lie in 
the distinguished domain. Thus r < p-c near p = O. 0 

8.6. Definition. The system (1.1), i.e. i: = A(t)z, has a singularity of the Fuchs type 
at t = 0 if A (t) has a simple pole at O. The equation (1.2), i.e. x(n) + ... + an(t)x = 
0, has a singularity of the Fuchs type at t = {] if all the functions [laj(t) are 
holomorphic near O. 

Proposition 8.5 says that, if the system (1.1) ha,<; singularity of the Fuchs type, 
then this singularity is regular. The following example shows that the converse is 
not true. 

8.7. Example (Euler equation). 

tnx(n) + b1t,,-lx(n-l) + ... + hnx = 0, 

where hi are constants, by means of the change 
_'old' (I) .. " d tl t· e ;r.;r - <lu , ... IS reuuce to Ie equa Ion 

d"x dn-Ix 
-d +cl -

d 
,+ ... + cox = Q 

H" u"-' 

with constant coefficients. Its general solution has the form x = L do.k·eouuk· = 
L do,k·tO(ln t)k'. Thus the point t = 0 is regular. 
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On the other hand , if we rewrite the Euler equation in the form of the linea r 
system 

( 0 

1 0 0 ) , . 0 0 1 0 
, ~ 

- b,,/ t" - bn_ I1tn- 1 - bIlt 

(where ZI = X, Z2 = ±, ... ) then the corresponding matrix A (t) ha'l a non-simple 
pole. 

In the case of a linear equation of n -th order the situation is much more clear. 

8.8. Theorem. The singular point t = 0 f01' equation (J. 2) is n~gula7' if and only if 
it is of the Fuchs type. 

Proof. (We follow the proof of T heorem 5 .2 in ICLI. ) 
1. Assume t hat the Fuchs conditions, i.e. all t j aj (t ) are holomorphic , hold. Follow­
ing t he latter example we perform a transformation reducing equation (1.2) to a 
system (1.1 ) wit h a Fuchs type singularity. Then Proposition 8.4 will give us the 
regularity property. The change is as follows: 

ZI = X, Z2 = (td/dt )x, Z:\ = (td/ dt )2x , ... , Z" = (td / dt ),,- IX . 

It gives ,iJ = (l /t)Z2, i2 = ( l /t)z:I, ... , i n _ 1 = ( l /t}zn and Zj = tixUj + combina­
tion of t J.· x( k ), k < j . Thus t j xU) can be expressed as a linear combination of ZJ.., 

k $J 
The la'l t 8{luation from the promised system is in = !r (tn- 1x(n - I)) + combina­
tion of ii, i < 1t. The term !t (tn - 1x(n- I)) contains (11. - l )zn/t and tn - 1x(n) = 

- t', - I I:ajx(n- j ) = - t - I I: (atj)(x(n - j) tn- j ) . The functions ajt j are holomor­
phic by t he a'lsumpt ion a nd x(n- j) t" - j are expressed by means of zis. All this 
shows that ti" is analyt ic in t and z . 
2. Assume that t = 0 is a regular point . \Ve want to show that t he functions 

are analytic. 
\Ve use the monodromy operator. If F is the fundamental matr ix. F -+ FAJ is the 
monodromy operation a nd G ( t) = t - In Af/27f i, then the matrix-function FG is uni­
valent. By regularity of F it is meromorphic. Thus F = (meromorphic matrix ) x 
tin AI/h i . 

T he matrix III ha'l always some (left) eigenvector v = (VI, ... ,Vn ), v III = av. 
Using it we can find a solution ¢(t) = I: Vi¢i of the form t). x analytic ftmcticm.) : 
here 2;ri>. = a - (inte ger) . The importance of t his solution is that it does not 
contain logarithms in its expansion. 
O t her solutions are searched for in the form x = ¢ . y . For z = if we obtain a n 
equation of order n - 1. 
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Indeed, if D = (d/dt)n + 'Laj(d/dt)n- j then D(¢y) = D(¢) · y + expressions 
depending on y. T his <Yluation is of the form 

where 

dj = aj + const· aj_1 . <p/¢ + const· aj_2· ¢/¢ + ... , do = 00 = 1 

and ¢(I) /¢ rvconst.t- I 

Next we lL~e induction with respect to the order n. In the case n = 1 the statement 
has been proven in P roposition 8.4; regularity implies the Fuchs property. 
Assume that Ke know that any regular equation of order n - 1 satisfies t he Fuchs 
conditions and consider our system. 
Let ifJ; be the system of independent solutions of the equation for z . Then ifJ; = 
(¢;/¢)., where ¢i are independent solutions of the e(luation for x. Because all ¢; 
are regular (by assumption) and ¢ rv t\ then also ifJ;(t) behave regularly. T hus 
the equation for z has regular singularity at t = O. By the induction assumption 
the coefficients dj have good behaviour, djtJ are analytic. Because of the above 
relation between aj's and dk's we find that also aj ti are holomorphic. 0 

8.9. Definition. If t = 0 is regular for the <Yluation (1.2) and a;(t) = 11;t-' + ... , 
then the equation 

P( >.) = >.(>. - 1) ... (>. - n + 1) + 111>' ... (>. - n + 2) + ... + 11n = 0 

is called the defining equation for (1.2). In particular, its roots and multiplici­
ties allow us to determine the first terms of the asymptotic of solutions of the 
differential e(luation. 

8.10. Example (Elliptic integrals revisited). (See IBEI, vol. 3, and IGol]). 
(i) T he complete elliptic integrals (those which are given in tables and are lL'>ed 
by engineers) are defined by the formulas 

K (k) ~ Iol t(1 

,,, 
~2)(1 1. ..• 2 ) , 

iK'(k) ~ 
III d~ 

1 (1 _ .2)(1 _1.-..2 )' 

E ~ Iol 1_1..2 • 2 d 
1- . " s, 

iE' ~ Ill/k J I l~:;' ds. 

As one can easily see, they define the periods of the incomplete elliptic integrals 

F(k, ¢) ~ 

E(k, ¢) ~ 
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One should apply the substitution s = sin t . The periods are 4J( and 2i [( ' (or 4E 
and 2iE' respectively) . They are integrals along two cycles in the Riemann surface 
y'l = (1 _ x 'l )( l _ k'lx'l ) . 

(ii) One has the formulas [( = F (k , rr / 2), [(' = F (k',rr/2), E = E (k ,rr/2), £' = 
E (k' ,7r/2 ), where k' = Jl - k'l . (One should apply the changes 1 - k'l$'l = 112 and 
11 = k'v.) 
(iii) These integrals can be expressed by means of the elliptic integrals along 
the curve y2 = P:dz), which have been investigated in Chapter 5. Namely the 
substit ution s = 1 - l /z gives (1 - 8'1 )(1 - k2 8 2 ) = P:I(Z)/Z4 and the integral [{ 
becomes I (P;I(Z)) - 1/2dz, with which we are acquainted. 
( iv) The fUllctions J( , f{' , as fUlIc tions of t = k'i, satisfy the differential equation 

t (l - t )w + (1 - 2t )'lv - w/4 = O. (2.1 ) 

T his IXluation , after the change t = (1 - T)/2, becomes the Legendre equation 

d2'IIJ d'IIJ 
(T2 - 1) dT2 + 2T dT - v (v + l )'IIJ = O 

for v = - 1/ 2. 
To obtain the IXluation (2.1 ) one takes the expressions 

J( = f; ((1 - 82)( 1 _ t82)r l/2 d8, k = (1/ 2) f 82 (1 - 82r l/2 (1 - ks2r :l/2, 

j( = if S 4 (1 - s2 r l/2 (1 - t s2r 5
/

2 

and substitutes them into the left-hand-side of the different ial IXluation. Qne ar­
rives at an integral of the expression ltu2 + 2(1 - t )ll - 1] . (11 (1 - U)) - 1/2 . (1 -
t u) -5/2, where 11 = 82. The latter is the complete differential of the function 
11 1/ 2(1 _ U) I/2(1 _ t 11 )- 3/2 and gives zero integral. 
(v) Here is a good place to explain to the reader the origins of the name Gauss­
r-.hnin connection. Yu I. !lhnin in IManl l considered the family of elliptic curves 
y2 = x(x _ l )(x - t ); (he treated this family as an elliptic curve with the ba.<; ic 
field C(t )) . He studied integrals of the holomorphic form w = rlx/y along inte­
ger cycles in this curve. These integrals are integer combinations of two ba.<; ic 
periods (integrals along the generators of the first homology group) and satisfy 
t he Legendre differential equation 4t(t - 1) / - 4(1 - 2t )i + 1 = 0 (the same 
as (2.1 )) . Because this equation is a special ca.<;e of the Gauss hypergeometric 
equation, j'l"lanin called it the Gauss equation. T he form w satisfies the IXluation 
[4'(' - 1)(d'/d,' ) - 4 (1 - 2t )(d/d' ) + l [w ~ d(- 2y/(x - 2)') . 
In the same paper Mallin generalized t his s it uat ion ,. He considered integrals of 
a holomorphic I-form w along integer cycles in a family C t of algebraic curve of 
genus g , and called the obtained differential equat ions Pw = df and PI = 0 the 
Picard- Fuchs IXluations ; (here P = P ( t , d/ dt ) is a linear differential operator , f is 
a function on C t and 1 is an integral). Next he introduced the Picard- FUchs «(Iua­
tions in the ca.<;e of a family of multidimensional varieties depending algebraically 
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on a parameter; the latter was formulated in algebraic terms of functional fields 
and their extensions . Since then the operator P is called the Gauss-t..-Ianin op­
erator, the corresponding connection in the cohomological bundle is called the 
Gauss- ivlanin connection and the e(luation PI = 0 is called the P icard- Fuchs 
equation (see also IDav]). 
(vi) Equation (2 .1 ) has three singular points t = 0, 1, 00: (we treat it as an e{luation 
in C). 
T he point t = 0 is regular, because we have uj + (t- 1 + .. . )u! + (_ C 1/ 4 + .. . )w = O. 
Its defining equation is >/ = 0, which implies that one of its solutions is analytic 
(it is I< ) and the other solution contains a logarithm (it is iI<') . 
Similarly the point t = 1 is regular with the defining e(luation >.2 = o. 
After some transformations one check." that the point t = 00 is also regular, with 
the defining e{luation (..\ - 1/2)2 = 0 
(vii) T he elliptic functions appear in Newton's e{luation x = - V'(x), where the 
potential V = X4 + ax:l + hx2 + cx has two local minima. If i;2/2 + V(x) = E is 
the e{luation of a trajectory oscillating around one such minimum, then the per iod 
of the oscillations is given by the elliptic integral T = I dx/ J2E - V (x}, which 
(after some changes) can be expressed by means of l{'. T he reader can show that 
the periods of oscillations around both minima of the potential, with the same 
total energy E, are e{lual. 
(viii) T he Weierstras." function p(t) is the inverse of the elliptic integral t = 
I;' ds/ J4s:! 92S 93. It satisfies the e{luation (p)2 = 4p:1 - 92P - 93 (which 
is obvious) . It represents a meromorphic function of t and is two-periodic. Namely 
when one adds to t one of the two periods 2w = I-r ds/y, 2w' = I" ds/y, y = 

J 452 g25 g:l, represented as complete elliptic integrals along two basic cycles 
'Y,6, then the value of p(t) does not change. Usually one chooses the periods in 
such a way that 1m w' / w > O. Another representation of the \\leierstrass function 
i, 

1 '( 1 1) 
p(t) = t2 + L (z - w)2 - w2 ' 

w 

where the sum L' runs over the incomplete lattice {w = 2mw + 2nw' : (m, n) =1= 

(O,O)} . In this caseg2 = 60L'W- 4
, 9:1 = 140L'W-6 . 

8.11. Definition. '1\\'0 local differential systems 21 = A 1(t )ZI, 22 = A2(t)Z2 are 
called holomorphically equivalent (respectively meromorphically equivalent or for­
mally equivalent or formally meromorphically equivalent) near the singular point 
t = 0 if there is a holomorphic matrix H(t) (respectively meromorphic matrix 
H(t) or the formal series H (t) '" L~o Hjt j or L~_", Hjtj) such that, after the 
change Z2 = H (t)ZI, the first system is transformed to the other system. In the 
formal cases this holds at the level of formal expansions of these systems in powers 
of t. 

Remark. If the e(luation 2 = A (t)z is treated as the e{luation for the horizontal 
section with respect to the connection d/ dt - A ( t), then application of the change 
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z --+ ll(t)z means application of the gauge transformation 

A --+ B = Jj 11- 1 + 11 All-I. 

8.12. Theorem. The point t = 0 is a l'egular singular point fO l' the system i: = A (t)z 
if and only if this system is memmol'phically equivalent to the system i: = (Clt)z, 
whel'e 1\1 = e27riC is the monodmmy transfonnation. 

Proof. The proof that regularity implies meromorphic reducibility repeats the 
analogous proof of Theorem 5.40. If F(t) is the fundamental matrix of the sys­
tem with the matrix A, then the conjugating transformation is C(!ual to ll(t) = 
F(t)t-c . It is univalent and meromorphic (by regularity). 
T he reverse implication is obvious. 0 

In order to develop the theory of formal cia.<;sification of meromorphic systems we 
need to say something about the Poincare- Dulac theory of normal forms. This 
theory will be used in further parts of the book. 
Consider a germ of vector field in (en, 0) 

x = Ax + ... , 

where A is a constant matrix of linearization of the vector field at O. Let AI, ... , An 
be t he eigenvalues of A. 

8.13. Definition. \Ve say that the eigenvalues satisfy the resonant relation of the 
type (-i;k) if 

Ai = A)k l + ... + A"kn , 

where k = (k l , ... , k,,) and kj are non-negative integers. 

8.14. Poincare-Dulac Normal Form Theorem. The1l~ exists a fonnal change y = 
x + . such that 

if; = (A y); + L ai,kY~·' i = L ... , n, 

whel'e Ihe sum runs ovel' the multi-indices k slLch that Ihe eigenvalues satisfy a 
resonant l'elation of Ihe type (i; k). 

Proof. We apply a series of changes of type x --+ x' = x + ¢(x), where ¢ is a 
homogeneous transformation of degree m, 

(¢), ~ L b",x', 
Ikl =m 

T he inverse map ha.<; the form x' --+ x = x' - ¢(x' ) + . \Ve strive to cancel all 
possible terms in the vector field of homogeneous degree ffl. 
\Ve have ±: = (old part of degree < m) + (old part of degree m) + (L¢); (x') + ... , 
where 

(L¢), ~ 8(¢(x))';8x' Ax' - (A¢), 
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is called a homological opcmtol". 
If the matrix A is diagonal, then L is also diagonal: 

where e; form the standard basis in e". Because the eigenvalues of L vanish only 
at the resonant terms, then all non-resonant terms in the vector field of degree m 
can be cancelled in this way. 
If A is upper-triangular then, taking the suitable ordering of the ba.<;is xke;, Ke 
get the triangular form of the operator L, 

L(x!"e;) = A "kxkei + L canst· x1ej . 

j<U 

8.15. Exam ples for n = 2. The resonance means 

Next we divide the problem into several subca.<;es. 

o 

(a) If >'1 = ).2 = 0 then all terms in the expansion of t he vector field are resonant 
and nothing can be reduced (by means of T heorem 8.14). 

(b) If Al = {] =I- A2 then in (i) we must have k2 = {] and in (ii) we must have 
k2 = 1. Thus the Poincare-Dulac formal normal form is 

(c) If A2/).1 2: 1 is a rational number , then (i) cannot hold and (ii) ca n hold with 
kl = )..2/).1, k2 = (] provided that A2/)..1 = m is integer. T he normal form is 
either a linear system or 

(d) If )..2/)..1 = - p/q is rational then the normal form is 

(e) If ).2/).1 is irrational then the normal form is linear. 

\\le apply the Poincare-Dulac theorem to the Iloll-autonomous system 

t r z = B(t)z, B(O ) =I- 0, (2.2) 

with an analytic matrix B(t}. T his system is associated with the autonomous 
system in the extended pha.<;e space 

z' = B(t)z, t' = tr, (2.3) 
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where I = d/dT. (T he graphs of solutions of the e{luatioll (2.2) form the phase 
curves of the e(luatioll (2.3)). \Ve apply Theorem $.14 to the second system. As­
sume also t hat >'1, ... , A" are the eigenvalues of the matrix B(O). 
If r = 1, i.e. in the Fuchs case, then the eigenvalues of the system (2.3) are 
>'1, ... , >.," 1. If r > 1, then the eigenvalues of the system (2.:J) are >'1, ... , An, O. 

8.16. Definition. The system AI, . .. , A" of eigenvalues of 8(0) is resonant if: 

(a) Ai - )"j E Z for some i i- j in the case r = 1: 

(b) Ai - >'j = {] for some i '" j in the case r > 1. 

T he reader can notice that these resonant relations imply resonant relations be-
j 

tween the eigenvalues of system (2.3). They are of type (i; 0, ... ,0,1,0, ... ,0, I) , 
i,j = 1, ... , n, because in the linear changes we use only 1;'s of the form t1 zje;. 
If the Fuchsian singular point is non-resonant, then the Poincare-Dulac theorem 
says that the system (2.2) is formally equivalent to the system tz = B(O)z. 
On the other hand, Theorem 8.1 2 is about meromorphic equivalence. But formal 
equivalence means that, in the meromorphic matrix H(t) = ll_dt-d + ... , all the 
terms with negative power of t vanish. T his gives the following result. 

8.17. Theorem (Normal form for Fuchsian singularity). The system tz = B(t )z 
with non-n~sonant Fuchsian singular point is analytically equivalent to tz = B(O) z . 

8.18. R emark. If a Fuchsian singular point is resonant, then it is analytically 
equivalent to the system 

, , 
tZi = /liZ; + const· t Zj, i = 1, ... , n. 

After reordering the variables Z; we obtain a system, where B(t) is of the form 
(constant diagonal) + (strictly triangular). Such a system can be integrated (see 
also ICLI). 

8.19. R egularity of the Gauss- Manin connection. Consider a degeneration of alge­
braic manifolds f: X --> D such that X t = j-I(t), t i: 0 are smooth compact and 
Xo is a divisor with normal intersections (a." in Chapter 7). For given n we have the 
cohomological bundle 1ttl over D* with the fiber ll"(Xt, C) and the Gauss- Manin 
connection; (such that the integer cocycles form a horizontal section of the coho­
mological bundle). T he Gauss- Manin connection is regular iff the corresponding 
Picard- Fuchs differential system for integrals along horizontal families of cycles 
.6.(t) is regular. T he regularity of the Gauss- !l-fanin connection can be proved in 
three ways. 
T he first method relies on description of the integer cycles .6. j (t) in ll,,(Xt,Z) by 
means of real semi-algebraic subsets of X t depending in a regular way on t. Such a 
description is given in the book of S. Lefschetz ILef l. Qne can use the geometrical 
sections 8[w;1 = (·,w;jdf) a." basis in ll"(Xt ) (w; - holomorphic (n + I)-forms in 
X). Thus the integrals l;j(t) = (o;(t ), s[Wj]) have regular singularities. 
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T he second method uses the regularity criterion following from T heorem 8.12: a 
system iJ = A (t)y, Y E em ha.<; a regular singular point iff there is a meromorphic 
change z = B(t)y such that ti: = C(t)z with holomorphic C(t). T his means that 
one should find a system of vector-valued functions Vj(t) satisfying t'VD/ntVj C 

Bpan { v1,v2" "} over Oo(t) . In IBriel and IKul1 it is said that there is a lattice 
in the Oo(t)-module of germs of holomorphic vector-functions y(t), generated by 
Vi and invariant with respect to the operator t\la/Dt. This lattice is called the 
Briesk01'n lattice. 
T he Gauss- !lhnin connection is defined also as the connecting homomorphism , 
associated with the short exact sequence 0 -+ nb . 0n:'x--:~0 . ---- nx----- n~ . / 0 ' ---­
o of sheaf complexes over the punctured disc (see the point 7.37). This exact 
sequence is completed to the exact sequence of complexes of holomorphic sheaves 
with logarithmic singularities, i.e. n x ' (log) instead of nx - and nb (log 0) instead 
of nb . . The corresponding coholllological bundle is prolonged to a bundle (denoted 
also by H. n) on the whole disc D . T his bundle is trivial H. '" ~ D X eM = {(t,y)} 
and the condition 'V D/ntY = 0 is the corresponding Picard- Fuchs equation (for 
components in a certain basis). 
However, in our ca.<;e t he sheaf O(H.n) = Rnf.n~ ... / o (log) (the Leray hypercoho­
mological sheaf) and the connection \l already satisfy the property 'V : O(H.") ____ 
n b (logO) 0 0 (H.") . T his means that 'V% t ha.<; only a first order pole, when acting 
upon sections of H." . Any Oo( t)-ba.<;is of the module O(H.") satisfies the regularity 
criterion following from T heorem 8.12. 
\Ve see that the essential point in this proof lies in the proper extension of the 
cohomological bundle to the whole disc. Similar arguments work also in the ca.<;e 
of Gauss-Manin connection in vanishing coholllologies. 
An interesting proof of regularity of the Gauss- Manin connection, using its 'nilpo­
tency in characteristic p', was given by N. Katz (see IKat21 and IGri21). 

§3 Irregular Singularities 

8.20. Formal Classification Theorem in Non-resonant Case. If 1" > 1 and B(O) is 
non-resonant, then the system tri: = B (t)z is formally equivalent to the system 
tr 'jV = C(t)w, where the matrix C(t) is diagonal, C = d-iag(ct(t), ... ,cn(t) and 
cdt) arc polynomials of degree at most r - 1. 

Proof. By the Poincare-D ulac theorem all the terms tkzjc;, i #- j can be cancelled 
(are non-resonant). T here remain only the terms tkZiCi which are diagonal. Next 
one applies Proposition 8.4. 0 

If we write C(t)t- r = Drt-r + Dr_1t-r+ 1 + ... + D2t-2 + Et- 1• where D j and 
E are diagonal matrices, then the formal fundamental matrix of the system from 
T heorem 8.20 takes the form 
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where G is a formal power series. 

In the resonant case there is also a diagonal formal normal form , but the gauge 
t ransformation generally canllot be expanded into a formal power series in t. In­
stead one should change the local r ing C[lt]] (of formal power series in t) by the 
ring c[ ll i/!>]]. where b is some positive integer. This was first observed by E . Fabry 

in [FabJ. 

8.21. Example of Fabry. (lFab], IVaral) T he system 

Zl = (ajt)z3, Z2 = (1/t2)zJ, z:\ = (1 /(2)Z2 

(wit h a =/:- 0) is of the form t'l2 = B( t)z, where the mat rix B (O) is nilpotent. 
Let us try the substitution Yi = ta ' Zi . Simple calculations give 

Yl = at,u-"a - l Y:1 + (aJ/t)Yl. 
Y2 = ta ,-a l -2Y1 + (a2/ t )Y2, 
Y3 = ta,- a, -2Y2 + (a:l/ t}Y3' 

If we put aJ = - 1/ 3. a2 = 0, 0:1 = 1/3, then the first terms in the right-hand 
s ides of the above equations have the same power of t; namely - 5/3. Thus we get 
iJ = (r 5/ 3 D + r I E)y, where 

(

0 0 a) 
D = 1 0 0 , 

o 1 0 
E = diag (- 1/3, 0, 1/ 3). 

\\le see that the leading matrix D has three distinct eigenvalues, the cubic roots 
of - a. Transforming it to the diagonal form and applying the series of t ransfor­
mations from the proof of T heorem 8.20 (with power ser ies in ( = tl/:1) we can 
diagonalize also the remaining part of the system for y. 

T he general result concerning normal forms in the case of a resonant irregular 
s ingular point belongs to I\"I. Hukuhara IHukl, H . Thrrittin ITurI and A. H. ~'I. 

Levelt [Lev i and is formulated in the next theorem. 

8.22. Formal Normalization Theorem. If t = 0 is an itTegular singlLlar point of 
the system z = A (t )z, then thet"'e exist: 

- a positive integer b, 

- m tional numbers (with the common denominatOl" b) rl < 1"2 < < I"m < 
- 1, 

- diagonal matrices D I , ... , D"" E, 

- a change y = l1 (t l / b ) in the class of formal series in t l / b 
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such that JJ transforms the system f01· z to the system 

(3.1) 

Two forms (3.1) with D j , E and Dj, E' an; fo rmally equivalent (over q[t l /!>]]) iff 
the matrices D j and Dj and E and E' an; mutually s1Jontaneously conjugated by 
means of some Inatrix from GL(n, C). 
In the variable s = t l l b system (3.1) takes the form 

dy/d.~ = b(Dls- R, + ... + D",s-R", + Es-I)y 

fOI· some integers RI > H2 > ... > H", > 1. 

Remark. The numbers 1") are called the canonical levels, the principal level rl is 
called the Katz invariant and the smallest integer b is called the mmification index. 
Katz in IKat21 gave an algebraic interpretation of the canonical level r l (see also 

ID,I'Il· 
Problem. Calculate the Katz invariant in the ca.<;e of the equation P(t, t;k}x 
= 0 in terms of Newton's diagram of the function P(x,y). 

Proof of Theol"Cm 8.22. \Ve present a sketch of this proof based on the paper ISibl l 
of Y. Sibuya. 
Assume that we have t'i; = B(t)z. 
1. Repeating the proof of Theorem 8.20 we show that division of the matrix B(O) 
into diagonal blocks corresponding to different eigenvalues Ai can be extended to 
formal splitting of the system into several independent systems, which are charac­
terized by having only one eigenvalue. 
2. Let Al = = A" = >.. T he change z = e.\!(I-r)t,·- t y leads to t he system 
try = A(t)y, where 

where d i = 0, 1. 
3. Assume that all d j = 1. \Ve introduce the variables HI = Y l , It:z = t'tll, ... , H" = 
t'11,,_ I. T hen we obtain the system trit = B(t)u, where 

B(t ) ~ ( 

0 1 0 

) 
0 0 0 

0 0 1 
b, (t) b,( t) b,,(t ) 

where each bj(t) = Ott). 
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Now the substitution 11) = t" ;tJj, with suitable rational exponents aj, leads to 
the e(luatioll iJ = (t-aC + .. . )v where the matrix C has a form like the matrix 
B(O) but with at least olle constant bj(O) i: O. This means that C has at least one 
nonzero eigenvalue and we can apply induction with respect to the dimension of 
the eigenspace. 
4. I f some of the di 's in the matrix A(O) are e{!ual to zero then, using the change 
y --I It (analogous to 3. ), we reduce the matrix A(t) to the matrix 

where ilj = Bj(t ) are of the form of the matrix B( t) from 3. and 

Eo! ~ ( ,,(t) ° ,.(t ) ). 

One can show that, after applying a suitable change 11 --> v of the same form a.<; in 
3. , we obtain v = (t-aG + .. . )v where either: 

(i) the matrix C ha.<; nonzero eigenvalue (if some &)(0) becomes i: 0 or some 
Cl(O) i: 0 in some Eij , i > j), or 

(ii) the matrix C is nilpotent but its Jordan normal form contains more nonzero 
d/s than in the matrix A(O) from 2. (here some el(O) i: 0 in Ei ,j, i < j) . 

Next we apply induction with respect to the dimension of the eigenspace and to 
the number of nonzero dj's. (See also [Varal). 0 

Remark. From the proof of T heorem 8.22 it follows that the case when the matrix 
D l (from its t hesis) has a pair of coinciding eigenvalues occurs when some row is 
identically equal to zero in the block-matrix from 4. T his means that the system is 
analytically separated into two independent subsystems. Such a phenomenon has 
infinite codimension. 
So, in what follows we assume that the eigenvalues of DJ are different. 

I'Iaving solved the problem of formal classification of meromorphic systems with 
irregular singularity, we pa.<;s to analytic classification. It turns Ollt that formal 
solutions of such systems (or higher order equations) can be divergent. The series 
from the formal normal forms are only a.<;ymptotic in the sense of Definition 5.51. 

8. 23. Example of Euler (lEuI2)). T he series L k!tJ.· formally satisfies the 8(luation 
t 2 x + (3t - 1)i: + x = 0, but is divergent. 

As we shall see, equations with irregular singular points can be reduced to their 
formal normal form (from Theorem 8.20 or Theorem 8.22) by means of analytic 
gauge transformation only in some sector in the complex plane of variable t. How­
ever , two such gauge transformations (defined in adjacent sectors) are different in 
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the intersections of sectors. T his phenomenon is called the Stokes phenomenon. 
Stokes discovered it when studying the Airy e(luation and the Bessel e(luation 
in [Stol], [Stoll and [Sto3] (see also [H eal) . A rigorous treatment of the Stokes 
phenomenon allows us to construct certain functional invariants of analytic cla.<;­
sification of such systems. 
Assume that the system trz = B (t)z has an irregular singular point. In the case a.<; 
in T heorem 8.22 we apply the change of time t --I t l/b

: (and the new time we again 
denote by t). We apply a polynomial clJange z --I L~:() llj(t)z, which reduces the 
polar part of the matrix A (t) = B/tr to the diagonal forlll. Thus we get a system 
trz = B(t)z, where B(t) = C(t) + OW) (we do not change notation of B ) and 
whose formal normal form is try = C(t)y (C(t) diagonal and polynomial). As.<;ume 
also that the eigenvalues of B(O) satisfy the condition (see the remark above) 

A; ;f Aj, i ;f j. 

8. 24. Definition. The rays in the complex t-plane defined by 

are called the r ays of division corresponding to the pair (Ai, Aj). 

8. 25. Sectorial Norm alization T heorem. Let S = {It I < ~, n < argt < !'3} be 
a sector in the t-plane not containing two mys of division (colTesponding to any 
pail· (Ai, Aj)). Then then~ exists a unique matrix function ll (t) = I +O(t) analytic 
in 5 and tmnsforming the equation trz = B(t)z to the formal nonnalform system 
tly = C(t)y. 

P1"00j. We follow the book of \\1. Wa.<;ow [Was]. T he essential fact, which ha.<; to 
be proved, is the following. 0 

P roposit ion. Let the eigenvalues of B(O) be divided into two groups 
AI, ... , Ap and A,,+ I, ... , A" such that A; ;f A j fO I" i ::::: p < j. Then there is 
a nwtrix ll(t), holomorphic in S, which tmn.sfonns the system to an analogous 
system with the matf"ix C(t) of the block- diagonal for11l 

( 
C 'o'lt) 0 ) 

C"lt) . 

Af01"Cover, we can assume that the sectOf· 5 is symmetric with respect to the l"Cal 
positive semi-axis and with the magnitude < 7l" / (1" - 1). 

Prooj. If z = ll(t)y, then y satisfies the equation tr lly = (Bll - tr Ii )y and Ke 
have 

llC = Bll - t r Ii. 

So we assume that B(O) is in the block- diagonal form B(O) = diag(B II (0), B22(0)) 
and we seek ll(t) in the form 
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In what follows we will deal only with 11 12. T he analysis for H Zl is quite analogous. 
T he matrix X (t) = JJI2(t) satisfies the nonlinear differential equation 

(3.2) 

where Hij(t) are the corresponding block-matrices. 
T he latter equation is a particular case of the nonlinear €(Iuatioll 

(3.3) 

where A has nonzero eigenvalues lh (tY!ual to A; - Aj for (3.2)) and the term l' is 
nonlinear. 
T he equation (3.3) is equivalent to the integral tYluatioll 

u(t) = V(t)D + It V(t)V-I(s)s-r1J(s, t1(.~))ds 
'0 

(H ) 

where V(t) = eA/(r-l)t"- l and D is some constant vector. 

In fact, the constant vector D and the limit to of integration are in sOllie way 
connected one with another. One can replace the integration in (3.4 ) by integration 
along some contour r (t) in the complex s-plane in such a way that it ends at 
t. In t his ca.'le the constant vector can be put equal to zero. !I'loreover, for each 
component of the e(luation (3 .4) we can choose the integration path independently. 
The main trick of the proof is to choose the path r (t) in such a way that the 
expression V(t)V-i(s) is not too big along the path of integration; then we will 
be able to apply the principle of contracting maps. In particular, we want that the 
expressions 

associated with the k-th components, are not big. 
\\le fix for a while the index k and some point to E IR n S. \Ve shall consider only 
such t's that It I « to. fo"loreover it is useful to pa.'lS to the chart ( = si-r; then 

t he sector S is replaced by a sector with vertex at infinity. 
Assume that S does not contain any ray of division corresponding to A k . It means 
that Re Ak(/(I - r) ha.'l definite sign in the whole S. Depending on this we choose 
either: 

- the straight semi-line I from ( = 00 to ( = t i - r with constant arg(, if the 
sign is positive, or 

- the interval d joining ti)-r with t i - r otherwise (see Figure 2(a)). 

In both cases we have Re Ak(t 1- r - ()/(1 - r) < O. 
If 5 contains a ray of division L (only one by the assumption) then the choice ofthe 
path i5 remains unchanged but the path I passes along a straight half-line parallel 
to L (from infinity to t i-r, see Figure 2(b)) . Here we have Re A/ .. ( t i-r - ()/ ( l - r) = 
o along 'Y . 
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(a) 

Figure 2 

T he further proof uses the standard analytic methods and we describe it only 
shortly, without detailed estimates. 
\Ve solve t he fixed point tYluation 

u = T(u), 

where T( u) is the nonlinear integral operator I V (t) V-I (.~ )s-r p( s, u( s) )ds and the 
integration runs along the paths described above. 
In order to apply the method of contracting maps, we must define some Banach 
space of holomorphic functions 11 and get an estimate for IIT(ud - T (U2)1I (i.e . 
the Lipschitz continuity of IJ(t, u) with respect to u) . 
The class of u's consists of those which satisfy the estimate lu(t)1 < cltl''' with 
certain fixed m . This In is defined as the order of p(t,O) = const · t m + .... One 
shows that, if u satisfies this estimate, then IT(u)(t )1 < J(cIW" with a constant J( 

not depending on 11 (see Lemma 14.2 in [Was!). 
T he Lipshitz estimate 11J(t, ud - p(t,u2)1 < 1L111 1 - u21, with /1 arbitrarily small , 
follows from the fact that l' contains only terms of the form O( tm)uO, O(t )l1 and 

0 (1"1')· 
Next, one chooses the stYluence lIo = 0, IL l = T(lIo), U2 = T(ud ... of successive 
approximations. \Ve get Iud < cltl'" and Iltn+1 - un l < /1· J( . 111" - u,,-d . If 
/1 < J(-l then this series converges to a function, holomorphic in some sector So 
of small radius. 
Another proof of T heorem 8.25 uses the Gevrey expansions and multi-summability 
(see Section 4 in Chapter 9 below) and is given in the paper of B. L .. 1. Braaksma 

1&'1. 0 
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8.26. Definition of Stokes oper ators. Let SI and 82 be two adjacent sectors (i.e. 
with nonempty intersection) satisfying the a<;sumptions of Theorem 8.25. Let H 81 

and Hs, be the corresponding operators guaranteed by this theorem. From The­
orem 8.20 it follows that these two matrix-functions have the same Taylor expan­
sions . Because these Taylor expansions are only asymptotic, then H s, are generally 
different in the intersection of the two sectors. 
One defines the matrix function 

It ha<; the property Cs(t) = I + O(t N ) as t --> (] for any N. !o.-Ioreover it preserves 
the normalized system, i.e. try = C(t)y with diagonal C(t). 
Let [,s be the space of solutions of the normalized system. The gauge transfor­
mation induced by Gs transforms solutions from [,s to solutions from the same 
space. Therefore it defines certain automorphism Cs : [,s --> [,s, which is called 
t he Stokes oper ator . 

8. 27. P roperties of the Stokes operators. \Ve choose a ba<;is of [,s in the form 

where (Cj) is the standard basis of en. T he Stokes operator expressed in this basis 
is a constant matrix Cs = (Cij) and is called the Stokes matr ix. 
If tPi = GS(t)¢i(t) = Cs 4>; = Lj Cij¢j then the matrix Gs acts as follows: GSCi = 
tP;/a;(t). We have 

Because Gs '" I then Ci; = 1, and if Re(>.; - >'j)t l - r -+ - 00 then Cij = O. After 
suitable ordering of the basis (c;) we obtain the property that: 

The Stokcs opemto1'S C S arc lLnipotc II t. 

8. 28. Definit ion of the Stokes sheaf. T he system of Stokes operators can be nat­
urally described using the cohomological language. Take the circle SI, which we 
t reat as the circle {I' = (]} in R+ x SI = {(I', O)} where 1', 0 are the polar coordinates 
of the t = re iO E C (the boundary circle in the polar blowing- up). 
T he Stokes sheaf St is defined by the presheaf of groups St(U), where U c 8 1 are 
open connected arcs. "·lith each such U one a'lSociates a germ of sector S = Su in 
(e,O) with base at U (see Figure 3). 
St(U) consists of matrix functions 8 3 t --+ Cs(t) satisfying the following proper­
ties: 

(i) Cs(t) ~ 1, 

(ii) Cs(t) preserve the normalized system. 
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Figure :J 

Note that the Stokes sheaf is associated with some normalized diagonal system. 
T here are many such functions Gs; for example , if Xl = al(t)XI, X2 = a2(t)x2 
then the changes are of the type (Xl, X2) _ (Xl, X2 + ccadt)-aj(t)xJ) . 

8.29. Remark. St is not a standard sheaf with which we are acquainted. T he groups 
St(U) are (generally) non-abelian groups and the Cech coboundary operator, co­
cycles and cohomologies must take another meaning. Here we recall the definition 
of the first cohomology group of sheaves :F of non-abelian groups (see Example 2 
in 3.27). 
T he cochains are the same as in the abelian theory. In particular, a O-cochain 
associated with a covering U = {U} is a system (Gu )UEU with Gu E :F(U). The 
l-cochains are the systems (Guv) with Guv E :F(u n V) such that Gvu = Gu~. 
T his l -cochain is a cocycle iff GuvGvwGwu = c. '1\'>'0 l-cochains (Guv) and 
(Guv ) are equivalent iff there is O-cochain (/(u) such that 

Guv = /(uGuv /(v l
. 

T he first cohomology group U1 (:F,U) is defined a<; the set of cla<;ses of l-cocycles 
with respect to this equivalence. 
Next, one takes the direct limit with respect to the coverings. 

Now we pa~s to the description of moduli of analytic cla<;sification of linear systems 
with irregular singular point. \Ve fix the normalized system 50: tri; = C(t)z and 
consider the space M = M e of systems 5 tri; = B( t) which are formally 
equivalent to So. On the space M we introduce the following 8(luivalence relation: 
5,...., S' iff there is a matrix function U (t) holomorphic in a (whole) neighborhood 
of t = {] and realizing the <Xluivalence between 5 and 5'. 
T he following fundamental in this theory result wa<; proved by B. r-.hlgrange [MaI3] 
and Y. Sibuya [Sib2 1. It is called also the Malgrange-Sibuya Theorem. 

8.30. Analytic Classification Theorem. The space of equivalence classes defined 
above coincides with the first cohomology group of the circle with coefficients in 
the Stokes sheaf. 
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In olhc," words, the group 111(SI, St) parameterizes the Of"bits of the action of the 
group of analytic equivalences on the space of 9cnns of mcmmOlphic linear systems 
with fixed [annal n011nal [onn. 
This property holds in the non-resonant case as well as in the l'esonant case with 
the 1101'11101 /onn the thesis of Theorem 8.22. 

Proof. Let M be the above space of the e(luivalence cia.<;ses. \Ve define a natural 
map from M to JJl(SI,St). 
Take a system S E M. I3y the sectorial normalization theorem there exists a cov­
ering of a neighborhood of the point t = 0 by sectors 5 i such that S is transformed 
to So by means of holomorphic maps Hi (t) in S;. Let Ui be the bases of the sectors 
Si' Then the family of operators HiH

j
-

1 defines a Cech cocycle associated with 
the covering {U;} . 
If two systems 5 (defining a cocycle HiH j-I) and S' (defining a cocycle HH H;) -I) 
are equivalent by means of a holomorphic matrix H(t ), then H[ = H;lJ (by the 
uniqueness in Theorem 8.25) and the cocycles define the same cohomology clas.'i . 
T his gives the map <I> : M -+ HI(SI,5t). 
T he injectivity of the map 4> is simple. If H:(Hj)-1 = GjIH;lJj-IGj , then 

Hi-
I G ;lIt = Hj- 1 G j Hj. The latter matrix is thus univalent and defines the holo­

morphic conjugation between the systems 5' and 5. 
T he surjectivity of the map <l> is the most difficult part of the proof. Here we 
follow IBV], but we omit the details. P robably the first proof of this surjectivity 
was given by G. D. Birkhoff IBirll. 
Let (Gij ) = (Gu,u

J
) be a cocycle with values in the Stokes sheaf. If we could find 

a system H; = 1 + O(t) of holomorphic matrices in sectors 5 i (with bases Ui ) and 
such that Gij = H j-

I Hi, then this would give us a corresponding meromorphic 
linear 8(luation i: = A z. 
Indeed, let Fo be a fundamental matrix for the normalized system i: = Aoz, 
Ao = t-rC(t). The matrices Fi = H;Fo define the fundamental systems with 
matrices Ai = FiF;- 1 in the sectors 5i . \Ve have A; = IJiHi-

1 + HiAOH;- I, 
Ao = FoFil l

. Calculations which use the fact that Gij preserve Ao (as gauge 
t ransformations) show that Ai = Aj at the intersections of sectors. Thus Ai's 
define one univalent matrix A(t). Because Hi = I + O(t ) the matrix A (t) has the 
same order of pole as Ao, A(l) = t- r B(l) with analytic B. 
To prove the existence of such Hj's Ke use the apparatus of sheaf theory. It turns 
out that the fact that the Stokes sheaf (and the sheaf E defined below) is not 
abelian is not a serious obstacle to apply the results from the abelian theory to 
our purposes. 
Firstly Ke solve the system of equations Gij = Gi 1G; in the class of smooth 
(COO) matrix-valued functions G i = 1 + Ott) in sectors S;. To do this one in­
troduces the sheaf [ (on 51) of germs of smooth matrix-funct ions in sectors, 
E(U) = Coo(5u,GL(n)). It is a flabby sheaf, admitting the partition of unity, 
and therefore ha'i trivial higher cohomology groups, Hi(51,E) = 0, i > O. In the 
abelian ca'ie it is proved in 3.27, in the non-abelian case it is proved in [BV[. 
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- - I - I 
Assume that we have such G i 's. Because fJG ij = 0, we have fJG;· Gi = fJG j . Gj . 
T he latter expression defines a univalent in a punctured neighborhood of t = ° 
smooth function F. 
Now, applying a variant of the Poincare a-lemma, we find a matrix function G = 
1 + Ott) such that aG· G- I = F. 
T he functions Il i = G-IGi are holomorphic and satisfy the relation Ilj-

l ll; = 
Gij . 0 

Remark. The Stokes cochain can be interpreted as a cocycle of Stokes operators. 
If Fo is the fundamental matrix of the normalized system, then 

Gij = FOGij:Fijl 

is a cocycle of constant matrices. 1\\'0 Stokes cocycles (Gij ) and (G:j ) are called 
equivalent iff there exists a system (G;) of constant matrices such that GIj = 
Gi-IGijGj. 
If we calculate the cohomology group of the Stokes sheaf using Gij , then we see 
that it is finite-dimensional. 
r-.-roreover, for a generic system with irregular singular point the formal normalizing 
t ransformation is not convergent . 

T heorem 8.30, together with Theorems 8.20 and 8.22, gives a complete solution 
of the problem of analytic classification of systems with irregular singularity. The 
formal normal form is determined in an analytic way (using a finite number of 
polynomial transformations). T his formal normal form gives the moduli space. A 
separate problem constitutes the task of computations of the Malgrange-Sibuya 
moduli , i.e. how to calculate the elements from IlI(SI, St) from data of the initial 
analytic system. In the below examples we show how it is done in special cases. 

8.:n. Examples. (a) The first example comes from the work [Zo7[. 
(i) Consider the function 

F(t) = jt sac-I/ .• • cp(s)ds = J f(s}ds. ,,. 
\Ve a.<;k when this function is of the local Darboux type 

with analytic .1/; . 
To get the answer we introduce the loops aj a.<; in Figure 4(a). The punctured 

neighborhood of t = 0 is divided into sectors of fall and of jump of e- I
/.

k 
as 

It I -+ 0, argt = const . Each path starts and ends at successive sectors of fall (at 
t = 0) and 'surrounds' one sector of jump. 
\Ve define the quantities 

A j = J f(s)ds . 
", 
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s, 

Figure 4 

\Ve have the following property: 

The function F has the form (3.5) iff all Aj = O. 

T he values of F( t) in neighboring sectors (from F igure 4(b)) differ by the constants 
A j . 

(ii) Consider the linear system 

(3.0) 

Its general solution is ZI(t) = Del/I" + Ce l /
tk r f(s), Z2(t) = Cta. Because the sin­

gular part of the matrix A ( t) is in the diagonal form Ao (t) = diag ( _ kr J,- 1 , at-I), 
then such is also the normalized system. 
\Ve choose the system of fundamental solutions of the normalized system in the 
form '/VI = el /' " , '/V2 = ta. Therefore ZI = WI + 1/(t)W2, Z2 = '/V2 where 1/(t) = 
rae l / I " F(t) . 
In different sectors Sj (see Figure 4 (b)) we have different branches of the function 

F (see (i)) and different branches '1j of 1/. We have 1}j+ l = '1j + Ajt - ae i / I ". 

T herefore the normalizing matrices take the form H j = (~ 1t) and the Stokes 

cocycle Cj,j+1 is given by the matrices (~ ~j ). 
\Ve have H I (SI ,St) ~ C,o and the Stokes cocycle associated with the system (3.6) 

. (1 Ajt- a exp(l /tk) ) 
IS equal to G ),}+I = 0 1 . 
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(b) T he Bessel equation. \Ve follow IDY l and IHeal. Recall the Bessel e!luation 
t2 x + tx + W - 1)2)X = o. 
\Ve see that the point t = 0 is regular (see Definition 8.G and Theorem 8.8). The 
point t = \Xl turns out irregular. 
\Ve introduce the notations T = l /t, 11(T) = (x( I/T),i:( I /T))T and below by the 
dot we denote the derivative with respect to T . Then we get the system T21i = 
B(T)U, where 

B=(i -1) ((] (] + (] (] ) ((] 1 T + _ v2 
(]) , 
(] T . 

In order to get the formal normal form, we have to transform only the first two 
terms of B(T) to diagonal form. The matrix Bo ha,<; distinct eigenvalues ±i, i.e. 
we have the non-resonant case. The transformation matrix is chosen in the form 
H(t) "" Ho(I + H,T + ... ), where only the first two terms are important. 

\Ve have Ho = ( :::: ~ :::: ~) and HoBoH!)I = Co = d-iag(i, - i) . Next C l = 

Ho(BI + [lh, Bo])H() I = HoB IH()1 + 1111, Co], 111 = HoHIH;;I . T he commuta­
tor in the latter expres.<;ion acts on the non-diagonal entries (because Co is diag­
onal) and, choosing suitable HI, we can obtain C l in the diagonal form. Because 

HoB IH()1 = ! (! ~), then C l = t1. 

T hus the basis of solutions of the normalized system is 11 1,2 = Tl / 2c±i/TCl ,2 = 
t - 1/ 2C±ilCI .2. 

Recall that the Stokes sheaf consists of such matrix functions C(t) that G "" 1 
and CCC- I + T 2GC- I = C (preservation of the normalized system). In view of 
t he fact that 2Cl = I this is equivalent to the following condition. Let X(T) = 
(e-{; /T )~,..). T hen ;/; (X-ICX) = O. 

T herefore the map C --+ C = X- ICX defines an isomorphism of the sheaf St 
with some sheaf of subgroups of CL(2, C). T he first condition for the Stokes sheaf 
XFX-1 "" I implies that the matrix elements of F fulfill the conditions Fil = 
F22 = 1, F21C-2i/ T "" 0, FI2C2i/T "" O. T herefore, depending on which part of the 
T-plane we are, the matrix F takes one of the two forms 

( 
1 f+) ( 1 o 1 , lmt>O; f- ~ ) , Imt < O. (:1.7) 

T he parameters f ± parameterize the space Hl (S I ,St) and form the moduli of 
analytic classification of equations which are formally e!luivalent to the Bessel 
equation. 
In the above description of the moduli space we followed the book of D. G. Babbitt 
and V. S. Varadarajan [DY I. Unfortunately, the authors of [DV I do not give any 
hint how to compute the moduli f ± for the most interesting ca,<;e of the Bessel 
equation. 
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T hese constants were in fact computed by Stokes himself in IStoll. \Ve present 
these calculations following the book of J. Iv1. A. Heading IHea]. 
Qne uses the ba.'lis of solutions of the Bessel e(luation consisting of the Bessel 
functions 

00 (_ I)j(t/2)2 j±,., 
.J±,.,(t) = L j! r (±/! + j + 1) = t ±'" p±(t2). 

} =o 
(3.8) 

Here the function P± is integer. Assume t hat a solution A.l,,(t) + B.L,,(t) has 
the asymptotic expansion", t-1/2eit for argt = {] and t --+ 00. After analytic 
prolongation of this solution to the rays argt = 7r and argt = 27r, with use of the 
formulas (3.7) and (3.8), we obtain 

A ei"-".l,,(t) + Be-;"-".L,.,(t) 

Ae2i"-".l,,(t) + Be-2i"-".L,.,(t) 

e-i7r 12t -1/2e-it, 

e-i"t-1/2e-it + f_e-i"t-1 /2e-it, 

as t --+ +00. Together with AJ,.,(t ) + BJ_,,(t) '" r l/ 2e it this gives the value 

f- = 2icoS(1TV). 

Similar calculations give f+ = - 2icos(1TV). 

\Ve encourage the reader to find the moduli space and the Stokes operators in t he 
cases of the Airy e(luation and the \Veber equation. 

Remark. \Ve see that the Stokes constants are nontrivial for some clas.'lical e(lua­
tions. The problem of explanation of the non-uniqueness of representation of solu­
tions in a given (a.'lymptotic) ba.'lis constituted a great challenge and mystery for 
the nineteenth century mathematicians. 
In !I'larch 19, 1857 Stokes was writing to his future wife: ". I have been doing 
what I guess you won't let me when we are married, sitting up till 3 o'clock in the 
morning fighting against a mathematical difficulty. Some years ago I attacked an 
integral of Airy's, and after a severe t rial reduced it to a readily calculable form. 
But t here wa.'l one difficulty about it which, though I tried till I almost made 
myself ill, I could not get over, and at last I had to give it up and profess myself 
unable to master it. I took it up again a few days ago and after two or three days' 
fight, the last of which I sat up till 3, I at last ma.'ltered it .... " (The citation 
comes from IHeal and IStoH I). 

8.32. Note about the algebraic approach. Above we presented the theory of local 
meromorphic linear equations in analytic and geometrical terms. Some specialists, 
usually from algebraic geometry, reformulate this t heory in purely algebraic terms. 
T his theory is now called the theory of V-moduli. 
In particular the books of P. Deligne IDelll and of Babbitt and Varadarajan IDVI 
or t he articles IMaul], ]Vara], IDer] are written in the algebraic language. We 
present here one result of N. Katz obtained in the algebraic way. 
Let 0 be the local ring of germs of holomorphic functions in (Co 0) and let [{ be 
its field of quotients, i.e. the field of germs of meromorphic functions. 
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Let V be a finite-dimensional space over [( , V = [( n; it corresponds to the space 
of germs of meromorphic vector-valued functions. 
T he linear non-autonomous differential system takes the form 'V d/,ltY = 0, where 

\7 d/dt = -it - A(t) is a connection in V = [("; here A is a matrix with coefficients 
in [(. 
Next one fixes a certain lattice Lo C V which is a free O-module of rank n . In our 
situation it can be on, the space of germs of holomorphic vector fUlIctiolls. 
T he ring 0 is a ring of discrete valuation. The valuation v 0 --> Z is defined 
as v(g) = J" iff g(t) = trh(t), h(O) #- O. If L e V is any lattice, then one defines 
tilL) = max{I!: Let" Lo}. 
Let L~d/dt = L + 'Vtd /dt L + ... + 'V:d /dt L. Katz IK atll, IDel21 proved the following 
result. 

Then~ exists a mlional negative 1" such that fOI· any lattice L the selies of numbe1"S 

l- ri - ti(L:d /dt) l , i = 1,2, ... , is bounded. 

T he number 1· is called the Katz rank. T he principal level (or the Katz invariant) 
1"1 from Theorem 8.22 is expressed by means of the Katz rank. T he ca.<;e r = 0 
corresponds to the ca.<;e of regular connection. Therefore t he irregularity can be 
detected a.<;ymptotically: in that case the application of the connection 'V td/dt many 
times to holomorphic vector-functions gives meromorphic functions with linearly 
growing order of the pole. 

Qne says that a module V is Fuchsian iff there exists a lattice L such that 
\7td/rlt L C L (see [M au2 1). In our (analytic) ca.<;e it mea ns that ti: = D(t)z (D­
holomorphic), after some change of coordinates (depending meromorphically on 
t). T hus the definition of the 'module FUchsiani' is an algebraic reformulation of 

T heorem 8.12. 
All this is generalized to the situations, where the objects 0, V, \7, L , Lo are 
replaced by abstract algebraic objects . We will not develop this subject. 

§4 Global Theory of Linear Equations 

In this section we consider the differential systems 

i: = A(t )z 

and the differential e{luations 

where the 'time' t belongs to the Riemann sphere Cpl and A(t), aj(l) are mero-

1lI0rphic. 

R emark. T he above situation ha.<; a natural generalization to the ca.<;e when the 
'time' t takes values in a general Riemann surface S . In that case the operator 
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d/dt - A(t ) is treated as a connection in a certain vector bundle over S. In dif­
ferent charts we have different operators A(t ) and in intersections of two such 
charts the corresponding operators are related by means of gauge transforma­
tions. T he space of horizontal sections of this connection defines a local system 
on S\ (singularities). T his leads to some general theory developed in IKat3] (for 
example) . 
We shall not study t his general subject. 

8.33. Lemma. 

(a) The equation z = A z has singular points tl, ... , t", of only Fuchs type iff 

A 
AI') ~ 2.= - ' . 

t - tj 

(b) The equation x(n)+bl(t)x(n-I)+ ... +bn(t)x = 0 has singular points tl, ... , tm 
of only Fuchs type iff 

P,I') 
",It) ~ Qj(t )' 

whcn~ Q(t) = (t - td ... (t - t m) and Pj arc polynomials of degn~e ::::: (nt - l )j. 

Proof. This proof includes the definition of t he FUchs singularity at the point 
t = 00 . One has to introduce the change T = l /t and the transformed system 
dz/dT = _ T- 2 A (l/T)z should have a FUchs type singularity at T = O. Thus 
dz/dT = (Aoo /T + .. . )z, which means that A (t) '" - A ",,/t as t -> 00. 

If Aj are the residues of A (t) at the points t j , then the above shows that A (t) = 
I: Aj/(t - tj) and 

T he case of a differential equation is treated analogously. o 
8.34. Definition. The systems and equations satisfying the conditions of Lemma 
8.33 are called systems of the Fuchs class and equations of the Fuchs class. 

Consider a meromorphic system or a meromorphic C(luation in C p l with singular 
points t" ... , t"" 00 . (Usually the point at infinity is singular: if not, then we 
underline it.) Thus we have an analytic C{luation in 0 = C""'-{t l , ... , t m }. Dy the 
theorem on analytic dependence of solutions of differential C{luations on initial 
conditions, the solutions z = ¢>(t) (or x = ¢>(t)) are locally analytic functions in O. 
They can be prolonged to multivalued functions in 0 or to single-valued functions 
¢>(i) in the universal covering 11 of D. Here i E 11 is projected to tE O. 
If to E n and we choose sOllie basis of the space of solutions of the equation in 
a neighborhood of to, then we can define the monodromy group of the equation 
as a subgroup of G£(n,C) (see Definition 8.3 above). Let Ij be simple loops 
in n starting at to and surrounding just one point t j (in the counterclockwise 
direction). In the ba.'lis of solutions the monodromy operators as.'lociated to Ij are 
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matrices M j E CL(n,C). T hey generate the monodromy group, a subgroup Moll. 
ofGL(n, C) . 
T hus the differential equation gives rise to a monodromy group of multivalued 
functions as solutions of this equation. It turns out that this situation can be 
reversed in some sense. T he corresponding result belongs to B. Riemann [Riel (see 
also [AI]). Recall that a multivalued function 4> in n is regular iff it has at most 
polynomial growth in sectors near singular points. 

8.35. Theorem of Riemann about multivalued functions. ([Rie[) Let 4> 1 (t), ... ,4>n (t) 
be a system of multivalued and ,·egulm· holom01phic functions Oil n such that its 

Wnmskian det(4);i )) #- ° and such that the prolongations of 4>i 's along the looJls 
'Yj define automo17Jhisms of the space of functions spanned by ¢k's. Then thel"C 
exists an n-th order differential equation of the Fuchs type such that the system 
4>1 ' ... , 4>" of functions is its fundamental system. 

Proof. For each t E n consider n + 1 vectors 4>(O)(t), 4>(i)(t), ... , 4>(n)(t), where 

4>(j) has components di 4>;/ dt i , i = 0, ... ,n. They are linearly dependent. By as­

sumption the vectors 4>(O)(t), ... , 4>(n - I)(t), t E O, are linearly independent. So 

4>(n) = L bi (t)4>(j) and this representation is unique. Because the vector func­

tions 4>(j)( t) have the sallie monodromies, the fUllctions bj(t ) are single-valued . 
Because bj have representations as quotients of determinants (Cramer's formula) 

of matrices with entries 4>(J..·)(t) and 4>i are regular, also bj are regular and hence 
meromorphic. 0 

x 

Figure 5 

Corollaries. 

(a) Algebraic functions satisfy diffel"Cntial equations of the Fuchs c1a.ss. 
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(b) Abelian integraLs satisfy diffc1'cntial cquations of thc FlLchs type. 

Proof. (a) Recall that algebraic functions y(x) are solutions of e!luations of the 
type F(x, y) = 0, where F is a polynomial. T his C(luation has several local branches 
of solutions y = 1/J] , ... ,1/Jp . T hey are multivalued with branching at the finite set 
F = F~ = 0 (see Figure 5). It is pos.<;ible that the branches are linearly dependent, 
e.g . for the C(luation y'" - x = O. \Ve choose the maximal system <P I, ... , <p" of 
independent branches. \Ve restrict them to the set f:! = C \ (branching points) \ 
{IV = OJ, where IV is the \Vronskian. It is clear that the assumptions of the 
theorem of Riemann (Le . regularity, \V i: 0 and monodromy) are satisfied. 
(b) It was proved in T heorem 5.29(a) . 0 

§5 Riemann- Hilbert Problem 

T he fundamental problem in the theory of meromorphic differential e!luations 
on the Riemann sphere is the Riemann- Hilbert problem. It was first formulated 

explicitly by D . Hilbert, as the XXI-th of his famous list of problems IHill. Later 
people working upon it (H . Rohrl and others) realized that questions of the same 
kind were earlier investigated by B. Riemann (see IRiel) and began to call it the 
Riemann- Hilbert problem. 
It is striking that this problem has turned out to be very productive in math­
ematics, especially in algebraic geometry. Such tools as Grothendieck's etale co­
homology theory, Deligne's mixed Hodge structures and his proof of the \Veil 
conjectures, V-moduli and perverse sheaves owe their existence to investigations 
on this problem . 
T he formulation of the Riemann- Hilbert problem, whicll we present below, belongs 
to Yu. S. Il'yashenko and was first formulated in the survey article [AI[. We follow 
this survey. 

8.36. The Riemann- Hilbert problem. Find: 

(A) an eqlLation x (n) + ... = 0 of thc FlLchs class, 

(I3) a system i: = Az with n~gular singularities, 

(C) a system i: = Az from thc FlLchs class, 

such that its singl1iar points and monodromy opemtors arc given. 

Remarks. 1. The original Hilbert's formulation of his problem is the following. 
"Prove that there always exists a Fuchsian system with given singularities and 
a given monodromy" It caused some misunderstandings among mathematicians 
studying it. For example, H. Rohrl [Roh[ and.1. P lemelj [Pie] proved the version 
I3 of this problem and many authors treated the Riemanll- Hilbert problem a.~ 

finished. However , the version C of the problem, which can be formulated a.<; to 
find the residue matr ices A) (of the Fuchs system) a.<; functions of the positions 
of singular points tj and monodromy matrices 111), may have no solutions. A. A. 
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Bolibruch [AB[ constructed such an example. (Below we present the proof of the 
Plemelj- R6hrl theorem and I3olibruch 's example) . 

2. In view of Theorem 8.8 above the solution of the problem I3 implies the solution 
of the problem A. Indeed, having regular differential system we can easily associate 
with it a differential equation of higher order; (for example, for the first component 
ZI(t)) . Regularity of this equation is equivalent to the fact that it belongs to the 
Fuchs clas.<; (T heorem 8.8). 

8.37. Theorem of Plemelj and Rohr!. The IJl"Oblcm B always has a solution. 

Below we present R6hrl 's proof [Roh[ of this result. Plemelj's proof of this theorem 
is given in [Pie] and is different. It relies on a theory of integral operators developed 
by him especially for this purpose. 

Proof. 1. \Ve use the following covering of the Riemann sphere C P l . T he point = 
is covered by the disc 

J(~ ~ {lt l > ,.} U roo} 

and the disc 

[(0 = {It I < R}, r < R, 

is covered by domains Ui , each homeomorphic to a disc, each containing exactly 
one s ingular point t; and with only non-empty intersections Ui n Ui + 1 which are 
simply connected. r-,-Ioreover, the sets UI U U"l U ... Uj are also simply connected 
(see Figure 6). The basic point to and the loops Ii C Ui are also presented in this 
picture. 

Figure 6 
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2. Firstly we solve the Riemann- Hilbert problem for the disc [(0. Instead of looking 
for the matrix function A(t) (in the e(luation z = Az) we try to find a fundamental 
matrix F(t). 
In fact this matrix is a multivalued function; so we write it a.'l F(i). Here i belongs 
to the universal covering of [(o,,-{t l , ... , t m }. \Vhen some functions are univalent, 
then we use the usual argument t. 
We look for F such that above each Vj \ tj we have 

(5.1) 

where il>j are holomorphic in Vj matrix functions. 
T hus in the intersection Uj n Uj +1 we have the equality 

On the right-hand side of this equality is the known function Fj,j+I, (which now 
can be treated as function of t). The collection {Fi ,i+d can be treated as a Cech 
l-cocycle a.'lsociated with the covering of f{o by Ui's (with values in the sheaf 
of invertible matrix functions). The existence of t he above 4'j 's means that this 
cocycle represents zero cohomology cla.'ls. In IFor], IGrRel and IGuRol it is shown 
that the first cohomology group of any open Riemann surface (or Stein manifold) 
with coefficients in this sheaf is zero. Because the open disc [(0 is such a manifold 
then the system of equations (5.1) has a solution. 
T he proof of vanishing of the cohomology groups uses the Lemma 13 of CaItan. 
T herefore we present this lemma (with the proof) and, applying it to our situation, 
we give a direct solution of the Riemann- Hilbert problem for a disc. 

8.38. Cartall Lemma n. Let UJ ,U2 be simply connected domains in C with piece­
wise smooth boundaries and such that UI n U2 is simply connected. Let F E 

HoI (U I n U2, GL(n,C)), i.e. F is h%m017Jhic in a neighborhood of the closure 
of UI nU2. Then then~ exist F I ,2 E Hoi (UI,2,G L(n,C)) such that 

F(t) ~ F.(t )F,(t) 

inU J n U2. 

\Ve apply Lemma 8.38 to the domains UJ and U2 . \Ve find il> 1 = F J-
I and <1>2 = F2 

satisfying the relation (5. 1). Thus we have defined a fundamental system F2 in 
U I U U2; (more precisely, in the suitable universal covering). 
In U;l we have the fundamental system (i - t;I)C'" \Ve glue together these two 
fundamental systems to one system in U I U U2 U U;l by means of the formula 

where iV2 and P ;j are holomorphic in U I UU2 and in U;l respectively (here we again 
use CaItan Lemma 13). 
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Repeating this procedure we obtain a fundamental matrix defined in the whole J(o 
and snch that near each singularity we have T = <l>j(t - aj)Cj. I3ecause:F = AT, 
then we get the following formula for the matrix A(t): 

\Ve see that it ha.<; only a first order pole at tj. From this proof we get the following 
corollary. 

8.39. Corollary. The Riemann- Hilbert problem in vel·sion C has a positive solution 
in a disc. 

3. The case of the Riemann sphen~. Let To be a fundamental matrix in J(o with 
only Fuchsian singularities; (its existence wa.<; proved above) . In J(oco we have the 
fundamental matrix :Fe"", = t-c",. If one could find matrix functions <I> ± holomor­
phic in J(± and such that p oTo = <l>eeToco in J(o n J(oco, then we would have a 
solution of our problem with all singularities of the Fuchsian type. That property 
is equivalent to the solution of the equation FoFoco = F for given hololllorphic F 
in [{o n J(oco. 
T he latter B{luation usually does not have a solution. Instead we have the following 
result belonging to G. D. I3irkhoff IBirl] and A. Grothendieck [Grol l. (In the 
algebraic version it first appeared in the works of It. .1. W. Dedekind and W. E. 
Weber IDW I, see also [055[.) 

8.40. Theorem of Grothendieck and Birkhoff. FOI· any holomorphic function F in 
J(on [{ oco with values in G L( n, C) I thel"C exist h%m0l7Jhic matrix-valued functions 
F(),oco: J(o,oco --> CL(n,C) and a unique (modulo llennutation of entries) diagonal 
integel· matrix J = diag Ul, ... , j,,) such that 

in J(o n J(ee. 

l·laving t his result we can finish the proof of t he R6hri- P lemelj theorem. The 
matrix function 

T = ~)l T o = t J PeeTee 

defines a regular fundamental matrix in n. It satisfies the differential B{luation 
:F = AT, where A(t) is a meromorphic matrix function. A has simple poles in 
tj (in J(o) and pole in 00 (maybe non-simple) . T his is because near 00 we have 
A = lit + tJPocoP,;,)t- J - tJPocoCocoF,;,lt- J and the action AdtJ may lead to a 
non-simple pole at infinity. 
T heorem 8.37 is complete modulo the proofs of Lemma 8.38 and Theorem 8.40. 0 

8.41. Proof of the Lemma D of Cartan. \ Ve will follow t he proof from the book of 
R. Gunning and H. Rossi [GuRol. Another proof is given in [GrRe]. 

1. F irstly we consider the abelian case 
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Lemma. Let UI and U'l be as in the assumptions 0/ Lemma 8,38, simply connected 
with simply connected intel·section. Let / E Hol (UI n U'l,Ck'). Then then~ exist 
two/unctions iI,2 E Hoi (U I ,2,Ck) such that 

/ = /1 +12 

(in the intersection) and we have an estimate 

when~ the norms arc the supremum norms in suitable domains and the constant 
J( depends only on the domains. 

Proof. Let V be a neighborhood of UI n U'l, where / is defined. Let I' be a loop 
in V \ UI n U2. Then we have /(z) = ~ I . .J(()d(/(( - z) for z E UI n U2 . 

Figure 7 

\Ve divide I' into two parts II and 1'2 (as in Figure 7) . ThlL~ II does not pass 
through UI \ U2 and 12 has the analogous property. Then the functions 

1 j f(O /u(z) = -,. -( -
'iTt - z l' l. Z 

satisfy the thesis of the lemma. o 
2. Consider now the case when F is a matrix function in a domain larger than 
UI n U2 and is close to the identity matrix, F(t) = 1 + H(t). 
Using the arguments from the abelian case we can represent H as the sum G 1+ HI, 
where G) is holomorphic in UI and H I is holomorphic in U2 . l\'loreover IICdl N 

O(llFdl), IIIld '" OUlFdl)· We can write 

1 + FI = (1 + Gd(l + F'l)(l + 1h ) 
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where one has the estimate IIF211 ,...., O(IIH 112). 
Now we repeat this procedure with Fz. \Ve represent it a<; Gz + liz , where Gz 
and Hz are of the second order with respect to IIFIII . One obtains F3 of order 
O(IIFIII4 ), and so on. Finally we get 

F = (J + GI)(I + Gz) ... ... (J + IJz)(I + lh ) 

where the two infinite products converge uniformly in the domains Ui. 

3. The general case is reduced to the case 2 by a polynomial approximation f((t) 
of F(t). If 1I f( - FII is small , then FI = f( -I(F - I< ) is also small and we have 

F = I< (I + Fd · o 

8.42. A few words about vector bundles. Before presenting the proof of the Gra­
thendieck- Birkhoff T heorem we make some comments about algebro-geometrical 
interpretation of this result. 
In the language of holomorphic vector bundles this theorem states that: 

Eve1Y holom01phic veclo ,· bundle over Cpl is isomorphic to a Whitney sum of line 
bundles. 

T he above needs some explanations. A vector bundle E --+ X is holomorphic iff 
its transition maps (Ui n Uj ) xC" 3 (x, z) --+ (x, h;j(x)z) are holomorphic. E is 
a W1titney S1lI1t (or direct sum) of E\ and Ez , E = EI fB E2 , iff hij = fij fB 9ij, 
where fij,Yij are the cocycles defining the bundles E I,E2 . A vector bundle is a 
line bundle iff its fiber is one-dimensional. n = 1. 
If X = Cp l. then it ha<; a covering by two open discs f(o, f(=, where the restric­
tions of t he bundles to each of them is trivial. (T his is because the corresponding 
first cohomology group vanishes, which follows from the Lemma B of Cartan.) 
In algebraic geometry the roles of f(o.coo are played by the Zariski open subsets 
UI = C (= Cpl \ (0) and U2 = C* UOO with UI n Uz = C* = C \ O. If the bundle 
is a line bundle, then the cocycle hl2 is a scalar nonzero function on C o. \Ve can 
multiply it by nonzero (in CO) functions which are analytic in UI or in Uz, i.e. we 
can add to it a coboundary. The only invariant of such an equivalence relation is 
the topological degree of /tIZ : C* --+ C*. This means that: 

Any line bundle ove1· Cpl is isomorphic to 0 U) wilh the cocycle hI2(t) = t j . 

T he bundles O (j) are usually interpreted in terms of sheaves. The sheaf of local 
sections of such a bundle is also denoted by OU). In particular, 0(0) is the same 
as the sheaf Ox of germs of holomorphic functions on X = CPl. 
If to is some distinguished point (divisor), e.g. to = 0, then we can consider the 
sheaf 3(10 ) of ideals consisting of germs vanishing at 10 . Because in the affine part 
UI = C, .1(0) is generated by S l (t) = t and in U2 by S2(t) = 1, then the transition 
map /tIZ = t-I. ($1 0 hl2 = S2), and this sheaf is isomorphic to 0( - 1). 
If we take the bundle a<;sociated with the divisor D = to with the transition map 
/tIZ = hi h. where fi = {] are the equations for the divisor in Ui, then we obtain 
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the bundle 0(1). If the divisor is more general D = 2::lliti, 1Ii E Z, ti E Cp l , 
then the bundle OlD) a<;sociated with it ha<; the transition maps n (J;,tf li /2)"; 
and t he bundle is isomorphic to 0(2:: nil. Here li,j = 0 are the equations for the 
divisors ti in Uj . 

T he canonical bundle /(x = f:!x of hoi om orphic I-forms on X = Cpl is isomorphic 
to O( - 2). 
T he bundles O(j) have natural generalizations for higher dimensional projective 
spaces CP<l. \Ve have the natural covering of the projective space, with t he homo­
geneous coordinates (to: t J : ... : td), by the sets Ui = {tj '" O} and parameterized 

by x;P = to/ti , ... , x~) = tnlt j . The cocyde functions defining O(j) are equal to 
liN = (x,)xl)j. Here, a<; in the one-dimensional space, the sheaf of ideals of germs 
of functions vanishing at a hyperplane is equal to O( - 1) and the sheaf associated 
with the hyperplane divisor is equal to 0(1). T he space of global sections of the 
bundle O(j), j ~ 0 is isomorphic to the space of homogeneous polynomials of 
to, ... , tn of degree). Every line bundle on Cpd is isomorphic to one of O(j). The 
canonical bundle f{ x = f:!1 on X = Cpd is isomorphic to O( - d - 1). 
The theory of bundles of higher rank, i.e. n > 1, on projective spaces is an advanced 
and rather non-trivial theory. \Ve refer the reader to the book of G. Okonek, H. 
Schneider and H. Spindler [OSSI. 

8.43. Proof of the Grothendieck- Birkhoff Theorem. 1. Recall that having a holo­
morphic function F /(0 n f{oo --t GL(n,q, we have to find matrix-valued 
holomorphic functions F± on /(± and a diagonal integer matrix J such that 
F = Fot J Foo. Here f{o is a disc containing t = 0 and /(00 contains 00. 

If we treat F as a cocyde defining a holomorphic bundle in Cpl, then the state­
ment of this theorem says that this cocycle is equivalent to the diagonal cocyde 
tJ = th EB ... EB ti" . This means that the bundle is isomorphic to O()I) EB ... EB O(j,,). 
Let us pa<;s to the proof, which belongs to Birkhoff and which we have taken from 
the book of D. V. Anosov and A. A. Bolibruch [AB [. We divide it into some steps. 

2. The case F = 1 + PI1 when~ PI is small. \Ve define the operators 

o ± : Hoi (/(0 n /(00' GL) --t Hol (/(± , GL), 

where GL = GL(n,C), a<; follows. If G(t) has the Laurent expansion G = 
2::~QOGjti, then 

~ -, 
n oG = L Gjti, n ooG = L Gjt j

, 

o -<Xl 

\Ve seek the solution in the form 

with X small and holomorphic in /(00' T he condition F() E Hoi (/(0) means that 
nex>(F(1 + X)) = O. It leads to 
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where T is the linear operator (in the space of matrix functions) defined a.<; T X = 
X + Doo (FIX) , I3ecause FI is small the operator T is close to the identity. T hus 
T is invertible and the equation (5.2 ) has a solution. 

:~ . Reduction to the case with mtional F and slLch that its only pole in J(o is t = O. 
Using a sufficiently long finite Laurent expansion of F Ke approximate F by a 
matrix C(t) with only poles at 0 and co. Thus FC- 1 is close to the identity and 
using the previous point we get the representation <Po<i>"" = PC- I, where <lo o,,,,, 
are holomorphic in [(0,,,,, . T hus we have 

(5.3) 

Now we apply the same to <lo""G. \Ve approximate it by a rationalll (with poles 
at 0,(0) and get the representation ll-l p ;:oC = wo<V;:o with wo,co analytic in 
J(± . This gives 

<Vo = H- Iq,,,,,,GW;;..,I. 

On the left-hand side of the latter formula we have a function holomorphic in J(o 
and on the right we have a function meromorphic in [(""'. ThlL~ <Vo is rational. 
Now from (5 .3) we get the formula 

where PI = H<vo is rational with the only possible pole in J(o at t = O. \Ve see 
that the problem is to represent F I in the needed form. 

4. Dete1"1l1ination of J. Recall Ollr 8(luation PFO-
1 = tJ Fco, where F is rational 

with the only pole in [(0 at t = O. Denote the columns of the matrix ~)I by Cdt) 
and of F"" by D~.(t) . T herefore we have to solve t he series of vector 8(luations 
FCk = fl· Dk. 
Consider the general equation 

F(t)C(t) ~ t'D(t ). (5.4) 

with the boundary condition 
C(co ) = y. (5 .5) 

Here C(t) is a rational vector-valued function holomorphic in [(0 and D (t) is a 
rational vector function holomorphic in J("". 

Definition. A t riple (j, C, D) is called an admissible triple for y E e" \ 0 iff the 
equations (5.4)- (5.5 ) hold. 

I3elow we present some properties of the admissible triples. 

(a) The admissible tI"iples exist for any y. 

Indeed, let 
F(t) = r jJ q-l(t)p(t ), degP = n , 

where q(t) is a scalar polynomial with zeroes outside [(0 and P (t) is a poly­
nomial matrix. T hen the triple (- {3, y, q-I Py) is admis.<;ible for y. 
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(b) We have j::::; a - /3 f01· any admissible triple; (a,/3 are above). 

It follows from the equation 

P (t)C(t) ~ t' +'q(t)D(t), 

where P ( t) '" const . to, C( t) --+ Y as t --+ 00. 

Definit ion. An admissible triple (j, C, D) is called maximal iff the integer j 
is maximal possible. 

(c) If the triple (j, C, D) is maxim.al, then C =I 0 in Ko and D =I 0 in KOC). 

JfC(a ) = {] (or D(a) = 0) for a E Kon I<coo, then D(a) = 0 (respectively C(a) = 0). 
T hus C(t) = (t - a)Cdt), D(t) = (t - a)DI(t) and, replacing C by t~aC and D 

b)· Jl... we get t-a' 

t+1 D p. -- ·C = tJ . --, 
t - a t - a · 

(5.6) 

which means that (j + 1, 6 , is;) is admissible for y. 
T he formula (5.6) remains true when D(a) = 0, a E KOC) "'-.Ko and when C(a) = 0, 
a E Ko'-J (,.,. 

D efini t ion . The function y --+ v(y) = max{j: (j,C, D ) is admissible for y} (with 
li(O) = (0) defines a valuation on cn, which we call the Levelt valuation. It has 
the usual properties of valuation: 

v(>.y) = v(y), >. =I 0 (obvious) and 

V(YI + Y2) ~ min(v(Yd, V(Y2)) . 

IndeecL if (j1,CI, D J) and (j2,C2, D2) are admissible for YJ and Y2 and j J ::::; h, 
then UI, C I + C2, D I + t i2 -j, D2) is admissible for YI + Y2. 
T he valuation v( ·) defines the filtration 

0 = Eo eEl c ... C Eh = C", 

such that VIE,\E._, = const . 
T he integers jk in the matrix diag (jl, ... , jn), jl ~ h ... ~ j" are the values of 
the valuation function 'Ii( ·), where the i-th value is taken dimE; - dim E i _ 1 times. 

5. GOllstmction of the matT·ices .F(),coo . We choose a basis Yl , ... , y" in en as.<;ociated 
with the above filtration. It means that each Yk has a maximal triple (j",CJ.. , Dk ). 
We define 

(GI , ... ,Cn), 

(D" ... , D ,,) . 

It remains only to show that these matrices are invertible. 
Assume that det F;I(a) = 0 (the proof in the case det Fcoo(a) = 0 is analogous). 
T hen there exists a nontrivial combination C(t ) = L >'iC;(t) which vanishes at 
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t = a . Let Y = LAiYi and let Y E E" \ EJ.·_I. T he valuation v(y) is tYjual to 
VIE. \Ek_1 = min{j;: A; #- OJ. Let D(t ) = L:Aiti;-v(Y) D;(t) . It is clear that the 
t riple (u(y), C, D) is a maximal admissible triple for y #- O. 
By the property (c) of maximal triples (see above) C(t) #- 0 in [(0 . This gives a 
contradiction. 
From the above analysis it follows that the integers j I , ... , jn are defined uniquely. 
T he proof of Theorem 8.40 is complete. 0 

Now we pa.<;s to the version C of the Riemann-Hilbert problem. Qne a.<;ks whether 
it is possible to improve the result of R.6hrl and Plemelj and to get a Fuchsian 
system with prescribed singularities and monodromy. As we shall see later, it is 
not possible in general. However, when one adds some restriction (on dimension of 
the system or on the monodromy), then one gets the positive result in the problem 
C. Qne of them is presented in the next theorem belonging to J. Plemelj [Plel (see 
also [AI]) . 

8.44 T heorem. If one of the mOllodmmy matriccs M j is diagonalizablc, thcn thc 
pmblem C has a positive sol1dion. 

Proof. \Ve can assume t hat the matrix Moo = (IiI", ... Md- 1 , a.<;sociated with the 
loop around \Xl, is diagonalizable. \Ve a.<;sume that jUoo and eX) = 2~i 11I.II,Ioo are 
diagonal. 
From the proof of t he P lemeij- R.6hrl theorem we can find a fundamental matrix 
F such that :F = <Po:Fo = <Poo t- Coo, where <1>0 is analytic in the disc [(0, Fo is a 
fundamental matrix in [(0 with Fuchsian singularities and <1> = is memmolphic in 
the disc [(00 with the pole at \Xl . 

8.45. Sauvage Lemma (ISaul). Thcre cxist matrix-valucd functions P (t), w (t), D 
such that P (t) is polynom.ial with detP = I , Ilr (t) is analytic and inveftible in 
/(00' D = canst is integcf· and diagonal and the identity 

<1> 00 = P (t) · w (t) · tD 

holds. 

Using this lemma we ea.<;ily finish the proof of T heorem 8.44. \Ve put 9 = p- I F. It 
is a fundamental matrix with Fuchsian singularities in [(0 (because p- l is analytic 
and invertible there). In /(= we have 9 = Ilr tD - C"" (here we use the fact that D 
and Coo commute) . This matrix also gives Fuchsiall singularity (with the residuum 
"' (oo)(C~ - D)"'- '(oo)) . 0 

Remark. The cOlIlmutativity property of D and Coo is essential in the proof. For 

example, if X = tDtC , C = (~~ ~), D = (~ i), then XX- 1 ha.<; a second 

order pole. 

Proof of thc Sauvage Lemma. 1. \Ve borrowed the name of this lemma from [All, 
where the reference to the book of P. Hartman [HaP] is given. In fact , in [HaP [ 
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another result is proved. It is shown that any holomorphic matrix function F(l) 
in the disc KOCJ has a representation in the form F = P (t)tDG(t), where P(t) is 
polynomial with det P = 1, D is an integer diagonal matrix and G(l) is invertible. 
T he proof of Lemma 8.45 is much more complicated than the proof from IHaPI. In 
the book of P lemelj IPlel the proof of Theorem 8.44 is based on other properties 
of fundamental systems than the ones used in our above proof. 
We shall not present the complete proof of the Sauvage lemma. We limit ourselves 
to the case n = 2. 
2. F irstly, by applying the change t --+ lIt we can assume that we are in the disc 
Ko around O. Thus, given a meromorphic F with pole at 0, we look for the repre­
sentation F = P(llt)>l1(t)t D with polynomial P, detP = 1, analytic >l1 , det>l1 ¥ 0 
and diagonal integer D. Of course, it is enough to obtain this representation with 
detP(l/t ) = const ¥ O. 
3. T he action of a diagonal matrix diag (AI, ... , An) onto a given matrix from the 
right means multiplying its columns by the numbers Ai. 
Note also that diagonal matrices commute and the automorphism Z --+ QZQ-I, 
with Q a matrix of permutation of coordinates, sends diagonal matr ices to diagonal 
matrices with permuted columns. T herefore we apply from the right: diagonal 
matrices lA, constant diagonal matrices and permutations of columns. 
Action of some matrix onto a given matrix A from the left means some action 
on the rows of A. \Ve apply the following three types of action onto the rows of 
meromorphic matrices. 
(i) Transpositions of rows. (ii) r-.-lultiplication of rows by constants (it is the action 
of a diagonal matrix). (iii) Adding to a row another row multiplied by a polynomial 
of l It (this means action of a triangular matrix with 1 at the diagonal and a 
polynomial above or below the diagonal). 
\Ve see that in all t he cases we multiply from the left by a matrix with constant 
determinant. 
4. Let F = (ta! I I, ta, h) = (ft, h)tA , where Ii are holomorphic columns, litO) ¥ 
0, and A is diagonal. If det(fl, h) ¥ 0 then we have the result. 
5. A~sume t hat this determinant vanishes. Using eventual transposition of rows 
and multiplications of rows and columns by constant numbers, we can as.<;ume 
that the components of the first row start from 1. After extracting a multiple 
of the first row from the second row and eventual permutation of columns, we 

arrive at the matrix ( a~"'++ :· b~'/~ . ), ab ¥ 0, 0:::::: (3 . \Ve multiply 

the second column by t- fJ and. after little modification, we obtain the matrix 

( 
1 cCfJ + . ) 

at"' + . 1 . 
(i . Now we multiply this matrix from the left by an upper-triangular polynomial 

matrix (~ p(~/t)) of the type (iii). The polynomial p(t) is chosen in such a way 

that after multiplication the upper-right corner of the resulting matrix becomes 
analytic. 
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7. If 0: 

( 
d + . 

at" + . 

> /3, or n = /3 but ac '" 1, then we obtain the matrix 

Oil) ), d '" 0, which is invertible and the lemma is proved. 

8. If n = (3 and ac = 1, then we get the matrix ( dt: + .. 0(11)) = FI 
at + . 

( t~ ~ ) where det FI has lower order than the determinant of the matrix from 

4. 
\Ve apply the above (5., 6. and 7.) to the matrix Fl. After a finite number of such 
steps we obtain a matrix which is holomorphic and invertible. 0 

§6 The Bolibruch Example 

T he negative answer to the Riemann- Hilbert problem in version C (i.e. existence 
of a Fuchsian system with givenmonodromy) is given in the below result of A. A. 
Bolibruch from [AB[. T he proof of I3olibruch's theorem is relatively long. But the 
reader can learn from it a lot of methods and tricks. For this rea.'lon we included 
it in the book. 

8.46. Theorem (The counter-example of Bolibruch). Consider thc system z = 
A (t )z with 

1 ( 0 
2" 0 
t 0 

- 3 
- 1 
- 1 

This system has only l"Cguim' singulm' points and thcf"C docs not exist any system 
/1'0111 thc FUchs class whose singular points and monodromy group m'c the same as 
/01' thc abovc systcm. 

PI"(JOj. 1. F irstly we investigate the singular points of the system z = Az. Of 
course, the points t J = 0, t2 = 1, t3 = - 1, t4 = ~ are singular. As t ..... 00 we 
have A (t) '" 7 L I"c$/ ,A(t) and, because L rC8t; A(t) = 0, the point t = 00 is not 
singular. 
A(t) has simple poles at t:'Q ,4: so these points are Fuchsian and hence regular. At 
t l , A(t) has a second order pole. T he regularity of tl is obtained in the following 
way. Let z = (~ ), where x E C, Y = (m, m) T E 1(;2 . The system for z is equivalent 
to the system 

:i; = a(t)YI + b(t)Y2, 
iJ = B(t)y, 
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where 
B(t) ~ L Bd(t - t.). 

Because the system for y is Fuchsian its solutions Yj(l) are regular, of polynomial 
growth at singular points (in particular, at t = 0). Because a(t ) and btl) are ratio­
nal then, integrating the equation for x, we obtain the regularity of the solutions 
x(t). 

2. Note that t he matrices Bj = rC81 ; B(l) , j = 2,3,4 are nilpotent. Indeed, 
Tr Bj = det Bj = 0 (so the eigenvalues are €(jual to zero) but Bj '" O. T his means 
that we have resonances at t j , Al - >':1 E Z (see Definition 8.16). Using Theorem 
8.17 and Remark 8. 18 we obtain that the normal forms of the system for Y at 
t2.;I ,4 are given by triangular matrices: fh = (e;/(t - t;))f,h, fh = O. T his leads to 
t r iangular monodromy matrices. 
At the point tl we have the eigenvalues Al = 1, >':1 = - 1. So here we have 
also resonance but the normal form is slightly different: VI = (l/l)y ) + City:;?, 
Y:z = (- 1/t)Y2. This also gives a triangular monodromy matrix. 
Because the system for z is block-triangular, all its lllonodromy matrices are equiv­
alent to triangular matrices. Thus the assumptions of Theorem 8.44 are not satis­
fied and there is a hope that we will obtain a good counter-example . 
\Ve will prove the above facts about the normal forms and local monodromies 
later. 

3. Here we develop a theory which describes the local behaviour of fundamen­
tal systems near regular singular points. In particular, we shall construct certain 
invariants which allow us to distinguish fundamental matrices of local Fuchsian 
systems . 
If a fundamental matrix F(i) is regular near the singular point t = 0, then it has 
the form F(i) = 9(t)£C, where 9 is meromorphic (univalent), C = ~ and M is 
the monodromy matrix (in the ba.<;is given by the columns of F). It f~llows from 
the proofs of T heorems 8.12 and 8.17. 
T he logarithm of the monodromy matrix is not chosen uniquely. In order to ensure 
t his uniqueness we a.<;sume 

O:o::::Re/lj<l 

where /lj are the eigenvalues of the matrix C. 
It turns out that the above formula for F can be canonically improved. \Ve shall 
show the representation 

(6. 1) 

where V = rliag ( 1!1, ... , ti,,) is an integer matrix such that 1!) :::: 'V2 :::: :::: Vn 
and U(t) is holoillorphic. T he integers 'lij will be defined canonically as values of 
a certain 'valuation' in the space of solutions of the system if = By, B = FF- I

. 

4. Definit ion of the Levelt valuation . If y(l) ,...., Cl"'(ln t )l.· in a sector with vertex 
at t = 0, then we put 

V(y) = [aJ, 
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i.e. the integer part of the exponent 0:, and call it the Levelt valuation on y(t). For 
example, v(Jt) = 0 , v(l lnt) = 1. 
If X is the space of solutions of y = By , then the function v : X --> Z ha.<; the 
usual properties of valuation: 

(i) v(O) = 00 (by definition); 

(ii) v( '\y) = v(y), ,I E C\ 0; 

(iii) V(YI + Y2) :::: min(v(Yd, V(Y2)), with the equality iff v(Yd =I- V(Y2). 

T he valuation defines a natural filt ration of X: 

O= XOC X 1C ... CXh = X 

such that vlx, \ X
j

_ 1 = const . tdoreover, the monodromy operator JH preserves the 
above filtration, .H Xj C X j . This means that it has a block-triangular form. The 
operators Grj M (of the gradation of jH) are found on the diagonaL acting on the 
graded space GrX = $XjIX j _ 1 • 

By choosing Jordan bases in X j1Xj _ 1 the operators Grj M can be represented a.<; 
triangular matrices. Using this we can choose a ba.<;is Yl, ... , y" in X such that 
the StYluence Vj = v(Yj) is decreasing and the matrix of a monodromy operator 
(written in this basis) is triangular. Such basis is called the Levelt ba.sis. 
Qne can see that, if we take the fundamental matrix :F as composed of the vectors 
Yj(t ), then it ha.<; the representation (6.1 ) . 

5. Lemma. The singulm· point t = 0 of the l"Cgular system y = By is Fuchsian iff 
the mat1"ix U(t) from (6.1 ) is inveltible. 

Proof. (a) If U(O) is invertible then we have 

B = :F:F- 1 = UU- 1 + .!.UVU- 1 + '!'Ut V CCVU- 1 = .!.IU LU- 1 + Ott)] 
t t t 

where 
L = V + tV Ct- v . 

Note that the matrix C = tV Ct-V is analytic. Its ij-th matrix element is tXlUal to 
CijtU , - tl; where !.he matrix elements Cij ofC vanish for oj> j. So the block-diagonal 

submatrices of C remain the same a.<; in C and the off-diagonalsubmatrices acquire 

positive powers of t; (because Vi - Vj :::: ° for i < j) . 
Now the Fuchsian property is obvious. !I'loreover, the residuum of B(t ) at 0 is 
Bo = U(O)L(O)U({J)- l , L(O) = V + (block-diagonal part of C). 
(b) Assume that U is not invertible. In particular, kerU(O) =I- O. Suppose also that 
the system is Fuchsian, y = (Bolt + .. . )y . We will get a contradiction. 
T he formula Bo = U(O)£(O)U(O)-l from the preViOlL<l point cannot hold any 
longer. However its analogue 

B"U(O) = U(O) L(O) 
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should be true. 
This means that L(O)(kerU(O)) C kerU(O)j (if y E kerU(O) and z = £ (O)y then 
U(O)z = BoU(O)y = 0). This leads to the inclusion 

iL(O)kerU(O) C kerU(O). 

Let yo E kerU(O) \ 0 and let y(i) = F(i)yo. Let 'I!(y(t)) = V m. We shall show that 
l!(Y) should be greater than v,," which will give us the needed contradiction. 
\Ve have 

y(i) = U(t)tViCyo, 
= U(O)iL(O)yo + (U(t) - U(O))iL(O)yo + U(t)(tvic _ iL(O))yo. 

T he first term in the second row of the above formula is equal to zero (see 
above). The second term is of the form O(t)iL(O)yo where L(O) is equal to V 
(with Vyo = v",Yo) plus the block-diagonal part of C (with positive real parts of 
the eigenvalues). Thus liL(O)Yol '" IW''' +<, l::::: 0, and the valuation of the second 
term is greater than v"'. 
Finally, the matrix tViC - iL(O) contains only off-block-diagonal terms which are 
of higher order t han the block-diagonal part of tVic . T his implies that also the 
third term is of order IWm+I+<. 0 

6. Lemma. Considel' a global system i = A (t }z, t E Cpl with I'eguiar singuial' 
points tl, ... , tm . Let L j = Vj + tV, Cj t- v, be the matrices associated llnth the 
corresponding local systems and constructed in the IJ1"Cvious point. Then 

and the equality holds fOI' systems f1"011I the Fuchs class. 
In pal·ticular, if the matrices Cj aI"C nilpotent alld the system is Fucli..sian then 
"'tr V. = "' , . V i t = 0 (whel'e Vi .t , are the Levelt valuations, i.e. the eigenvalues L.. J L.. z,] " ' , 

of V;). 

Proof. Consider the I-form tr A (t)dt = d(lndetF) which is meromorphic in the 
Riemann sphere. \Ve have L rest j (tr Adt) = O. 
On the other hand. 

1'CSt , d(lndetF) = t r L(tj) + order of zero of det Uj(t) 

for F = Uj(t)(t - tj)v' (i - tj)Cj , L(tj) = Vj + diagCj . (Here diogCj is the 
block-diagonal part of C j .) 

T he result follows from the fact that Uj are holomorphic. 0 

7. Now we begin to apply the tools and results obtained in the previous two points 
to the Bolibruch's system. In this point we consider the 2-dimensional FUchsian 
system iJ = By from 2., i.e. the subsystem of the Bolibruch system. 
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Recall that, if at t he singular point t = 0 of a system iJ = (Ci t + .. . )y there is a 
resonant relat ion Ai = Aj + k wit h non-negat ive integer k, t hen the term t J.·- J Yj 
cannot be removed from t he -i -th equation (see Defini t ion 8.16). 
Applying t his fact to the singular points t 2 ,3 ,4 (which are resonant Al = A2 + 0) 
we can assume that the system is locally eq uivalent to systems y = (Gjf(t - tj))y 

wit h Cj = (~ po ), Cj =I- O. The represent at ions (6.1 ) for the fundamental 

matrix take the forms F (f) = Uj(t)(i - tj)C, wit h invert ible Uj . We have Vj = 0, 
L(t j ) = C j . 

Cj lll (i - tj ) 

1 
) with t he monodromy maps .Hj = 

(~ 2rr;,, ) 
At t he point t = t l = 0 we have Bo = diag( I , - l ) and the normal form is the 
following: YI = (l /t)YI + c l ti./2, Y2 = (- l ft)Y2. 
\Ve must calculate CI . For this reason we calculate t he first terms of the expansion 
of t he matrix B (t) near O. We have 

T he diagonal t erms are reduced to t heir normal form using diagonal changes of 
y . The off-diagonal terms are reduced using off-diagonal changes, like (Y l , Y2) --> 

(Y l ,Y2 + ct2Y2) (and higher order changes) . It is clear that during such changes 
the first term in the upper-right corner of B (t) remains unchanged. Therefore 

CI =-1. 

In t his case we have UI (t) = (1+ .. . )1+0 (t 2), V = diag (1, - 1), GI = ( ~ 
T hus F tYluals 

Olt' ) 
1+ . )( t 0 )( ' - ln i ) ( t+. o t - I (] 1 = 0 (t 3 ) 

- t ln i + . 
t - I + . 

- 1 ) o . 

) 
8. Definition. \Ve int roduce the following inva riant of a 2-dimensional FUchsian 
system iJ = ]( (t)y, called the FlLchsian weight of ]( : 

"fK = L:(VI,t , - V2 ,tj ) 

j 

where VU j ::::: V2 ,tj are t he values of the Levelt valuat ions at t he singular points 
t j . We will also denote t hem by V;,t j (1< ) in order to underline t heir dependence 
on ](. 
Of course, we have "fa = 2 for t he 2-dimensional subsystem of the Bolibruch 
system. 
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Let Alan = lUon([() be the monodromy group associated with a 2-dimensional 
Fuchsian system if = [( yo T he Fuchsian weight of the monodmmy gmup Man is 
the number 

"( Mon = minbD : /ldon (D) = Man}. 

9. Lemma. We have "( Mon (B) = 2 f01' the mat1'ix B(l ) fmm the point 1. 

In 12. below we will show that the Fuchsian weight of a certain 2-dimensional 
Fuchsian system a'isociated with any 3-dimensional F\lchsian system must be equal 
to zero. Therefore "( Mon (B) is the invariant in deciding the Bolibruch counter­
example. 

10. Proof of Lem.ma 9. Suppose that there exists a system if = Dy with ID < 2 and 
M on (D) = Man (B), where B is the matrix of the 2-dimensional subsystem of the 
Bolibruch system. So we have I D = Lj VI,f; (D) - L V2,f, (D). I3ut L VI,f; (D) = 
- L V2 ,1; (D) (by Lemma (j applied to the Fuchsian system defined by the matrix 
D with nilpotent Cj ). T his means that "(Dis an even number and, because VI ,I ; > 
V 2 ,1" we have 

ID = 0, VI,t; = V2,t,' 

Denote the latter integers til ,t; by mj and apply the change y = (f1 (t - tj)1n, )11. 
If y satisfies the Fuchsian C(luation defined by the matrix D, then 1t satisfies the 
Fuchsian equation 

it = F(t)u, F ~ D(t) - L -""--. 
t - ti 

rVroreover, we have Vi,t ; (F) = O. 
Let 9 be a fundamental matrix associated with the 8(luation i1 = F1l. Near the 
points ti we have the representations 

9(i) = w ,(t)(i - tile ;, det Wi '" 0, 

with analytic Wi. Let :F be the fundamental matrix for if = By with the local 
representations 

and with 

U (
1 + ... 

1 = O(e) 

Because F and 9 have the same monodromy, the function F9- 1 is univalent and 
then meromorphic (regularity). Near t i , i = 2,3.4, the matrices F9- 1 = U; H'i- 1 

are analytic and invertible. Near t 1 we have 
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\\le see that the first row of the matrix :FI;i- J is holomorphic in the Riemann 
sphere. So it is constant and, because it vanishes at t = 0, it should be identically 
zero. I3ut then the matrix F9- I could not be invertible outside singularities. 
T his contradiction proves Lemma 9. o 
11. Here we study the 3-dimensional I30libruch system. In the points tLl,4 the 
residua of the matrix A (t) are of the form 

A_(O ab) 
} - 0 B

j 

with nilpotent 2 x 2 matrices Bj . Thus Aj 

monodromy maps are unipotent, Alj = ( ~ 
matrices of a 2-dimensional subsystem. 
Consider the point t l . \Ve shall choose a 

are nilpotent and the 3-dimensional 

j~j ), where Nj are the monodromy 

Levelt's basis in the form 4> dt) = 

( 
t + - tlni +.) 

(l,O,O)T, 4>2,3 (t ) = (;:.:), where (¢2, ¢:l) = O(t~l')' t- I + . is the fun-

damental system from the end of 7. Of course, 4>1 is a solution with the valuation 
11(4)1) = O. Note also that 4>1 is an invariant vector for any operator from the 
monodromy group generated by the Bolibruch system. 
In order to find the first components of 4>2.3(t) we integrate the equation ± = 

a(t)Y2 + b(t )Y:l with a(t ) = t-2 + ... , b(t ) = 1 + . (see 1.). T his gives x2(i) = 
Ini + ... , x3( i) = _ ln2 i / 2 + . I'!ence 'v(4)2) = 0, v(4)J =-1. 
T he Levelt filtration of the space of X of solutions consists of the 2-dimensional 
subspace X I (with valuation 0) and of X (with valuation - 1). 
T he monodromy matrix Ah and its 'logarithm' C I in the above basis take the 
forms 

21!"i 
1 
o 

~, ) 
(] 

12. Let w = E (t)w be a supposed Fuchsian system with the same singularities 
and monodromy as the Bolibruch system z = Az. This means that there is an 
isomorphism 6 between fundamental systems of both IXluations. Thus if Xj = 6 4>j, 
then [(t) = (XI,X2, X:l) is a fundamental system for the equation for w . (I'Iere 4>j 
are the solutions from the previous point. ) 
Consider XI = 6 4>1 ' I3ecause 4>1 is the unique vector fixed by any monodromy 
operator, then X I also has this property. T his means that X I (t) is a univalent 
function and therefore rational (regularity) . 
r-.-roreover, XI is the first vector in the Levelt basis; (because of triangularity of 
Mj ). This implies that the valuations 'Vt,( xtl at the singular points tj take the 
maximal values, which we denote by Vl ,t ; . 

\\le have the inequality L tit, (X I) ::::: O. (For each component the sum of orders is 
zero but VI; (X I) is the minimum of orders of the components.) 
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By Lemma 6 

LL v"lx, )= o, 
j 

because we have the FUchsian ca.'le. But the above double sum is a sum of three 
partial sums 81 = L jt!l,tj ' 82 = L jt!2,t j ' 8:] = L jt!:],t j . Because S I :::: S2:::: 8:] 
all three sums are IXlual to zero, Si = (] and, moreover, t!I,l j = t!2,l j = v:],t), 
j = 1, 2, 3, 4. \Ve denote the latter numbers by n j . 

Let 11 = ( O J(t - tj)'' ;)w = f(t)w. It is easy to see that u satisfies a F\lchsian 

IXluation it = Fu. In the latter system \\'e have all valuations IXlual to zero. 
The vector-function 11 1 = fXI is holomorphic in the whole Riemann sphere. So, 
it is a constant vector and. after some t ransformation, we can assume that 1)1 = 
(1, 0,0) T . T his means that it = Fu = (~ ~) 11. I·lere G is a 2 x 2 matrix 

defining a 2-dimensional subsystem. 

13. Lemma. We have IG = O. 

Proof. Recall that IG is the FUchsian weight of the 2-dimensional system defined 
by G(t) and is IXlual to L j[VI ,t; (G) - ·V2 ,tj (G)] . \Ve have proved that vi,t j (F ) = (]. 
Because VI,t, (F) = ·l!t; (UI), then "/!2,t j (F ) and ·1!:I,t j (F ) are the Levelt valuations of 
the system defined by G. Hence 'YG = O. 0 

14. Lemma 13 provides a contradiction with Lemma 8. 
of the Bolibruch theorem. 

This completes the proof 
o 

Before ending this subsection we present some results about positive solutions of 
the Riemann- Hilbert problem (version C). \Ve do not present the proofs. 

8.47. T heorem of Lappo-Danilevskij. (ILapD If the m.onodromy olJemtol"s 111; aI"C 
sufficiently close to identity, then the answel· to problem C is positive. 

In his proof in ILapl P. S. Lappo-Danilevskij finds the expressions of the mon­
odromy matrices AI) a.~ series expansions of the residue matrices Ai (for fixed 
loops 'Yi surrounding the singular points). If A i are small then the series are con­
vergent and can be reversed, A j are given by series in 1 - 1\1; . 

8.48. Theorem of Dekkers. (IDekl) If n = 2 (dimension of the system) then the 
an.swer to the problem C is IJositive. 

The idea of the proof is the following. If all monodromy operators AIj are non­
diagonalizable then they turn out to be simultaneously transformed to upper­
triangular Jordan cells. Such cells commute one with another. Then one can choose 
the matrices Aj also in such upper-triangular forms. 

8.49. Theorem of Kostov and Dolibruch . (lKosl, IADI) If the monodromy group is 
il'T"Cducible (i .e. without propel· invariant slLbspaces), then the answel· to problem 
C is positive. 
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§7 Isomonodromic Deformations 

As in other theories, also in the theory of Fuchsian systems it is natural to consider 
families of Fuchsian systems and to investigate t he variation of their invariants. 
One of such invariants is the monodromy group. One can ask which deforma­
tions are isomonodromic, i.e. when the monodromy group of a family of Fuchsian 
systems remains constant . (This notion will be defined.) 
T he natural parameters of Fuchs systems are the positions of their singular points. 
\Vhen we a.<;sume that the matrices-residues at these singular points also depend 
on these positions, then we obtain a simplest natural family. It can be written in 
the form 

. ("" .4,(a) ) z = L --- " 
; = I t - a; 

(7.1 ) 

where A;(a) = A; depend on a = (al, ... , am). \Ve assume also that the point 
t = 00 is singular with the residuum A"" = - L A i. 
\Ve study this system under the following fundamental assumption . 

8.50. Assumption. The local systems near the s ingular points a; are non-resonant. 
T his means that the eigenvalues of any of the matrices A I, . .. , A"" do not satisfy 
any resonant relation of the type A; - Aj E Z . 
(By Theorem 8.17 t his means that the local systems are analytically tYluivalent to 
i ~ (Ad(t - a,)),.) 

T herefore, all the matrices Aj are diagonalizable and we can find invertible ma­
t r ices G j = Gj(a) (depending on a) such that the matrices 

Aj = GtAjGj 

are diagonal. Because we consider the ca.<;e with constant monodromies t he matri­
ces AJ do not depend on a. 

\Ve choose the fundamental matrix T (i) such that 

in a neighborhood of t = 00 (here <lo co is holomorphic and invertible near infinity). 
It is clear that this condition defines the fundamental matrix uniquely. 
By the theory developed in the previous sections, the behaviour of T near other 
singular points is 

where <I> j (t) are holomorphic and invertible and H j = H j ( a) are constant invertible 

matrices. (One can ch eck that A(i, a) = FT- I = GjA1G-I l(t - aj) + .... ) 
T he monodromy matrices are now well defined and are of the form 

M- - H-le2"';A~ H 
J - j ;-
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8.51. Definition. T he deformation (7.1 ) is called isomonodromic if the matrices IIIj 
do not depend on a. Equivalently: if the matrices Hj can be chosen not depending 
on a. 

Remark. \Ve have here two kinds of data associated with the equation (7.1 ): the 
sillgularity data 

and the mOllodromy data 

{aj, A~, Hj(a), j = l,. .. ,oo}, 

where Goo = I , Hoo = I and the relations Al + ... + Aoo = 0, .HI'" II{x; = 1 
hold. 
T he following theorem of Schlesinger [Schl[ answers the question of conditions 
needed to ensure the isomonodromicity of the deformation (7.1 ). 

8.52. Theorem of Schlesinger. Let assumption 8.50 hold. The defonnatioll (7.1 ) is 
isom.onodromic iff olle of the t1ll0 equivalent cOllditiolls holds: 

(a) The fundamental matrix .1'(t,a) cOllStl1Lcted above satisfies the system of 
equatiollS 

j = l, ... ,m. 

(b) The matrices A j satisfy the system of equations, called the Schlesinger equa· 
tions 

i =J j, 

8.53. Remark (Connections and curvatures). Before proving this theorem we must 
comment on its formulation. T he condition (a) is a condition formulated in terms 
of the fundamental matrix, whereas the condition (b) concerns only the matri· 
ces A j . The explanation of their tYluivalence goes through connections and their 
curvatures. 
Introduce the operators of external derivative 

a , 
d = dt - + d at ' 

and the I-forms with values in the space of matrices 

0' = - L A j(a) rW), 0 = L A jdln(t - OJ) . 
t - OJ 

T hen the condition (a) of the Schlesinger theorem says that d'.1' = !l'.1'. This 
equation together with the tYluation:F = A (t, a).1' can be written in the form 

(d - O)F ~ O. 
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Consider the trivial (principal) fiber bundle E : U x 91(n,Q --+ U, where U c 
Cpl X Cm is an open set with variables t and aj. Introduce the operator D = 
d - 0 : Ou(E) --+ Ou(E) 0 Ol., = Ol.,(E) on the sheaf of germs of section of E. 
It defines a connection in E. The e{luation DF = 0 means that F is a horizontal 
section of E with respect to this connection. 
Not every connection admits horizontal sections. (Usually we can only prolong 
sections along curves in the ba<>e, but prolongation along a closed curve llIay lead 
to a point (in the initial fiber) which is different than the initial point). T he 
obstacle to existence of horizontal sections (above open subsets of the base) is the 
curvature defined as follows. 
\\le can extend the connection operator D to an operator on Ot,(E), with values 
in O~(E). Then we have DoD = dod - doO - 0 od + O 1\0 = - (dO - 0 1\ 0) 
(because do 0 = 0 0 d - (dO) 1\ (.)). T he 2-form with values in 91(n, C) 

is t he curvature tensor of the connection. 

Lemma. The Schlesingel' equations are eqlLivalent to the condition R = O. 

Proof. We should show that: 

(i) if the dt 1\ dai- components of R vanish then the Schlesinger e(luations hold; 

(ii) if the Schlesinger e{luations hold then R = O. 

T he dt1\ da;-component of dO is equal to - Lj 1.l~~~~Q'. The analogous component 

of 0 1\ 0 is e(lual to (L t~:'j ) . (t~~:) + (t~:;) . (L t~!;)' Its residuum at the 

point t = aj is equal to [Aj,A;l/(aj - ail for j =I- i and - Lk;o! i[AJ,·,A;l/(aJ,. - ail 
for j = i. This gives the Schlesinger e{luations. 
\\le have just proved that the Sciliesinger equations are equivalent to vanishing 
of the dt 1\ darcomponents of R. So it remains to show that in this ca<>e the 
da; 1\ daj-components of R vanish too. 
T he da; I\darcomponent of dO is e{lual to (fJA ./fJaj)/(t - ail - (fJAj/fJai)/(t - aj) 
which, in view of the Schlesinger e{luations, is e{lual to [A;, Ajl/(t - a;)(t - aj). 
The same is the da; 1\ darcomponent of 0 1\ O. 0 

Proof of Theol'C11I 8.52. Equivalence of the conditions (a) and (b): 
If (a) holds then the fibration E ha'l a section :F horizontal with respect to the 
connection D. So the curvature of the connection vanishes and the Schlesinger 
equations hold. 
If (b) holds then the curvature of the connection d- O vanishes and the distribution 
defined by it is integrable. T his means that there is a horizontal section F of the 
connection. 

Is011l0nodromicity => Ihe condition (a): \\le have to show that the matrix function 
d'FF- 1 is e{lual to the meromorphic form 0'. 
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Firstly, from the isomonodromicity it follows that the operation of prolongation of 
F( i, a) along a closed loop (in the t- plane) commutes with the operation of external 
derivation d' (with respect to a). Thus the prolongation along loops around a; 
leads to the transformations F --> FlUi , d' F --+ d' F M;. This implies that the 
form d'FF- 1 is univalent and hence meromorphic. 
In order to find the formula for 0' we investigate its behaviour near the singular 
points ai and 00. We shall look only for the polar parts of 0' at these points. Using 
the a<;ymptotic formulas for F (before Definition 8.51) it is easy to check that near 
ai, LD FF- J = - A)/(t - a;) + ... , ifj = 'i. and that DfJ .FF-1 is analytic ifj =j:. i. 

aJ . aJ 

r-.-roreover, d'FF- 1 = O(I /t) as t --> 00. This implies that 0' has only simple poles 
with definite residues and the formula 0' = - L rWiA;j(t - ai) follows. 

Univalcncy of 0 ::::} isomonodromicity: \Ve have to show that d'1I1) = O. 
Univalency of 0 implies T --> TII,1j , d'T = O'T --> O'F· M ) = d'F· II,1) . 
is transformed to d'(FII,1j ) = d'F· M j + F· d'Mj . So, d'M) = O. 

But d'T 
o 

T he problem of isomonodromic deformations is trivial when the number of singular 
points is two or three. In both ca.;;es we can move these singular points to fixed 
ones, using a Mobius transformation. So we can a<;sume that these points are either 
o and 00, or 0,1 and 00, and there are no parameters of deformation. Also the 
case when the dimension n of the Fuchsian system is 1 is elementary. 
T he first nontrivial case is when 111 = 3. n = 2. 

8.54. Isomonodromic defo rm ation in the case 111 = 3, n = 2 and P ainleve 6. It 
turns out that this problem leads to the equation of P ainleve 6, 

yn = - - + -- +-- (y) - - + -- +-- y 1 (1 1 1)" (1 1 1) , 
2 y y - I y - x x x - I y - x 

y(y - l)(y - x) [ x x - I X(X - l ) ] 
+ x2(x 1)2 a +(3 y2 + '(y I F+ 8 (y xF 

Let us pa<;s to formulation of the problem. \Ve have the system 

i: = [ An(x) + A J(x) + A2(X) ] , 
t t - l t - x 

and we must write down the equations for Ai(x) which imply the isomonodromic­
ity. 
Firstly, using the change z --> 'ILl = (O (t - ai)I") z we can reduce the problem to 
the analogous problem with traceless matrices Ai . 
Assume that the numbers 

are the eigenvalues of An, A J, A 2 , A,x" where An + A J + A2 + A"" = 0 and Ax> is 
diagonal. The numbers Oi are constant parameters of the problem. 
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So we have to determine the matrices Ao and A I. \Ve choose them in the form 

Ao = .!. ( zo(x) 
2 t!o(x) 

",,(x) ) 
- zo(x) , 

T hus 
Az = .!. ( - (0."" + Zo + zd 

2 - vo - VI 

- 110 - HI ) 

000 + Zo + Z I . 

T he six functions ZO , I (x), 110, 1 (x), VO , I (x) are dependent. The conditions for eigen­
values imply that 

Z~ + 110VO = 0~, Z? + 11l t!1 = oi, 

(000 + Zo + zJ)z + (uo + udCvo + 'vd = O~. 
(7.2) 

(7.3) 

T herefore there are only three independent functions. \Ve shall choose them as 

zItx), Zz(x), 

\Ve put also 11 = 110/111. \Ve have 

-,,- cX'i',,"C' --;-c­y = y(x) = -= 
XlIo + (x l )ltl · 

y(x - 1) 
11 = - . 

x(y 1) 
(7.4) 

Let us pass to differentiations, where the I will denote the differentiation with 
respect to x . T he Schlesinger tYluations are A~ = [.42, Aol / x, A; = [A2 , Ad /(x - l ). 
T he calculation of the upper-left and upper-right entries gives the four equations: 

and 

I _ '±' I __ ~ 
zo - zx ' Z I _ Z(x -I)' 

it> = flO'VI - 111VO = 1L(Bi - z?) - tl-I(O~ - z~), 

I (J , ~, I (J w 
110 = - ,,:"110 + -; , ltl = - ::::t11 1 - x -I' 

W = lldzo - llzd. 

Above we have expressed Vi as (O~ - Z?)/lli from (7 .2). 

(7.5) 

(7.6) 

\Ve use (7.fi) to calculate the derivative of 11 = 110/ltl which, after applying (7. 4), 
gives 

11' = ( - 1 ) [Ooo!!" + (zo - 11zd] . 
x y - 1 x 

T he calculation of the same derivative from (7.4 ) gives 

It' = 1 [X - lyl y] 
x(y - l ) y - l - ;;-. 

T his together with (7.7) gives 

y x - 1 I 

Zo - liZI = (1 - 0(0 ) - - --y. 
x y - l 

(7.7) 

(7. 8) 
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T he equation (7.3) can be rewritten in the form 

T his and (7.8) allow us to express Zo and ZI in terms of 11, Oi and (zo - uzd2 . 

Namely, we find 

O~Z' = 0 "'("'-l}j' - [02 - 20 (1 - 0 )"] !i.u.=.!l ~ , 00 y_;< Y 00 00 00 x 2(y-;<) 

.& ~ O~x{y I) x '(y I)' ( )' 
- 2 .. - 2 + 2(y z) - y(", I )( y z) Zo - ltZI . 

(7.10) 

Of course, Zo - UZI can be expre&<;ed by the right-hand side of (7.8) but we do not 
do it now. 
Finally, \\'e calculate y" from (7.8). This gives 

y" = ~U~): + [(1 - 0(0 ) Z(~-~I) - "' ~ I ] y' 

( 1 0 ) ..J.I.ili.=.... .!l.=.! ( )' - - 00 :<' ("'-1) - x -I Zo - 11Z1 . 

(7.11) 

But from (7.5) \\'e find that 

(zo - uzd = 1 !!.Y.. _ ~ _ [ ' , 
x(y 1) 2u 2 

(7.12) 

Substituting (7.10) to (7. 12), next (7.12) to (7.1 1) and then using (7.8) (for (zo -
11zd 2 ), after rather exhaustive calculations, one obtains the «(Iuation P ainleve 6. 
(If the reader wants to repeat the computations himself then we have one word of 
advise for him: calculate separately the expressions before terms like (y')2,y',0~, 
etc.) 
T he coefficients of the P ainleve 6 take the forms 

l'laving a solution y(x) of the Painleve 0, we can find Zi = Zi(X) and 11(X) = 110/11 1. 

T he differential equation for Uo gives 11;)/110 = (- 000 + u- I 
Zo - zI)/x which allows 

us to determine uo(x) (and than also UI(X)). The functions 'Vo,1 (x) are calculated 
from (7.2). 
\Ve have proved the following result. 

8.55. T heorem. The problem of solution of the Schlesinger equations for lsomon­
odromic defonnation of the 2-dimellsional Fuchsian system 

is equivalent to the problem of integration of the equation of Painleve (j and llsual 
quadratures. 
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Remark. The above theorem is taken from the lecture notes of G. flhhoux IMahl. 
However the first author who associated the Painleve 6 with isomonodromic defor­
mations was R.. Fuchs IFuch l. He considered the second order differential e{luations 
of the Fuchs type with four singular points t = 0, 1, x, 00, where the coefficients 
are functions of t, x (rational in t). The condition of isomonodromicity also leads 
to the Painleve 6. 

8.56. Movable and non-movable critical points. The origins of the Painleve equa­
tions . Let 

F(x, y, y', . .. , y(n l) = 0 

be an analytic differential equation defined by llIeans of a polynomial F. Here 
the argument x and the function y take complex values. y can take values in the 
complex projective plane Cpl. 
If ¢(x) is a solution of this e(luation, t hen it is usually a multivalued holomorphic 
function with sollie branching points, poles, essential poles, etc. A point Xn is 
called critical if it is neither regular nor a pole of the solution ¢; after turning 
the argument around Xn we arrive at another branch of ¢. The critical point is 
called movable if its position changes with the change of the solution. Otherwise 
the critical point is called non-movable. 

Examples. (a) T he equation y' = y2 has the solutions y(x) = C/(1 - Cx). T he 
solutions have poles which are not critical points in the sense of the above defini­
tion. 
(b) The equation 2y' = y3 has the solutions y(x) = (c - X) -1/2 . T he points x = c 
are movable critical points. 
(c) T he linear e{luation a(x )y' = b(x)y has only non-movable critical points. 

T he situation with e{luation of first order F(x, y, y') = 0, e.g. y' = 
P(x,y)/Q(x,y), is more or less clear (see IGol1 and IAII). The only critical points 
of its solutions are algebraic branching points, like y = (x - xn),,/q + ... (Painleve). 
T he equation y' = PIQ has no movable critical points iff it is the Riccati equation 

(T he proof relies upon the fact that any holomorphic vector field on Cpl is 
quadratic, the tangent bundle is e{lual to 0(2).) 
Painleve and B. Gambier classified the equations 

y" = R(x, y, y') 

with rational R without movable critical points. They treated two such e{luations 
as equivalent if one is obtained from the other by means of changes of the variable 
x and Mobius type transformations in each fiber x = const. 
Firstly P ainleve found 14 such equations (omitting Painleve 6) and later R.. Garnier 
IGarl l, IGar21 had finished this classification. There is a list of 50 equations (see 
IGoll) of which 44 are either integrable in quadratures or are reduced to e{luations 
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of the type F(x, y, y') = O. The remaining six are the Painleve equations. They 
are the following: 

P, y" ~ (iy2 + X, 

P2 : y" ~ 2y:l + xy+a, 

P3 : y" ~ 
.l.i.l.:. I 2 B . , _ 1L + .!:!..!L.±1!: +,t 3+ .!l 

y :r '" y y' 

P4 : y" ~ .l.i.l.:. + ly:1 + 4xy2 _ 2(x 2 _ a)y + Q. 
2y 2 y' 

P5 : y" ~ ( ,.L + ....L) (yl)2 _ Ii.. + !JS.t- (ay + of!) + ')' lL + dlLi!L±..!l 2y y-I tty t y -I 

and P6 . 

T he solutions of the e<:luations of Painleve are called the Painleve transcendents. 
T hey form a new cia<;s of special fUllctions , different from elliptic functions, hy­
pergeometric functions, Bessel functions, etc. T heir investigation is not finished 
(see [GL]). They appear in many branches of mathematics and physics. For ex­
ample, if y(x) is the second transcendent of P ainleve, then the function u(t,x) = 
t -2;:1 [y' (t) +y2 (t) I is a solution of the K ol·tcwcg- dc V,'ics equation ILl = 6ull", - tl",,,, ,,, . 

Recently K. Okamoto [Oka] ha<; shown that with the Painleve equations an inter­
esting group action can be associated. For example, on t he 4-dimensional space of 
Painleve 6 (parametrized by a, (3", d) the affine V·leyl group with the root system 
D 4 (see 4.28) acts. This is an infinite group generated by reflections with respect 
to mirrors. If the parameter belongs to such a mirror, then the corresponding 
Painleve 6 is expressed by means of hypergeometric functions. 
A very nice explanation of these symmetries wa<; given recently by Yu. I. !I'lanin 
in [Man31, where he used the R. Fuchs' formulas (from IFuch[) which connect the 
Painleve n with elliptic integrals and he related the Painleve 6 with the Gromov­
V·litten invariants. ~-lanin ha<; rewritten the P ainleve 6 in a form which is much 
easier to remember: 

d', (1)2 3 , 
dT2 = 21ri L ajPz(z + T j / 2, T), 

} =o 

where P( z, T) is the Weierstrass function a<;sociated with the elliptic curve C/(Z + 
TZ) (see 8.1O.(viii)), To = 0, n = 1, T2 = T and T:l = 1 + T are periods and the 
parameters nj are defined by (no, ... , a:l) = (0., - (3", 1 - 0) . 
In an impressive paper IDMI B . Dubrovin and fit Mazzocco found algebraic solu­
tions to P6; We describe this result in 12.20. 

8.57. Other Painleve equations and isomonodromic deformations. T he natural 
question is: why we do obtain j ust Painleve 6 a<; an e<:luation for isomonodromic 
deformation in the simplest nontrivial ca<;e? Do the equations PI -P.~ play some 
role in the theory of i50monodromic deformations? 
It turns out that these questions have positive answers. T hey imply isomon­
odromicity of deformations with irregular singular points. \Ve explain briefly what 
it means. \Ve begin with the Painleve 5. 
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Lemma. The limit transition 

as l --> 0 in the equation P6 gives the equation P5. 

Remark. It turns out that there are more limit relations between the P ainleve 
equations: P4 is a limit of p.~, PJ is a limit of P! etc. 

\\Then one applies the limit procedure from the above lemma to the Fuchsian 
system from 8.54, then he gets the system 

z= (Ao _ Ao + Aoo _ x A 1 ), 

ttl (t 1)2 . 

T he points t = 1 and t = x tend to t = 1 as l --+ 0 and the point t = 1 becomes 
non-F'uchsian. It is irregular, because the matrix X A I standing before (t - 1)-2 
ha<; generally non-resonant eigenvalues. T hen the system can be locally formally 

transformed to a diagonal system (or to two independent equations) with a second 
order pole at t = 1. (Recall that resonances correspond to Ai = Aj .) 

T herefore one should extend the Schlesinger theory of isomonodromic deforma­
tions to the ca<;e of systems with irregular singularities. Such a theory was initiated 
by H. Fla<;chka and A. Newell in [FN], where they obtained the 8(luation P ainleve 

2. 
T he general theory wa<; constructed by ~I'I. ,limbo, T. fo, 'liwa and K. Veno [JMUj (see 
also [Mah]) . There the role of parameters of deformation are played by the poles 
OJ and certain coefficients in the formal normal forms near irregular singularities. 
If this normal form is 8(IUal to 

with diagonal T j ,; , A1, then the additional parameters are the diagonal elements 

of the matrices Tj,i ' 

Into the set of monodromy matrices lU), a<;sociated with a fixed fundamental ma­
t r ix, one adds the set of Stokes operators 5 j ,;, corresponding to a suitable covering 
of the punctured neighborhoods of the irregular singularities aj by sectors (see Def­
inition 8.2fi). Like the monodromy operators t he operators 5 j ,; are a<;sociated with 
a fixed basis of the space of solutions (fundamental matrix): we do not give the 
precise definitions. 
T he deformation is called isomonodromic iff lUj = const and 5j ,; = const as func­
tions of aj and Tj ,;. T he analogue of the Schlesinger theorem, proved by .Jimbo, 
rl'liwa and Ueno, states that the deformation is isomonodromic iff the fundamental 
matrix T( t, a, T) satisfies a certain system of linear partial differential 8(luations 
(like in the condition (a) of Theorem 8.52). Also analogues of the Schlesinger 
equations hold (see [Mah]). 
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All the equations of Painleve play roles of isomonodromic deformation C{luations 
for suitable linear meromorphic systems with irregular singularities. 
As an example we present the system leading to the Painleve 1 y" = Gy2 + x: 

y' + x/2 ) ( 0 
v + t 4 

It turns out that the property of absence of movable cr itical points in the C{luations 
of isomonodromicity of deformations, which we observed in the above examples, 
is a general rule. 

8.58. Theorem of Malgrallge and Miwa. ([MaI4]' IMiwl) Solutions of the equatio1ls 
fOl> isomollodmm,ic deformation (in the FlLchsian and irl'cgl1/ar cases) do not have 
movable cI'itical points. 

§8 Relation with Quantum Field Theory 

T here exists an interesting connection between monodromy theory of Fuchsian 
linear meromorphic differential systems and holonomic quantum fields. This theory 
was developed by flL Sato, M . .limbo and T . Miwa in the series of papers ISMJlI 
and ISMJ2 1. 
T he theory of holonomic quantum fields is rather technical and does not concen­
t rate only on applications to differential equations. Its constructions deal with 
fermionic fields with values in Clifford algebra and has applications in such area<; 
as the 2-dimensional Ising model. 
Unfortunately the constructions are highly technical and it is difficult to follow 
the proofs. In particular, the authors give explicit formulas for the solution of the 
Riemann- Hilbert problem but without stating explicit a<;sumptions. i\·!ore pre­
cisely, they give a formula for the (regular) fundamental matrix :F(i); this gives 
the solution of the problem B. T hey claim that they obtain a solution of the prob­
lem C by making references to the Schlesinger equations. P robably the assumption 
that the monodromy matrices Mj are close to identity is needed. 
Below we present only the general ideas of the construction of the mentioned 
solution without pretending to full explanation and without the proofs. \Ve begin 
with some ba<;ic notions of the quantum field theory. 

8.59. The origins of quantum field theory. Quantum field theory was created be­
cause quantulll mechanics ha<; turned out not compatible with relativity theory. In 
quantum mechanics one can determine the position of a particle by means of t he 
square of the absolute value of the wave function. It is the density of the probabil­
ity of finding a particle in a fragment of the configuration space. In this approach 
olle los8s information about t he momentum of the particle . 
It turned out that, when the velocities are limited (a<; in the case of relativistic 
particles), one cannot determine even the position of the particle. T he wave func­
tion of an individual particle does not have sense. The only outcome of this trap is 
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to allow particles to appear and disappear in reactions with other particles. T his 
leads to a construction called second quantization. 

8.60. Definition of bosonic and fermionic Fock spaces and oper ators of creation 
and annihilation. Let 11 be a Hilbert space. Define the spaces 

F,(H) ~ C ., H ., F.(H 0 H ) ., ... , 

Fo(Jl) ~ C ., H ., Fo(H 0 H) ., ... , 

where p .• a nd Pa are symmetrization and anti-symmetrization operators acting on 
11° <> = 11 0 ... 0 11 (n times). For example, Path 0 ... 0 f,,) = ~ :L". £(a)f".(I) 0 
... 0 f". (n) , where the summation runs over permutations of the set of indices and 
ita) = ±l is the sign of the permutation. (Above F# , # = 8, a are understood a,<; 
closures of the infinite direct SUlllS.) 

F.(l1) is called the Bose- Eins tein Fock sp ace and F"Ul) is the Fermi- Dirac Fock 
space. \\le denote by F" = F#, n the n-th component of F# . 
If f E fI then we define the creation oper ator a*(f) a,<; 

T he annihilation operator is equal to a(f) = (a*(f)) * ; it can be written in the 
form 

a(f)91 0 ... 0 g" = Vn(f,9n)91 0 ... 0 g,,-I' 

T he generator of the component C of unit norm is called a vacuum vector and is 
denoted by n 
8.61. Example. If II = L1(Rn) is the Hilbert pha,<;e space of a quantum parti­
cle, then F#, ,, consist of functions f(Xl, ... ,x,,) (on 1ft"''') which are symmetric 
(or anti-symmetric) with respect to permutations of arguments. T he vector f:! 
represents a function on the O-dimensional space (Rn)O (a point). T he function 
h(xd ... fn(x n), IIfj ll = 1, can be interpreted as a wave function of ninde­
pendent particles, each in the state defined by J;. The creation and annihilation 
operators can be interpreted as generalized functions (distributions) with values 
in the space of operators on F# : 

a(f) ~ J a(x)/(x)dx, a' (f) ~ J a' (x)/(x)dx, 

where f is a test function (smooth with fast decaying at infinity). The latter 
operators are called field opcrators. 

8.62. P roposition. 

(a) In thc Bose- Einstein case Ihe following commutation relations hold: 

[a(f),a(g)J ~ [a' (f),a'(g)J ~ 0, [a(f),a'(g)J ~ (f,g) l. 
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(b) In the Penni- Dimc ca,se the following anti-commutation relations hold 

(a(f),a(g)) ~ (a'(!),a' (g)) ~ 0, (a(!),a' (g)) ~ If,g)1 

when~ {A, B} = AB + BA is the anti-commutatoL 

(c) In both cases a(f)f! = O. 

From Proposition 8.62 it follows that the vectors of the form a*(fn) ... a*(h) f:! 
form a dense subset of F # . 

In the Dose-Einstein case there can be many particles in one state, e.g. the state 
a * (f)o* (f) .. . 0* (f) o. corresponds to the situation when several particles are in 
the same state defined by the wave function f. 
In the Fermi- Dirac case this is impossible because a(f)a(f) = 0 and, if a vector 
o E Fa contains particles in the state f, then a(f)O does not contain such particles. 
T hus 0 can contain at most one particle in the state f. T his property constitutes 
the known P Ollli exclusion principle. 
III terms of the field operators a(x), a* (x) the commutation and anti-commutation 
relations mean that 

[a(x),a(y)] = [a*(x),a*(y)] = 0, [a(x),a*(y)] = 6(x - y) 

and 
(a(x),a(g)) ~ (a'(x),a'(y)) ~ O, (a(x),a' (g)) ~ '(x - y), 

Usually in theory of elementary particles the particles have spin and their wave 
functions are vector-valued. For example, the field operators a.'lsociated with elec­
trons have four components (spinors). Associated with them are the field operators 
for the positrons (also four components). 
T he authors in ISMJ1] consider the field operators taking values in Clifford algebra. 

8.63. Definition of Clifford algebra, Clifford group and normal ordering. Let IV be 
a complex vector space equipped with a scalar product C) . T he algebra A(W ), 
generated by elements of IV with the relations 

wu/ + u/w = (w, Wi) E C 

for w,w' E W , is called the Clifford algebra. 
T he group 

G(W ) = {g E A(W ): 39- 1 and gwg- I E W for w E IV} 

(8,1) 

is called the Clifford group. If WI, ... , W N is a fixed basis of IV, then we have 

gWig-
1 = L tij'Wj, 

j 

where T = (t ij ) is an orthogonal matrix. T his mapping induces the exact S8(luence 
of Lie groups 1 -+ C * -+ G(W) -+ O(W) -+ 1, where O(W ) is the orthogonal 
group. 
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In [S.MJ1[ the authors consider the situation when the space IV is expanded into 
the direct sum V* $ V such that 

(v;, vi) = (VI, '1!2) = 0, v;,2 E V *, 1!1.2 E V. 

In analogy with the field operators the elements of V* can be called the creation 
operators and the elements of V are the annihilation operators. 1 E A (w) can be 
t reated a.'l the vacuum. The subspaces V', V are the maximal subspaces isotropic 
with respect to the scalar product. Such subspaces are sometimes called holonomic. 
Here lies the origin of the notion 'holonomic quantum fields' ; these are the fields 
taking values in a Clifford algebra with holonomic decomposition. 
T he Clifford algebra, treated a.'l a vector space, is isomorphic to /\ IV, the exter ior 
algebra over IV. The latter consists of vectors 1!j A ... A v; A VI A ... A 1!s and has the 
gradation /\ W = C EEl W EEl /\ 2 W .... T he isomorphism between the two algebras, 
which is called the norm mapping and is denoted by Nr, is constructed as follows. 
In any monomial we move the creation operators to the left and the annihilation 
operators to the right, using the relations (8 .1 ). For example , Nr 1 = 1, Nrvv* = 
(v, v*) - v* A v, Nrw(v + v*)2 = (v, v*)w. 
Qne defines the so-called normal ordering mapping: . : from /\ W to A (W ) as the 
inverse to N/". Thus: 1 := L : v* A v:= v*v, etc. 
Qne denotes by (a) the component of O-th degree of Nra in /\ W. It is a kind of 
vacuum average. For example ((v* + v)2) = (v,v*), (v) = O. 

8.64. Remark. If we replace the field C of coefficients by R, then the group 50(n, 1ft) 
ha.'l two-fold 'spinor representation' in G(R") (where R n has the standard scalar 
product). Its image becomes the spinol' group 5pin( tt, R) which forms the two-fold 
covering of the special orthogonal group 50(n, R). In the case n = 3 the Clifford 
algebra is generated by the Pauli matrices 

I t is the algebra M (2, C) of 2 x 2 matrices. T here is a map (XI, X2, X:l) -+ XI a I + 
X2a2 + X:la:l, which has the property that any rotation T from 80(3) induces 
an automorphism of M(2,C). Any such automorphism is internal, B -+ gBg- I 

where g = gT can be chosen unitary and is defined modulo const·]. \Ve have 
50(3,R)::::: Rp :l and 5pin(3) = 5U(2)::::: 5:1 is its universal covering (see IDNF]) . 
\Ve have also 50(4,R)::::: Rp:1 x 5:1 and 8pin(4) = 8U(2) x 8U(2) . 
If W is the (real) ~l'Iinkowski space and 50(W) = 80(3, 1) is the proper Lorentz 
group, then the corresponding Clifford algebra is generated by the Dirac matrices 

'Yo = (~ ~l )' 'Y
j 

= ( _~j au) and there is a 'spinor representation' 

of 50(3,1) in the Clifford group G(W). The corresponding two-fold covering of 
50(3,1) is tY!ual to 5 L(2,C). It is realized a.'l a certain sub-representation of the 
spinor representation (see [DNFf). 
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T he Clifford algebra A (Ifi?") and the corresponding Clifford group is used in 
Qnsager's solution of the two-dimensional Ising model (see IH ua]). T he transfer­
matrix of this model is an operator from the Clifford algebra and, in order to find 
its eigenvalues, one applies the automorphisms 9r induced by orthogonal trans­
formations of a2n . In this way the free energy of the Ising model is calculated. In 
ISMJ l l this method is developed further and the correlation functions of the Ising 
model are calculated. 

8.65. T heorem (A formula for 9r ). Let WI, ... ,WN be som.efixed basis oj W = 
V' $ V. Let f( be the matrix with the entries 

A ssume that we have an orthogonal matrix T E O(W ). Define a matrix R = (1';)) 

alld an clement pEA 2 IV as 

L rijWi /\ Wi· 

'" 
Then the tmllsjo11llatioll T is illduced by the clement 

9 = : eP/
2 : 

j1'Om G(W ). III othe7> wonIs, gwg- I = Tw (01) 9 = 9r). 

\Ve will not give the proof of this theorem. We refer t he reader to [SMJ2 [. Now 
we pass to the promisoo solution of the Riemann- Hilbert problem . 

t, t2 .1'+8 to 
• • • .1'_ tm 

Figure 8 

8.66. R eformulation of the Riemann- H ilbert problem. T he authors of ISMJlI 
make the restriction that the singular points t l , ... ,1m lie all on the real axis (in 
the complex t-plane). Assume t hat tl < t2 < ... < tm (see Figure 8). V-lith them 
certain monodromy matrices j\1) are associated. T he task is to find a fundamental 
matrix F(t) which is regular and undergoes the transformations F(t ) -- F(t)Mi 
as t varies along closed loops surrounding just one point ti. 
( In order to have Fuchsian singularities one should require that :FF- I has only 
first order poles. In [SMJl[ and [SMJ2[ this issue is not discussed. Therefore, only 
the version B of the R iemann- Hilbert problem is solved here.) 
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T he point at infinity is supposed to be non-singular. ThlL~ one has to find a mul­
tivalued matrix F (t) which ha.<; definite behaviour at the upper and lower Cllts of 
the t-plane along the real axis. \\le normalize it by putting F(to) = I for some real 
point to > t m . 

If we denote T ±(x) = F (x + iO±), x E 1ft, then we have F oo(x) = Fo(x) for x > t"" 
F+ = FooA[", for tm_ 1 < x < tm etc. 
Define Atj(x) = 1 for x > tj and Mj(x) = M j for x < tj and 

M(x) = MJ(x) ... M",(x). 

T hen we should have 

8.67. Reformulation in the language of field theory. Let t/i' (x), tjJ* (x) be fermionic 
fields taking values in the Clifford algebra generated by W = 1ft" $ 1ft" with the 

scalar product defined by the matrix (~ ~). Here n is the dimension of the fun­

damental matrix P. Thus we have the relations { tj;i(X), tjJ(y)} = {¢ *i(X), ¢ *j(y)} = 
0, W(x), 1 · j (y)) ~ ' ,, 'Ix - y). 
Assume that there is a field operator 4>(x) satisfying the following relations: 

¢lx)1llx) ~ = ,1'(x)¢(x)m,,(x), 

¢lxWjlx) ~ E, 1 "(x)¢(x)m;j(x), 

where (mij) = At (x) and (m;) = (M (x) T) - I. These relations can be written in 

short a.<; 4>¢ = ;P4>M and 4>¢* = .;j;* 4>.1\1* , where ¢ is the column vector with 
components tj;i(X) . 
\\le define the matrices 

(F_ Ix))" ~ - 2x'W'(x,,)¢(x)1'(x))/(¢(x)), 

IF+lx))" ~ - 2x'W'(x,,)1l(x)¢(x))/(¢(x)) . 

T he following result follows from the above commutation relations. 

Proposition. Thc functiolls F± call bc IJ1"010ngcd to thc uppc,· and lowc,· complcx 
half-lJlancs l"Csllcctivcly and thcy satisfy thc ,"Clation T + = T _ld. 

8.68. T he solution. Thus the problem is reduced to the problem of solving the 
equations 

(8.2) 

with respect to the field operator 4>( x). Here TI = Tdx) and T2 = T2(x) are 
matrices such that the block-diagonal matrix T = diag (Tl , T2 ) is orthogonal. 
Note also that the argument x is fixed in the equations (8.2) . 
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However this is the problem of inversion of the map g --> gT from the Clifford 
group to the orthogonal group. Its solution is given in T heorem $.65. It remains 
only to apply it to our situation. \Ve present the answer without proof. 
Let L be a fixed matrix (it will be one of L j = In M j ) and let a E 1ft (it will be one 
of tj). Define the field operator 

4>(a, L) = : cp (a,L)/2 : 

where 

1 -11" 1" "T "' - p(a, L ) = - dxdy1jJ(x)AR (x - a,y - a)1jJ (y), 
2 11' _ DO -00 

R x,y = sm1l'L - . ( ) . ( ) (eXP('i1l'L) eXP(- i1l' L ) ) 
x - y + W x - y - W 

T heorem. If there is only one singular point t l with the monodmmy matrix J'h, 
then the operat01" 4>(t 1,Ld satisfies equations (8.2). 
In the geneml case the solution to equations (8.2) is given by the field opemtor 

¢ ~ ¢(t ,. L, ) ... ¢(t"" L",) 
(¢(t,. L,) ... ¢(t"" L",))' 

8.69. Rem ark. T he notion of normal ordering is used also in t he bosonic field 
theory. In particular, the canonical commutation relations (from Definition S.nl) 
have representation in such large spaces a<; L2 (5' (1ft"'), p.), where 5' is the space of 
tempered distributions on Iftm and p. is a certain Gaussian measure. T he field oper­
ators have natural interpretations in terms of multiplication operators by Gaus.<;ian 

random variables and variational derivatives. In particular, the normal ordering 
of the product of a Gaus.<;ian variable f, : ft! : is the value of t he n-th Hermite 
polynomial on f . 
The reader interested in these topics is referred to [GJ]. 

8. 70. Frobenius manifolds in conformal fie ld theory and isomonodromic defor­
mations . D. A. Dubrovin in [Dub[ introduced the following notion of Frobenius 
manifold. 
A Frobenius algebra is a commutative algebra A over C with unity e and equipped 
with aC-bilinear symmetric non-degenerate inner product (.,.) : A x A --> C being 

invariant in the sense that 
(o b, c) ~ (a, be). 

A manifold AI is called Frobenius m anifold if each of its tangent planes TtAI is 
equipped with a structure of Frobenius algebra and (additionally): 

(i) the invariant inner product defines a flat metric (i.e. with zero curvature) 
and with the Levi- Civita connection \7; 

(ii) 'Ve == 0: 
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(iii) the 4- tensor 'V z(UV,"IV) is symmetric; 

(iv) (iv) there is an Euler vector field E such that \7 ('VE) = 0 and whose flow 
acts on TtlU'S by rescaling these algebras. 

An example of a F'robenius manifold appears when we have a function F(t), 
t = (t l , ... ,t") such that its third derivatives cofJ""! = iJ~F/iJtaiJt fJiJt ""! obey the 
following relations: 

(a ) The matrix 'lofJ = ClofJ is non-degenerate with inverse 'lofJ ; (we use 'I to raise 
and lower the indices). 

(b) The constants c~i3 = L< 11""!<C<afJ define an algebra A t ~ TtC n = span [eJ, ... , 

en], eo = fJ/iJt O by the formula eo · efJ = L""!c~i3e""!; At is a.'lsociative iff so­
called WDVV equations (E . V-litten , R. DijkgraaL E. Verlinde, H. Verlinde). 
hold 

(c) F is qua.'li-homogeneous. 

Then the unit of A t is e = el, (e""efJ) = "afJ and the Euler vector field 
is E = Ld",fJ/fJto , the field a<;sociated with the qua'li-homogeneous action 
ofC. 

T he natural situation. when a function F satisfies the \VDVV «(Iuations, is the 
case when F is the generating function for correlations in the conformal field 
theory. Such theory arises in the ca<;e when the 'fields' are holomorphic maps 
W Cpl -+ X, where X is a Calabi- Yau manifold and the role of the space of 
configurations is played by the moduli space of such maps. The generating function 
F for correlations turns out to be a function on M = fB ll"li(X ) and its coefficients 
are important invariants of enumerative geometry of X , called the Cromov- Witten 
invariants. 

Another example of a FrobenilL<; manifold is the space of isomonodromic deforma­
tions of linear differential 8(luations of the form 

dz/dt = (U + V /t)z 

where U and V are constant complex matrices ; U = diag (tll, "" un), l1i =1= llj is 
diagonal and V is skew symmetric. 
T he isomonodromicity condition implies that V = V(l1). ThlL'l the space Al 
is parametrized by u. T he Frobenius structure is given by: iJ/fJUi iJ/fJUj = 
oijfJ/£htj, (". ) = L W"ldu;, where (WI, '" ,W,,)T is an eigenvector of V = V(u), 
e = LfJ/iJUi, E = L UiiJ/iJUi. 
T he latter Frobellius manifold admits an action of the monodromy group, i.e. the 
representation of 1i" l (M,to), II,I = C"""{11i = Uj, i =1= -i} in TtoM. T here appear 
Stokes operators and groups generated by reflections. \Ve cannot describe all this 
here and we refer the reader to Dubrovin 's article IDubl. 



Chapter 9 

Holomorphic Foliations. Local Theory 

T he previous chapter wa.<; devoted to linear analytic differential equations. In this 
chapter we develop the theory of analytic nonlinear differential «(Iuations, i.e. 
holomorphic vector fields. 

T herefore the time is treated as complex and the phase curve;; become Riemanll 
surfaces. T he phase portrait of a holoillorphic vector field defines a foliation into 
phase curves. This foliation may have singularities, e.g. at the singular points of 
vector fields. Also in applications one often deals with algebraic manifolds and 
the foliations are defined by llIeallS of polynomial vector fields (in affine charts) . 
Such foliations are called holomorphic foliations. Our analysis will be principally 
restricted to the ca.<;e of holomorphic foliations in CP2. 

\Ve study holomorphic foliations in C P2 from the local and global point of view; 
in this chapter we concentrate on the local theory. 

The local analysis includes the Bendix.'lon- Seidenberg- Dumortier- van den Essen 
theorem on resolution of singular points of a holomorphic planar vector field. \Ve 
present the proof of this theorem. It is an analogue of the Hironaka resolution 
theorem 4.56 but it is restricted to the dimension 2. After resolution one obtains 
only elementary singularities. 

An elementary singular point has a separatrix, a leaf diffeomorphic to the punc­
tured disc D *. A loop in D* defines a holonomy map which constitutes a nonlinear 
analogue of the monodromy map from the previolL'l ch apter. 

T he analysis of geometry of leaves of a holomorphic foliation near an elementary 
singular point leads to the theory of analytic orbital normal forms (for the holon­
omy diffeomorphisms of (c, 0) and for germs of vector fields in (C2 , 0)). Due to 
investigations by the French (.J. r-.hrtinet, .1.- P. Ramis, .1. Ecalle, B. lvlalgrange, 
.J.-c. Yoccoz, R. Perez-r-.·larco), R IL'lSian (Yu. S. I! 'ya'l!18nko, A. D . BriUllO, S. M. 
Voronin, P. M. Elizarov A. A. Shcherbakov) and Brazilian (c. Camacho, A. Lins­
Neto, P. Sad) mathematicians this theory is now practically completed . In t he 
resonant cases the analytic cia'lsification is described by the Ecalle-Voronin func­
tionalmoduli (for diffeomorphisms) and by the Martinet- Ranlis functional moduli 
for saddle-nodes and in the non-resonant case there is the so-called BriUllO con­
dition (with its dynamical interpretation by Yoccoz). \Ve present this theory with 
details. 

\Ve begin with an auxiliary section containing the main notions of foliations and 
almost complex structures . 
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§1 Foliations and Complex Structures 

R.ecall the definition of a foliation of codimension k in an n-dimensional manifold 
M. Here lI{ = 1ft if the manifold is real and lI{ = C if it is complex. 

9.1. Definition. Such a foliation F is defined by means of an atlas </>'" U", --> 
lI{,, -i: X lI{~. such that the transition maps </>0. ./3 have the form 

(x,g) - (flx,g),g(g)) . 

T he leaves of the foliation F are locally defined as </>;.;:l( (y = canst}). 
If lI{ = C, i.e. Al is an analytic manifold. and the transition maps are holomorphic, 
then :F is a holomorphic foliation without singularities . 
A nother definition of a foliation involves the notion of distribution in the t angent 
bundle. It is a system Vx C TxAI of codimension k subspaces of the tangent 
space. Such distribution is called integmble iff it arises from a certain foliation , i.e. 
V", = TxL where L is a leaf of the foliation passing through x . 
T he subspaces Vx can be defined as kernels of I-forms Vx = (wdx) = = 
Wi:(x) = OJ. The Frobenius theorem (see IKN] and below) says that the foliation 
is integrable iff dWj vanish at V x . In other words dw j = L aij A Wi . 

\Vhen t he situation is holomorphic and Wj are holomorphic forms , then it is natural 
that Wj(x) can vanish at some points and V", can change its dimension. 
\Ve say that a foliation F which is locally defined by means of zeroes of holomor­
phic I-forms is the holomorphic foliation iff its set of singular points has complex 
codimension :::: 2. 

9.2. Theorem of Frobenius. A dist1"ibution {Vx } C TM is integmble iff it is in­
volutive. The latter means that for any t1ll0 vect01· fields X , Y lyi1lg in this dis­
tribution, X (x) E V"" Y(x) E Vx , thei1· commutato,· [X , Yj al.so lies in the. dis­
tribution. Equivalelj( condition: fOl· any I -fonn W vanishing on the distribution, 
V", C kerw (x), its extemal del"ivative also vanishes on the distl"ibution. 

Proof. The tYluivalence of the two definitions of involutivity is a consequence of 
E. Cartan's formula 

2dwl X , Y) ~ X I(w, V )) - Y I(w, X )) - w([X, Y I) . 

If the distribution is integrable and the vector fields X , Yare as in the formulation 
of T heorem 9.2, then X, Yare tangent to a leaf of the corresponding foliation. Such 
is also the commutator [X , V], which shows the involutivity. 
If the foliation is involutive, then near Xo E Alone defines a system X l, ... , 
X ,, _i: of vector fields such that (X i(X)) define a ba.<;is of Vx. Denote gi, the phase 
flows generated by X i. T he map 

I ) t, t,,_k I ) 
tl,···,tn_~· - gx, o ... ogX" _k Xo 

defines a leaf of the needed foliation pa.<;sing through Xo . T he involutivity of the 
distribution ensures that this definition of leaf does not depend on choice of the 
initial point Xo . 0 
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9.3. Example (Holomorphic foliation in CP'l defined by a polynomial vector field). 
Any vector field which is holomorphic in the whole C p2 is a vector field from the 
Lie algebra of the Lie group of projective transformations. 
(Recall that any vector field holomorphic in the whole Riemann sphere C p l is 
quadratic. T he vector field zOz generates the group of hyperbolic transforma­
tions ct z, the field (z'l + 1 )0", generates the elliptic transformations (z cos t + 
sint)/(-z sint + cost ) and the field a", generates translations z + t (parabolic 
transformation) T hese three I-parameter groups generate P 5 L(2, C) . An analogue 
holds in the two-dimensional case.) 
If V(x,y) = P(x,y)(lr; + Q (x,y)ay is a polynomial vector field on C'l of degree n, 
then it defines a field of directions in CP'l . In the chart (z, u) = (1/ x, y / x) the 
field V takes the form - z'l P(I /Z,l1/Z)Oz + z[Q( I/z,ll/z) - l1 P (I /z, u/z)]oz and 
has a pole along the line z = {] (provided n > 2). After multiplying it by a suitable 
power of z we get a holomorphic vector field in the affine (z, u)-plane. This power 
is either n - 2 or n - 1 depending on whether the leading terms of Q and u P in 
Q - uP cancel themselves or not. However, multiplying a vector field by a function 
does not change its phase portrait; only the velocities along phase curves undergo 
changes . 
Olle speaks of the field of dinxtions which is a well-defined object. T his field of 
directions defines a holomorphic foliation with singularities. T he leaves of this 
foliation are either singular points of the field of directions or Riemann surfaces 
(complex pha.<;e curves of V ). 
T he fields of directions (or the holomorphic foliations) are Kell-defined objects in 
algebraic compact projective surfaces S c CpN . III affine charts they are given by 
means of polynomial vector fields tangent to the surface. 
T he above statement can be reversed. If a field of directions in CP2 is locally 
defined by means of local holomorphic vector fields outside a subset of (complex) 
codimensioll 2, then this vector field must be polynomial in the affine charts. 
"·lith the field of directions, defined locally by means of the vector field Pax + QOy, 
one a.<;sociates the holomorphic I-form 

Qdx - Prly. 

Its kernels are exactly the directions defined by the field of directions. 
One can also describe the above picture in terms of the homogeneous coordinates 
(x y z) in CP'l . V-lith the homogeneous vector field Xf);r; + Yay + Zaz one 
associates the homogeneous I-form Pdx + Qdy + Rdz, where 

(see [Jou]). 

y, - Zy ) 
Zx - Xz 
Xy - Yx 

\\le pa.<;s to the presentation of some facts from complex geometry which will be 
needed in the se(luel. 
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9.4. Definition. Consider the following situation. Let 111" be an n-dimensional 
complex manifold. Let us treat it as a 2n-dimensional real manifold R 1U2". As.<;ume 
now that the complex atlas on II,I is replaced by a Cl_smooth atlas on R1U 2". An 
analogous situation occurs when there is a CI-diffeomorphism 4> from a complex 
manifold C N" to a real manifold lit .H2n. It turns out that the complex structure 
from JH is not completely lost on R 1U2". T here remains its trace called the almost 
complex structure. Also such an almost complex structure appears on AI (in the 
second example). 
An almost complex structure on a real manifold II,I is a field ,I = {,I",} of enda­
morphisms of the tangent spaces Tx .llI satisfying the identity 

In other words, it is a field of splittings of the complexifications of tangent spaces 
into eigenspaces of ,Ix with eigenvalues i = A and - -i, 

of ('(Iual (complex) dimension n. 

9.5. Example. The standard complex structure on a complex manifold N, with 
local complex coordinates Zj = Xj + -iYj, induces an almost complex structure by 
the formulas ,10"" = 0YJ' JOy, = - ax)" 

9.6. Definition. An almost complex structure ,I is called integr able if locally it is 
an image of a complex structure by means of a Cl_mapping. It means that in a 
neighborhood of any point on III there exists a local system of Cl-coordinates 
Xj,Yi such that the formulas from Example 9.5 hold. 

If III is a real analytic 2n-dimensionalmanifold and c .7I,I is its local complexifi­
cation (a complex 2n-dimensionalmanifold containing .H as its real part), then 
the integrability of the almost complex structure means simultaneous integrabil­
ity of the two distributions TI,o = U Ti 'O(C 111) and To,l. T he local leaves of the 

corresponding foliations are {XI + iYI = CI,' .. , X" + iy" = c,,} and {Xl - iYl = 
d l , ... ,Xn - iYn = d,,}, Xi, Yj,Ci,d j E C . 
T he splitting of the complexifications of the tangent spaces induces analogous 
splitting of the complexifications of the cotangent spaces into forms of the type 
(1,0) and of the type (0, 1), 

w is of t he type (1,0) iff it vanishes at 1"-1,1. This induces splitting of all differential 
k-fol"lns (with complex coefficients) into forms of the type (p, q). 
As we know from the Frobenius theorem 9.2, the distributions TI,o and 'J"-l,1 (of 
vectors of the type (1,0) and (0,1) respectively) are integrable iff they are in­
volutive. T his means that the commutator of any two vector fields from Tl.() 
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(respectively from r),l) is a vector field from TI,o (respectively from ro,I) . This 
condition can be written in the following compact form. 

9.7. Definition. The torsion (or the Nijenhuis tensor) of the almost complex struc­
ture J is the following bilinear form on the space of vector fields on III: 

N(X, Y) ~ 2([J X, JYI - IX, YI - JIX, JYI - JjJ X, YIJ, 

T his tensor, written in the language of differential forms, is 

w __ dwo (J A J) - d(w) - d(w oj) 0 (J A id + -id A J). 

Vanishing of the torsion is equivalent to the fact that the derivative of a form w 
of the type (1,0) does not have a component of the type (0, 2). 

9.8. Theorem of Newlander and Nirenberg. (INN]) A n almost complex st7'uctm'c 
is intcgrablc iff its to/'sian vanishes. 

In the case of real analytic manifold III this result follows from the above remarks 
and the Frobenius theorem. Newlander and Nirenberg have proved it in the finitely 
smooth ca.<;e. 

Now we pass to the I -dimensional ca.<;e. Here the problem of integrability of almost 
complex structures is treated differently. As.<;ume that we are in a 2-dimensional 
plane (local chart), which we identify with the complex plane C. Here the splitting 
of cT*C can be defined by means of one I-form 

w = dz + /1dz 

where /1, = /1(Z,Z) is a function. We have [1,0 = Cw and the other space [0,1 is 
its conjugate. 
T he function J-t is not defined invariantly. Notice that when we replace the complex 
variable Z by w = 4>(z) (4) holomorphic), then the analogolL<; I-form w = dw + iidiv 
takes the form 

T his rule of t ransformation of /1 suggests the following definition. 

9.9. Definition. The quantity 
/1' (dzjdz) 

(U ) 

is called the Beltrami differential defining the almost complex structure. In par­
ticular, !J-tl is a well-defined function. 

T he integrability of the almost complex structure, defined by the Beltrami dif­
ferentiaL means existence of a differentiable complex function 4> = 4>(z, z) which 
is a homeomorphism and such that t he almmt complex structure is defined by 
4>*du = d4> = 4>z dz + 4> zdz, i.e. the Beltrami equation 
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holds. The Beltrami equation is a partial differential equation and is solved in a 
suitable Sobolev space. 
(Note that the torsion of any almost complex structure in C vanishes. It is be­
cause A 2 

[I 0 C = [ 1,0 A [0,1 is one dimensional and contains only 2-forms of the 
type (1,1). Therefore here we have a different kind of problems than in the multi­
dimensional case. In particular, one condition of integrability would be preserva­
tion of orientation by the map ¢: it is equivalent to the property 1111 < 1.) 
T he next theorem ha<; many authors (L. V. Ahlfors, 13 . Dojarski, L. Bers, A. 
Newlander, L. Nirenberg). 

9.10. Theorem. ([Ahl]) If 11, is continuous and satisfies the estimate 

1~(x)1 ~ k < 1, 

then the Beltrami equation has a solution and the almost complex structUl"C defined 
by Wi: / dz is integrable. 

9.11. R emarks. (i) In the proof of this theorem one uses the fact that if 11J.t 11 00 = 
k < 1, then the operator fJ"1. - llfJz is invertible in a suitable Sobolev space. Here 
it is enough to a<;sume that IL is only essentially bounded, IL E £00, and then ¢ is 
a homeomorphism. This proof can be found in IAhll. 
T he ¢'s satisfying the Deltrami equation are called quasi-conformal maps and 
IL = /1<4> is called the modu.lus of ¢ . 
(ii) If 9 is a conformal (i.e . analytic) mapping, then ¢ 0 9 is quasi-conformal with 
modulus 11,¢09 = It4> 0 9 . (g' / g') (see (1 .1 )) . 
(iii) If 9 is conformal, then go ¢ is qua<;i-conformal with 11,90 </> = IL4> ' This means 
that the Beltrami equation ha<; many solutions. 
(iv) If IIJl¢l lc>o = k < 1 then, the map ¢ transforms an infinitesimally small sphere 
around any Zo to an infinitesimally small ellipse with the ratio of lengths of the 
semi-axes (longer to shorter) [( (zo) . \Ve have f{ = Slip f{ (zo) = (1 + k)/ (1 - k). 
(v) If 11,¢ = IL"" then the map ¢ 0 l/J -I is conformal. (l/J -I maps circles to ellipses 
which are sent again to circles by ¢ .) 
(vi) If Il/l4> lI oo = k < 1, then t he map ¢ is Holder continuous with the exponent 
(1 - k)j(1 + k) (A. to,·Iori). The proof can be found in IAhIl. 

9.12. Example. Let f : C ' -+ S be a smooth map to a Riemann surface S . Define 
It = f~j f;. \Ve say that f is 7"Cgular if IL(Z) can be continuously prolonged to C 
with 11,(0) = 11,(00) = O. 

9.13. P roposition. If f is 7"Cgulm', then there is a confonnal mapping g: C' --> S . 
This mea1lS that 5 has the confo17nal type of C' (not of an annulus or of a 
punctm'ed disc) . 

Proof. We prolong Jl to C and integrate the corresponding Beltrami equation in the 
Riemann sphere. Using an eventual composition with a Mobius automorphism we 
can a<;sume that the solution 1t : C --> C is a homeomorphism such that 11(0) = 0, 
11(00) = 00 . 
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\Ve have/ttl = /tf inC' and the maptloj-l: S - C' is conformal (see 9.11(v) ). 
o 

9.14. Moduli of quadrangles and annuli. If Q c C is a (curved) quadrangle, con­
sidered together with a pair of arcs on its boundary (b-arcs), then it can be trans­
formed conformally onto a rectangle (with sides a, b) such that the b-arcs are sent 
to the vertical sides. The ratio of the lengths of sides is called the modulus of Q 
(see IAhl!) 

m(Q) = a/b. 

m(Q) is an invariant of conformal transformations; (by applying the Schwarz 
lemma one easily shows that two rectangles are conformally equivalent iff their 
moduli are the same). 
T he condition of quasi-conformality (for a map </J) says that m(Q') < [(m(Q) for 
any quadrangle Q t ransformed to a quadrangle Q'. Here J( = (1 + k) /1 - k) is the 
constant from the point (iv) of 9.11. It means that [( measures the distortion of 
small squares. 
There is another definitioll of the modulus of quadrangle which does IIOt make use 
of conformal mapping to a rectangle (see IAhl]): 

m = sllp L2(p)/A (p), (1.2) , 
where p are square integrable non-negative functions, A (p) = I IQ p2 dxdy and 

L(p) = inf I""/ pldz l and ., are paths joining the b-arcs . 

If Pee is a domain, which can be conformally transformed to an annulus {r < 
Izl < R} , then we define its modulus a<; 

m(P) = In(R/r) . 

Note that the map In z t ransforms the standard annulus, cut along a radius, into 
the rectangle with the sides In R - In rand 21T. T hus, up to a constant, the modulus 
of a ring is the same a<; the modulus of the corresponding quadrangle. 
T he formula (1.2) holds also in the ca<;e when the quadrangle is replaced by the 
ring. 

§2 Resolution for Vector Fields 

9.15. Definition. A singular point of a germ of a holomorphic planar vector field is 
called elementary (or reduced) iff at least one of its eigenvalues is nonzero. 
T hus we can ao;;sume that we have 

:i; = >'lx + ... , iJ = ),,2Y + ···, ),,1 #- O. 

An important invariant of the singular point is the ratio of eigenvalues 
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If A E C \ 1ft then we say that the singular point is a focus ; if A > 0 then it is a 
node; if A < 0 t hen it is a saddle ; if A = 0 then it is a saddle-node. 
T he singular point is called r esonant if A is a rational number. T he resonant node 
is called dicritical if it is formally e(luivalent to its linear part. 
(Recall that, by Poincare-Dulac Theorem 8.14 and Example 8.15, the resonant 
node can be formally reduced to the form :i; = AIX, iJ = A:ZY + ax", if A = p/q :::-: 1. 
In Remark 9.25 below it is proved t hat this change can be made analytic. The 
dicriticality means that a = O. In that ca.<;e a whole family of invariant analytic 
curves x q = r.onst . y" pa.<;s through the singular point.) 

T he definition of resolution of singularity of a hypersurface in Ct!, or of a function, 
is given in the point 4.55 (in Chapter 4). Below we repeat it in the 2-dimensiollal 
case and in applications to vector fields. 

9.16. Definition. The elementary blowing-up map (or the a -process) is the map 

rr, (M, E) _ (e',O), 

where M is a 2-dimensional complex manifold equal (as a set) to (C2 \ O)U E, where 
E ~ C p l is the set of lines pa.<;sing through the origin. E is called exceptional 
divisor . If (ltl It:z) are homogeneous coordinates in C pl , then the blowing-up 
map is locally given by the formulas 

(x,lt) ..... (x,Xlt), 11 = 112/11 1 , (ltl #- 0), 

(y, z) ..... (yv,y), v = llI!lt:z, (It:z #- 0). 

If V (C2 , 0) ...... (C:Z, 0) is a germ of a holomorphic vector field, then after the 
elementary blowil~-up we obtain usually not a vector field in M but rather a 
field of directions V neal' the distinguished divisor E. In the local (x, u )-charts (or 
(y, v)-charts) in M this field of directions is defined by means of an analytic vector 
field. 
Let V (C2 , 0) ..... (C2 , 0) be a germ of a holomorphic vector field. \\le say that 
it admits a good r esolution if after a finite number of elementary blowing-ups 
we obtain a field of directions in a 2-dimensional complex manifold with only 
elementary and non-dicritical singular points. 

9.17. Examples. (a) A general homogeneous vec/OI· field of degree n 

:i; = Pn(X,y), iJ = Q,,(x,y) 

has n + 1 invariant lines. 

Indeed, in the blowing-up coordinates x, 11 = y/x we get the system x = x" P,,( l , It), 
it = X,,-I [Qn(1, u) - ltP,,(1, 1l)] = X,,-I II n-I (1l), where the polynomiallln+ I (1l) ill 
the square brackets is (generally) nonzero. In order to obtain a field of directions 
one has to divide the latter system by xn-I. The zeroes 1ti of lln+l(u) define the 
invariant lines y = lIjX . 
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Figure 1 

In order to draw real pictures one uses the polar blowing-up , which relies on 
rewriting the vector field in polar coordinates x = I" cos 0, y = I" sin 0 and dividing 
it by a suitable power of 1". In the above example we get 

/; = J"[cos OP" (cos 0, sin 0) + sin OQ" (cos 0, sin 0)], 
iJ = cosOQ,,(cosO,sinO) - sinOPn(cosO,sinO). 

T he corresponding pictures in the case n = 2 are given in F igure 1 
If the zeroes It; are isolated, then we can perturb this vector field by adding terms 
of degree> n and the above blowing-up gives the resolution of the perturbed 
vector field; the singular points (It;,O) remain elementary. 
If P" = xRn_I,Q" = y R,,-I, then Hn+l == (] and the foliation in the (x,u)­
coordinates is the flow-box foliation. If additionally we consider perturbation, with 
terms of higher degree of general type, then in the resolution we must divide 
the blown-up vector field by xn. T he blowing-up defines the resolution of the 
singularity but the exceptional divisor x = 0 is not invariant for the corresponding 
foliation. In such a case we say that the divisor E is dicri tical. 

(b) Consider the flogdanov- Takcns singularity 

:i; = y, y = ax2 + bxy + cl + ... , 

where we assume that a i= O. T his system can be treated as a small perturbation 
of t he Hamiltonian system Xu with the Hamilton function H = 1y2 - -frx:l with 
a cusp singularity. Indeed, in the quasi-homogeneous filtration with exponents 
III = d(x) = 2,1l2 = d(y) = 3, the Hamiltonian part has degree 1 and the 
remaining terms have greater degrees. 
T he blowing-up of the cusp curve is presented in Figure 32 in Chapter 4. It is ea<;y 
to see that the same elementary blowing-up maps can be applied to the Bogdanov­
Takens singularity. The resolved field of directions has the same singularities as 
X II which are also hyperbolic saddles. T he curve r is an invariant curve of the 
vector field (separatrix) and has a cusp singularity. The real picture with polar 
blowing-ups is given in Figure 2. 
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Figure 2 

\\le shall return to this singularity in the next chapter. 

9.18. Theorem of Dendixson- Seidenberg- Dumortier- van den Essen. A ny gC1711 of 
an analytic planar VCCtOl' field with isolated singularity admits a good resolution. 

Remark, r. Bendixson IDenl announced this theorem under the assumption that 
the vector field is real and analytic. In the thesis (of his theorem) there was only 
the statement that the resolved field of directions has only elementary singularities 
(they can be dicritical) . 
F. Dumortier IDuml also considered the real case with only elementary singularities 
at t he end . Moreover , he assumed only that the initial vector field is smooth . 
T he a.<;sumption that the singular point is isolated is replaced by the Loja.siewicz 
condition 

Wlx)] > e]x]" . 

Qur version of the desingularization t heorem was first formulated by A. Seidenberg 
[SeiJ. However its final proof, which is the best proof, was given by A. van den 
Essen [Ess[ and can be found in the paper of J. F. tlhttei and R. l\"lous,<;u [MM]. 
\\le note that there is all analogous theorem (about desingularization) for germs of 
holomorphic foliations of codimension 1 in ('(::1, 0) (see [Can]) . But 110 analogous 
result about the codimension- l foliations is known in dimensions > J. Also there 
is no desingularization theorem for holomorphic vector fields in dimensions> 2. 

Theorem 9.18 ha.<; important consequences. Qne of them is the proof of Hironaka's 
resolution theorem 4.56 in the 2-dimensional case. 

9.19. Corollary. Let f : (eZ, 0) --+ (C, 0) be a germ of a ho[omorphie fiLnetion with 
isolated singula1"ity at O. Then the resolution of the Handltonian vector field X f 
defines also the resolution of the gel"711 f and of the hypersUiface f-I(O) . 

9.20. Corollary. The I'esolution of a singular point of a "eal vectol' field allows us 
to determine its topological type modulo the solution, of the centc )'- focl/, s ]Jf"Oblcm .. 
This means that after polar blowing-ups the pha.se portrait ncar the distinguished 
divisors can be composed ff"Om the finitc collection of standard portraits (lJ1"eSented 
in Figure J) . If then~ is a characteristic trajectory of the rcsolvedfield (tending to 
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a point in the distinguished divisors) then the topological type of the vectOl· field is 
completely detennined; if thef"C is no characteli.stic trajectory, then we say that the 
singulm· point is monodromic and the topological type is detennined by the stability 
type of the singlilarity. 

Figure 3 

P1"00f of TheOl"Cm 9.1 8. (\Ve follow the art icle IMMI.) 
1. Resolution of dicritical singular points. If we have a p : q resonant node 

:i; = px + ... , if = qy + ... , p < q, 

then the resolved vector field ha.<; two singular points in the divisor E = { ( It, : lt2)} : 
the p : (q - ]1) resonant node (1 : 0) (i.e. :i; ~ px, it ~ (q - p)ll) and p : (]J - q) 
resonant saddle (0: 1) . If the node x = y = (] is dicritical, then the node (1 : 0) is 
also dicritical. 
Repeating this several times, we arrive at a 1 : 1 resonant node which after ele­
mental"}· blowing-up is transformed to the flow-box (see Example 9.17(a)) . 

2. Two invariants: index and m nk. \Ve work with the vector fi elds 

v = b(x,y)oz - a(x,y)oy 

and with their equivalent I-forms 

w = adx + /xly. 

T he index of the vector field (or of the I-form ) io(V) = io(w) = i(a,b; O) is the 
same as defined in Chapter 2. Here we use definition 2.25 (d) . \Ve recall it . 
Let b(x,y) = 0 be an irreducible (analytic) curve passing through the origin. It 
can be locally parametrized by an analytic map (C, O) 3 t -> I( t) E (C2 , 0) such 
that bo , == O. T here is the so-called lwimitive pammetf"ization such that any other 
parametization of the same curve is induced from t he primitive parametrization 
by a change of parameters. (Example: the primit ive parametrization of the CllSp 
y2 = x:1 is x = t2,y = e .) T hen we have a 0 'Y( t ) = at il + ... , a =j: O. We get 
i(a,b; O) = d. 
If the function b ha.<; the representation b = b;' ... b~'· with irreducible bi's, then 
ita, b; 0) = L, lj . ita, bj ; 0). 
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Note that io(V) = 1 iff 0 is a non-degenerate elementary singular point, i.e. not a 
saddle-node. 
T he rank of the vector field (or of the I-form) I!(V) = II(W) = IIO(W) e(luals the 
order of the first nonzero term in the Taylor expansion of V at O. Analogously one 
defines the rank of a function. 

3. Lemma. Lct 11": (x,u) --> (x, xu) bc thc blowing-up map with thc distinguishcd 
divisor E = 11"-1(0) . Wc definc thc functions a, b by thc formulas 

Thcn we have 
i(a, b; 0) = v(a)v(b) + L i(a, b; c), 

c EE 

Proof. When the polynomial b(O,11) has only simple zeroes c E E (there is lI(b) of 
them), then each such zero contributes lI(a) + ita, b; c) to the index ita, b; 0). The 
general case is a consequence of the additivity of the index. 0 

4. Proposition . ThcI"C exists a scqucnce of clcm.entary blowing-ups such that at the 
end wc obtain ollly singularitics with rank :0:::: 1. 

Proof. Let w" = a"dx + b"dy be the homogeneous part of W of order II = I!(W) = 
min(I!(a),I!(b)). \Ve put 

P,,+I = xa" + yb". 

T hen we have 

Jr *W = a(x, ux)dx + b(x,ux)d(ltx) 
= (a + ub)dx + xbdn 
= x" {[P,,+I (1, u) + ... Jdx + x[b,,(1, u) + .. . Jdlt }. 

Here t he ca.<;e with P,,+I == 0 is dicritical. 
For any c E E we define t he germ w = We a.<; the germ of Jr*W at c, divided by 
the greatest common multiplier of the components of the germ. Thus if Jr *W = 
aldx + bldu, then W = Jr *w/gcd(al,b 1). The Pfaff e(luation W = 0 defines the 
blown-up foliation near c. 
Proposition 4 follows from the following result. 0 

5. Lemma. If II > 1, thcn fOI' any c E E wc have 

Pmof. Consider first the dicritical case, i.e. P,,+I == O. \Ve shall show the identity 

\Ve can choose a local system of coordinates (x, y) -+ (x + ... , y + ... ) such that 
the following conditions hold: 
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(i) P (x, y) = xa + yb has rank exactly I) + 2 ; 

(ii) b(O, y) = yv+l (then P(O,y ) = yv+2). 

\Ve have 
i( P , b; 0) = i(x, b; 0) + ita, b; 0 ) 

where (by Lemma 3) 

i(P , b;O) = 1) (1) + 2) + L i( ? ,ii;c) 

345 

and i(x, b; 0 ) = I) + 1 (by (ii)) . Now one must only notice that w = ? dx + brill and 
thus it? , b; c) = i,Jw) . 
Consider now the non-dicritical ca'le P,,+l ~ O. \Ve shall prove that 

We have (by Lemma 3) 

i(a,b; O) = 1)2 + L i(a,b;c) . (2.1 ) 

Next 

ic(w) = i(a + ub, xb; c) = i(a + llb, x; c) + ita, b; c) 

where i(a + ub,x; c) is the multiplicity of c as zero of the polynomial Pv + l : the 
sum of these multiplicities is /1 + 1. 
Summing up the latter tYjuality over c's and taking into account (2.1 ) we get the 
resuit. 0 

(i. The case JI = 1. T he only ca'le with a non-elementary singular point of rank 1 is 
the case with nilpotent linear part :i; = Y + ... , if = .... The corresponding I -form 
i , 

w = [y + A l (x, y)]dy + Bdx, y)dx, 

with I)(Ad,v(Bd::::: 2. 
After blowing-up in the x-direction , i.e. with y = xu, we get w = x(u + x A2)d-u + 
(112 + xB2 )dx where A 2 , B2 are analytic functions (without restrictions on ranks). 
T he latter form can be included in the series of forms 

1/ = x(y + x A )dy + (ny2 + xB)dx 

where n is a natural number. In what follows we deal with (2.2) . 
Note also that /1(1/) = 2. 

(2.2) 

7. The case B(O) = bo i: O. Here we blow up 1/ in the y-direction by putting x = vy . 
\Ve obtain 

1i = v[(n + l)y + bot! + A']dy + y[ny + bov + B'Jdv . 
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T his form ha<; a good quadratic part. Notice that the polynomial 

ha<; distinct factors. After the next blowing-up we obtain three elementary singular 
points (see Example 9.17(a)). 

8. The case B(O) = O. From (2.2) we get 

PI(I/) = x[(n + l)y2 + nxy + jjy2] = (n + l)x(y - clx)(y - C2X) . 

If Cl i: C2, then the next blowing-up solves the problem (a<; in 7.). 
Let Cl = C2 . Eventually applying the change y -+ y - c..x we can a<;sume that 
Cl = C2 = 0, i.e. P3(1/) = (n + l)xy2. T he singular point (0: 1) E E, corresponding 
to the line x = 0 in PI = 0, is elementary: the point (1 : 0) is non-elementary. 
T hen the calculations of the blowing-up with y = ltX give 

I) = x(lt + A')d-u + 1(1/. + l)t!2 + XB/]dx, 

where A' = A (x, ltx), B' = B(x, ltx)/x + u A (x, ux). 
Here if A(O) i: 0, then the point x = u = 0 is elementary. 

9. Let A(O) = O. Then A' = xA" and it has the same form as 1/ in (2.2) but 
with n replaced by n + 1. So we can repeat the analysis from 7. and 8. We have 
two possibilities: either after finitely many steps we obtain an elementary singular 
point or infinitely many times we obtain the form (2 .2). 
However the second possibility contradicts P roposition 4 , because we would get 
infinitely many times II > 1. T his contradiction proves T heorem 9.18. 0 

§3 One-Dimensional Analytic Diffeomorphisms 

After t he resolution theorem our next ta<;k is to describe the analytic classifi­
cations of planar holomorphic foliations near elementary singular points. As we 
have said this theory is practically completed. However before classifying the 
two-dimensional vector fields we shall present the clao;;sification of analogous one­
dimensional objects. 
T hese objects are the germs of analytic diffeomorphisms J : (e,O) -+ (e,O): 

z -+ J(z) = pz + a2z2 + . 

9.21. Definition. Two germs J, f of conformal diffeomorphisms of (e, 0) are ana· 
lytically equivalent (respectively formally equivalent, topologically equivalent) if 
t here is a germ h(z) of an analytic diffeomorphism (respectively a formal power 
series h(z) '"" hlz + h2Z2 + ... , a homeomorphism h(z)) conjugating J with j . It 
means that 

j = h- I oJoh. 
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A n analogous definition applies in the case of multi-dimensional diffeomorphisms 
of(C",O). 

T he diffeomorphism II. transforms the orbits of j, i.e. the sets { ... , (1)-1 (z), 
Z, J(z), (])"1(z) = ]0 ](z), ... }, to the orbits of f. T hus f and] have diffeomorphic 
sets of fixed points and of periodic points of given period. 

9.22. Definition. Let f(x) = Bx + ... be a local diffeomorphism of (en, 0) and let 
/1-1' ... , Pn be the eigenvalues of the matrix B. The system (J-tl, ... , It,,) satisfies 
the resonant relation for diffeomorphism of the type (i; k), i = 1, ... , n, k = 
(kj, ... , k,,) E zn, k j ::::: 0, if 

9.23. The Poincare- Dulac theorem for diffeomorphisms . Let f(x) = Bx +. be a 
local diJJeomOlphism of (Cn, 0). The1·e is a fonnal change x --;. y = x + ... which 
formally conjugates f with the map 

when~ the sum IlLnS over the set of I"CSOllant relations for a diJJeomOlphism satisfied 
by the system of eigenvalues of B. 

T his theorem is proved in the same way as T heorem 8.14. Here the map f can be 
t reated as the phase flow map associated with the vector field i: = Ax + ... with 
B = eA . 
Applying Theorem 9.23 to the one-dimensional case we find the following result. 

9.24. Theorem. 

(a) If It is /lot a root of lLnity, then the map f is formally linearizablc, i.c. it is 
formally equivalent to the linem· map 1.t.Z. 

(b) If 1111 '" 1, then f is analytically linearizable. 

PIlJOj. Only the statement (b) needs some comments. T he reduction to the linear 
form is obtained by means of infinite composition of conjugating maps of the form 
z --;. Z + g"z" applied to the maps /1-Z + o"zJ.· + .... The homological equation gives 
gJ.. = aJ..J(jl - I/·), where IJ-t - I/· I are bounded from zero by a positive constant. If 
the coefficients OJ.. grow at most exponentially then t he coefficients gJ.. behave in 
the same way. From this it is ea..,y to obtain a rigorous proof. 0 

9.25. Remark. T he point (b) of T heorem 9.24 has the following analogue in the 
case of vector fields. 
\\le say that a germ of vector field V : i; = Ax + . is in the Poincare domain 
iff the convex hull (in C) of the set of its eigenvalues AI , ... ,An is separated from 
O. Then also the pha.~e flow diffeomorphism g&(x) = eAx + ... is in the Poincare 
domain. 
If V is in the Poincare domain, then there is only finitely many resonant relations 
between the eigenvalues. T hus the homological operator LA, from the proof of 
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T heorem 9.14 , has few eigenvalues Ai - Lj kjAj equal to zero and all its other 
eigenvalues are estimated as follows: IA; - Lj kjAjl > d· Ikl where 0 > 0 is a 
constant not depending on 0; k). If the coefficients of the Taylor expansion of V 
grow at most exponentially with Ikl, then the coefficients of the Taylor expansion 
of the conjugating diffeomorphism also grow at most exponentially. T his gives the 
following statement (see also IAm5 1): 

If an analytic vector field ::i; = A x + ... is in the Poincare domain then thc changc 
y = x + ... , l"educing it to the Poincm-c-Dulac normal fOl"m, is convcl"gcnt. 

T he problem of analytic cla.<;sification of diffeomorphisms with Illl = 1 but J.tN ;:j:. 1 
for any N will be considered later (see §7 below). 
Now we focils our attention Oil genns of analytic diffeom077)hisms tangent to iden­
tity 

f(z) = z + azp+ l + ... , a ;:j:. O. 

Note that, after suitable normalization, we can assume that a = 1. Following 
Il 'ya.<;henko in ]115] we denote the space of such germs by AI'" 

9.26. Theorem (Formal classification). Any gcnll from AI' is fonllally cquivalent 
to the gCl"71I 

whef"e g~ is the phase flow mal) aftel' time t of the vectol' field 

Zp+1 () 
W = Wp,A = 1 + AZ" ()z 

alld A E C is the invOIiant of the formal classification. 

Proof. \Ve cancel the suitable terms in f by means of the conjugating maps z --> 

z + biz'. Simple calculations show that the leading contribution from this change 
is the term 

If I ;:j:. p+ 1 then the corresponding power of z in f can be cancelled. T here remains 
only the power z2p+l. 
T hus the formal normal form is z + Zp+ l + VZ 2p+l . Expanding f,).;" into powers of 
z we see that the latter form is formally C(luivalent to fp.A for A = l' + 1 - v. 0 

T he space of germs f which are formally equivalent to f",;.. is denoted by A p,A ' 

9.27. T heor em (Topological classification). (lCSl ], IShel l) A ny gcnll from AI' is 
topologically equivalcllt to 9 = fp,o = z(l - Zp)-I/p . 

Proof. We present the proof in the ca.<;e]J = 1. Assilme that f(z) = z + Z2 + ... j 
it is close to g(z) = z/(1 - z) = z + Z2 + Z:l + . 
T he pha.<;e portrait of the vector field z = Z2 (with real time) is presented in Figure 
4(a). 
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Consider the partition of the punctured neighborhood of the origin by sectors 
bounded by the curves 11, 12 and k1 , k2 a.<; in Figure 4(b). Here II, 12, k1 , k2 are 
transversal to the integral curves of the field z"liJ", (ll, h are straight segments) . 

T he same partition is associated with the map I E A "l where we denote the curves 
by primes, Ii = lJ etc . \\le need that the images and preimages of Ii, I~ under I lie 
completely inside the corresponding sectors . Also I(ki) does not intersect ki and 
1- 1 (k;) does not intersect k;. This construction is possible due to the fact that I 
and 9 are close one to the other. 

\\le construct the conjugating homeomorphism using the above two partitions. 
First , one defines the homeomorphisms between 11 and li, between h and l~ and be­
tween kJ and ki: it is equal to identity. T hen the conjugation condition II = I-I hg 
implies that we have also a homeomorphism between the curves 13 = g-l(ld, 
14 = g-I(l2), k3 = g-l(kd and the corresponding curves [!l,[~,k~. \\le prolong 
this homeomorphism (arbitrarily) to a homeomorphism bet\\·een the thin domain 
bounded by the six curves 11 , ["l, kl , l:J, 14 , k:], and the analogous domain in Figure 
4('). 

(a ) (b) 

i ,h /" 

k, 

Figure 4 

T his homeomorphism is extended to a homeomorphism of the sector bounded by 
[1,[2, k J , (here we IL<;C the conjugation condition). 

After defining the identity homeomorphism between k2 and k;, we extend it to 
the sector bounded by [1, h, k"l in the same way as before. 
In the ca.<;e of general p > 2 the phase portrait of zl'+ Joz contains 2p elliptic sectors 
(see Figure 4 (d)) and the construction of the conjugating homeomorphism needs 
more refined partition of the neighborhood of z = (]. However the proof remains 
the same. 0 

T he functional moduli of the analytical cla.s.<;ification of germs of conformal map­
pings are connected with the structure of the space of orbits of the action of such a 
mapping on a neighborhood of the fixed point. It means that we look at the space 
U*/ I, where U* = U \ (] is a punctured neighborhood of z = (] and points z and 
I(z) are treated as equivalent. (T he space U*/ I is Hausdorff, but the analogous 
space U / I space is not Hausdorff.) 
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T he structure of the orbit space can be better seen in the l-chart where 

t = t(z) = - l !JJZP+>.lnz 

is the time in the vector field W,J,A ' Because the solution of the equation i: = W,J,A 
is t = t( z) + const the map j,J,A = 9~ takes the simple form 

Assume for a while that>' = 0 (then t(z) is single-valued) and that l' = 1. T hen the 
neighborhood U' = {Izl < r} replaced by IV = { It I > H}. The set W is divided 
into the vertical str ips of width 1. Identifying two sides of such strip we get a 
cylinder which can be identified with the doubly punctured sphere C ': - i= -+ 0, 
+ i= -+ = . T he space IV/Od + 1) consists of two copies of C with identifications 
near 0 and =, a'l in Figure 5. T he vertical strips from the i-chart correspond to 
the crescents in the z-chart. 

U) c6CJ"'" ," ', ~\ ,' - ', ('Ii ." . 
3 , 3, 

.:,:; .. , ....... ;,.. ", 
'-----'" " - ~ \ 

Figure 5 

In the general case (>. and l' arbitrary and f close to j,J,A) the chart t( z) is a 
well-defined diffeomorphism in sectors 

{J J } Sj = - 7T - 0: < arg z < - 11" + 0: , 

l' l' 

j = 1, ... , 21' , where 0: > (] is small . 

T he function t( z) sends Sj to Sj . In Sj we denote tj = t(z) lsj the local charts, 
where the branches of lnz are such that they are real in 51 n 1ft, tj = lj+l in the 
intersections 5 j n Sj+1 for j < 21' and t2p = tl + 211"i>'. 
T he maps j",A and f are replaced by the mappings 

jp,A: tj 
i: tj 

in Sj . I·Iere we can assume that 

-+ t j + 1, 
-+ tj + 1 + Hj(t j ), 
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for some large AI. T he vertical strips from Figure 5 and orbit spaces will be only 
slightly perturbed. The vertical lines are replaced by the iterations of one line, 
/n(lo) where, due to the fact that R (t) is smaiL there are no intersections between 
them. 
T herefore, U * / / is topologically 8(luivalent to 2p copies of C with suitable iden­
tifications of the neighborhoods of 0 and 00. ]\-Iore precisely, we have the spheres 
C X {j}, j = 1, ... , 2p and identifying maps of the form: 

(e ,o)xUJ 
(e, oo) x UJ 

(e,o) x {j + l}, 
(e, oo) x {j + I} , 

j even , 
j odd. 

T he functional invariants of the classification of germs of maps are the invariants 
of the holomorphic structure on the space U· / /. 

9.28. P roposition. The quotient spaces 5j / j are con/onnally equivalent to C · . 

Proof. This quotient space, which we denote by T, is obtained from the (non­
st raight) strip between the lines 10 = {Ret = c} and j(lo) by identify ing its sides. 
Here J(c + iT) = C + iT + 1 + R j(c + iT) where R (t) is small. 
\Ve treat C* as the st raight strip c ::::: Ret ::::: c + 1 with identified sides. It is 
parametrized by 0 E [O ,IJ and T E IR : t = C+ O+iT. 
\Ve construct a map from C· to T , 

Because F{ = 1 + R(t)/ 2 + ORj(t), Ff = Rj (t)/2, the map F is quasi-conformal 
and satisfies the condition of regularity from Example 9.12. T he modulus of quasi­
conformality /J- F = Fr/ F: is small and tends to zero at the ends of the strip 
{c < Re t < c + I}: (they correspond to 0 and 00 in C). 
Applying Proposition 9.13 from the previous section we get the a<;sertion of P ropo­
sition 9.28. 0 

In the spheres one uses conformal coordinates {)j. (If / = /1'.)..' then one can take 
17 j = C2 7r itj . ) 

tJ j are defined uniquely modulo multiplication by a constant. If we have chosen tJ) 
then {)2 can be taken in such a way that tJ2 = tPl (tJ d = ()I + o( tJ d as tJ I -> 00, 

tJ:1 = tP2(tJ 2) = tJ 2 + 0(tJ2) is such that tP2(0) = 1, etc. However the charts () 2p and 
17) near 00 cannot be correlated in this way. \Ve have ()2p = c h it,,, = C2r.it, _ 4 7rZ).. = 
v{)). T hus tP2p(1721') = V{)2p + 0(1721')' /) = exp( _ 41T2 >'). 
Changing the chart 17) -> C{) 1 induces the sallie changes in the spheres Cj and 
the maps 4>j become conjugated by llIeans of C. The above suggests the following 
definition. 

9.29. Defini tion of t he moduli space M;.)... Consider the space of collections tP = 

(4) 1' .. · ,4>21') of germs of maps tPj : (C,O (oo)) x {j} ---+ (C,O(oo)) x {j + I } with 
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s, 

Figure (j 

the linear part equal identity for j < 'lp and tP~l'(oo ) = /1. '!\vo such collections 
4>,4>' are called eqlLivalent 4> '" 4>' iff there exists C E C* such that 

T he set of <Yluivalence classes of such 4>'s is denoted by M ;,>. . 

If f E A I',>', then the construction (with the strips in S/s and identifications of 
U*/ f with a collection of glued together Riemann spheres) defines a collection 
4>. Thus we have a mapping from A I',)' to M;,>.. It is the first statement of the 
following theorem. 

9.30. Eealle- Voronin Classification T heorem. Thel"C is a map f --+ /.tj from A ",>. 
to M;,>. with the following }J1"Opel·ties : 

(a) If f and f aI"C h%mOl7Jhically equivalent, then /lj = /tj (invariallce) . 

(b) If /.tj = /.tj, then f and j aI"C }wlom017Jhically equivalent (equimodality). 

(c) FOI· any class [4>] E M ;,>. there exists f E A ",)' SlLch that [4>] = /.tj (,"Caliza-
tion). 

Remar k. J. Ecalle IEel] proved a variant of this result in 1975. It wa,<; a starting 
point of his theory of resurgent functions IEe2]. T hat theory relies on exploit­
ing the Borel transform. It ha,<; applications in other fields (linear meromorphic 
systems with irregular singularities, the problem of limit cycles, relaxational oscil­
lations, quantum field theory). It stimulated development of the Gevrey analysis 
and summability theories. 
S. ~.1. Voronin's proof appeared in 1981 IVor] and it relies on application of analytic 
methods (almost complex structures and quasi-conformal mappings) . Delow we 
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present Voronin 's proof (following Il 'yashenko 's paper 1115]) . In the next section 
we present the main ideas lying behind Ecalle's approach. 
However it must be said that the Ecalie-Vol"Onin moduli were already described by 
G. D. Birkhoff in 1939 in [Bir2] and the sectorial normalization (i.e. conjugation 
with translation) was constructed about a century ago by L. Leau ILea]. Thus the 
theory is not as new and as extraordinary a.'l it wa.'l publicized. Only some old 
works fell illtO oblivioll. 
Among other mathematicians who contributed to this field we mention N. Abel, P. 
Patou , G. Szekers, P. Erdos, E . .1abotinsky,.1. Hadamard,.1. N. I3aker, T. Kimura, 
.1. Rey, L. S. O. Liverpool, and ~.I. Kuczma IKucJ. A very interesting review of the 
history of the problem of analytic classification is presented in the lectures of F. 
Loray [Lorl l. 

T he essential part of the proof of the Ecalle-Voronin theorem is the fact that t he 
dynamics defined by the map f and by the model map are conjugated holomor­
phically in sectors. 

9.:n . Sectorial Normalization T heorem. In EvelY sect07· Sj tJw"C is a unique ana­
lytic diffeomorphism of the form. 

conjugating j with jp,A. 

Prooj. It is en0u.gh to con~truct the conjugatin~ diffeomorphisms in the t-charts, 
i.e. Hi(t) = t + hj(t), t E Sj. T hen H; = t- I 

0 Hi 0 t. 

T he conjugation condition ili 0 J = Jp ,>. 0 ilj , i.e. t + 1 + Hj + Itj 0 j = t + h) + 1, 
means that , , , 

hj = hjof + Hi · 

Iterating this 8(luation (with respect to h)) infinitely many times, we find the 
solution 

h(') ~ L R," 1"(,) . 

" 
T he condition IHj l < Itr-M and the property jn(t)......, O(n) ensures that this series 
is convergent and represents an analytic function of t. 0 

Proof of TheOf"Cm 9.30. 1. The nOl"7nalizing coehain and its eoboundary. Take the 
system Hj of germs of diffeomorphisms from T heorem 9.30. It can be interpreted 
as a certain Cech cochain. Namely we consider the (non-Abelian) sheaf on SI of 
germs of analytic diffeomorphisms strongly tangent to identity. If U is an open 
arc in SI, then the group of sections of this sheaf at U consists of diffeomorphism 
H S(u) = id + hS(U), hS(U)(z) = O( Zp+I) defined on a sector StU) with base at U 
(in the polar coordinates StU) = {z = reo, 0 E U}, see IMRl l). 
T he system 
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defines the Cech cochain as.<;ociated with the covering of 51 induced by the sectors 
$;. 
\\le consider the cobou ndary of this cochain , i.e. 1511 = (<1> 1, ... , <l> zp), 

in Sjnsj +1. (T he system (<I>j) will correspond to the functional modulus ¢ E M;,.l. 
from definition 9.29.) 

2. Remark. If we skip the assumption h j = O(Zp+ l) in the sectOl"ial normalization 
theorem, then the n017nalizing maps Hj cease to be lLnique. We can relllace H j by 
g! 0 H j for some 0 E C. (Here g! is the phase flow genemted by the vectOl' field 
w = [Zp+1 /(1 + ).zp) ]oz ') 

In the t-charts this non-uniqueness n~ns that the coordinates tj are defined 

uniquely up to a tra~slation; note that g! = id+O. It is the whole non-uniqueness 
in the definition of Hj . 

Indeed, if Gj is another normalizing diffeomorphism then the map Gj 0 Hj-
I is 

defined on a right half-plane Re t > c, commutes with translation id + 1 and tends 
to id+ const at infinity. T herefore it can be prolonged to the whole complex t-plane 
with the same properties. But any such map is a translation (apply the Liouville - -, 
theorem to Gj 0 Il j- - id) . 

3. Lemma. 

(a) The maps <l> j commute with the standard map f p .)..' 

(b) They an~ cxponentially close to identity 

l<I> j(z) - zl < c-c/1zIP ; 

(equivalently, H j - H j+1 are exponentially small). 

(c) They arc defined lLniquely lLp to conjugation with the map g! for some 0 E C. 

Proof. (a) The first statement follows from the identity Hj 0 f = f p ,).. 0 Hj . 

(b) The second property follows from the first one. Indeed, in the t-chart the 
commutativity of the induced map 

with the standard map t -+ t + 1 means that the functions ¢j( t) are per iodic, 

¢j(t + 1) = ¢j(t) . T hus ¢j are expanded into the Fourier series I>jlChi1t
. 

T he function <l>j is analytic in Sj n Sj+1 which corresponds to the domain 1m t > 
to> 0 in the t = trchart in 5j , if j is odd, and to the domain 1m t < - to, if j is 

even. !I'loreover, ~j(t) = t + ott) a<; t -+ 00 (because Hj have this property). 
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T his implies that 

$j(t j ) 

$j(t j ) 

$21'(l21') 

, + '" 2". ilt, 
j L....I>O cpe , 
, + '" 21filt., 
j L..../<o cpe , 
2 ' +, + '" 2". illj - 11"/11 21' L..../<o cjle . 

j odd, 

j even , 

355 

(3.1 ) 

T he constant in the latter formula follows from the difference between t he local 
charts t21' = tl + 211"i'>' and t l . 

Now we have <I' j = tj~1 0 $j 0 tj with tj = _ 1/(pZli) + '>'In z . If j is odd then we 

see that <t> j(z) = Z + O (lcj l z"'e - 21fi /(I'Z")I) . Analogous estimates hold in the ca<;e 
of even j . 
(c) T his point follows from Remark 2. 0 

4. R emark. T he coboundary l -cochain 1511 takes values in a sheaf analogous to the 
Stokes sheaf defined in Definition 8.28. 

5. Definition of the space M+ , offunctionai moduli. Consider the space of systems 
li,A 

$ = (4)], ... ,4>21') of the form (3.1 ). '!\vo systems are called <Xluivalent, 4>,...., $' iff 
$j = ('id - 0) 0 $ j 0 ('id + 0)). T he space of €(Iuivalence classes of the systems $ is 

denoted by M+ , . p,A 

T he construction of the functional coboundary <t> defines a map 

6. Lemma. The modll1i space M+, is diffeomOlphic with the moduli space M * , 
",A f!,A 

/ro11l Definition 9.29. 

PIlJOj. Recall that the moduli space M;,:.. is the space of conformal structures 

on the orbit space U* / /. T hus we should a<;sociate with any system $ a system 

of conformal charts on the spaces 5 j / / (or 5j / j) and a system of gluing maps 
between them. 
We introduce new charts Tj := llj(tj) = tj + ... in 5j having the property that 
they conjugate / with the translation id+ 1. They are defined by the formula<; 

One ea<;ily checks that Tj 0/0 Tj l = id + 1. It is also clear that the space 5j/ J 
is conformally equivalent to the Trplane divided by the action of the translation 
id + 1. 
T he identification of 5j / J with C * = C' x {j} is given by the formula 

.0 . 2 ". i .,- , 
Tj -t uJ = C . 

T he gluing maps l?j -t tlj+ l = 4>j(tl)) (see Definition 9.29) arise from the differ­

ences between T j and T j +1 in Sj n 5j + I . We have 4>j = [exp 211"i( ·)] 0 (T j + I 0 Tj I) 0 
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[(1/21Ti) In(·)]. Therefore we should find an expression for 7j+ 1 0 Tjl \\le have 

- , 
If <I> j are defined by the formulas (3.1), then ¢lj({}j) = exp{21Ti[Tj + I:Cjll?j]}, or 

¢lj = rJ j + Ldj.lrJ~, 
¢I"lp = I/{}"lp + L djl{}~p. 

(Above the sums run either over positive or over negative I's .) 
Like t j , the variables Tj are defined uniquely modulo translation by a constant O. 
This means that the charts {}j in C* x {j} are defined uniquely modulo multipli­
cation by the constant C = e"l1ri(i . 0 

7. Invariance of the class ItJ. Let f,g be two analytically equivalent germs from 
the cias.'l A ",>" II. being the conjugating holomorphism: 11.0 f = 9 0 h. Let 11, G be 
the cochains normalizing f,g respectively. Then the cochain Go II. normalizes f. 
From Remark 2 we find that go II. = g~ 0 JJ (as 11 and G o II conjugate the same 
f with f,,>'). So 

This means that. if <P, <V are the coboundaries associated with f,g (expressed in 
the t-charts), then they are equivalent by means of the map id + 0 (in the sense 
of Definition 6. ). 

8. EqlLimodality. Let <P, <V be two collections associated with maps f, 9 respectively. 
Assume that they are equivalent in the sense of Definition G. Therefore ch~osing 
~lOther normalizing cochain we can obtain the coincidence of the cochains <P and 

"'. 
But the identity Gj + 1 0 Gjl = Hj+ 1 0 Hj-

I is equivalent to 

This means that the maps H
j
- I 

0 G j are prolonged to a punctured neighborhood 
of z = {] as a single-valued mapping. By the Riemann removability of singularities 
theorem we prolong it to an analytic map II. in a whole neighborhood of O. 
r-.-roreover, because G j conjugates 9 with f

"
,>. and 11j-

1 conjugates f p ,>. with f, 
then II. conjugates 9 with f. 

9. Realization. Let It+ E M~,>. be an element of the moduli space. \Ve have to 

show that J.t+ = J.tj for some map f. 
\\le choose a representative $ of 11+ and a'lSociated with it the l-cocycle <I> = (<I' j) 
of germs of holomorphic maps in the sectors Sj n Sj+ J, strongly tangent to the 
identity. 



p. One-Dimensional A nalytic Ditfeomorphisms 357 

Consider the disjoint collection of the sectors, i.e. Sj x {j}. Denote by Zj the charts 
induced by (z,j). We glue these sectors using the mappings <P j' Zj+ ! '"" <Pj(Zj) 30<; 

in Figure 7. \\le obtain a certain topological space S homeomorphic to a punctured 
disc. T his space h3o<; a conformal structure arising from the coordinates Zj . The 
space S (and its closure S) admits a homeomorphism 10 induced from I,) ,)' at each 
Sj x {j}. 10 is analytic with respect to the conformal structure. Our task is to 
show that the conformal structure of S coincides with the conformal structure of 
the punctured disc and that jo belongs to Ap .), ' 

Let Xj(z) be an infinitely smooth partition of unity associated with the covering 
Sj. \Ve need that the functions Xj and their gradients have at worst power type 
singularities as Z --> O. 
We construct the map 

No = L Xj(Zj)Zj 

from S to a punctured disc D* c C. The mapping 110 is quasi-conformal (see §1). 
Indeed, in SjnSj + 1 we have 110 = XjZj + X)+ I Zj+ l = Zj + ( it> j(Zj) - Zj)xj+ 1 which 
implies 

T his means that the almost complex structure, induced on D* by 110 , is defined 
by the Beltrami differentiaIIL(dz/dz), where /L = 11(110 1

) is exponentially small 
together with its der ivatives. 
Let us prolong /L to the whole disc D. By Theorem 9.10 the almost complex 
structure on D is integrable and there exists a diffeomorphic mapping G : D ---+ C 
such that Ite = It. T his means that the composition 11 = Go Ho S --> C is 
conformal and S is conformally equivalent to D *. 
T he mapping jo in S, induced from jl',)" is prolonged to a mapping of D. \Ve 
denote it by f. Of course, it is analytic. 
Because the functions It, G, H are smooth and j is conjugated by means of H with 
jp,)' at t he sectors Sj, then their linear parts are also conjugated. So 1'(0) = 1 
and j E AI for some [. 
But the index [ is a topological invariant (see Theorem 9.27), it is the number of 
'elliptic sectors' (divided by 2). So [ = 1'. 
!:,inally, the formal cl3o<;sification invariant>. is included into the functional modulus 
<1> 21' = - 27ri>. + t21' + . 
Note that the maps Hj = Zj 0 11-1 form the normalizing maps for f (the normal­
izing cocll~n). Its coboundary maps are Zj+ 1 0 Zj -l = <Pj . This means that the 
collection q, is the functional modulus for f. 

Theorem 9.30 is complete. o 
Using the Ecalle-Voronin Theorem we can obtain other results about analytic cl3o<;­
sification of germs of l-dimensional diffeomorphisms. T hese results tell us about 
extraction of roots from such maps , about their embeddings into flows and about 
analytic cl3oo;;sification of germs with resonant eigenvalue. 
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<l>j 

" .... , . 

Figure 7 

9.32. Theorem (Extraction of roots and embedding). Let a germ I E A ",>, have 
the Ecalle- VOl"Onin modulus Iti = [(tPI" .. , tP2p)] EM;,>.' 

(a) I admits cxtmction 01 the n-th root tangent to identity, 

3g' g" ~ /, g'(O) ~ L 

iff the modulus IIi commutes with the mliltiplication by Chi/"; i .e . the gluing 
maps take the 101111 tPj(tl) = lhpj(tl") . 

(b) I can be imbedded in a certain fiow g~ ( l -pammeter Iamily oj diffeomo ,'­
IJhisms generated by a vector field v) iff J has trivial Ecalle- Voronin modu­
lus, IIi = (-id, ... , id, I)); i .e . J is analytically equivalent to I",>, = g~ . 

Proof. (a) If 1 = g", then 9 commutes with I and maps orbits of I to orbits of 
g. T he latter induces the mapping 1I"*g U*/I -+ U*/I. Recall t hat U */I is a 
collection of doubly punctured Riemann spheres C * x {j}, glued into a chain by 
means of the diffeomorphisms tPj' 
T he map 11"*9, restricted to each sphere, is holomorphic and its n-th iterate is 
identity. Thus 1I" *g(Oj) = Chi/"O) . T his action of 11"*9 is compatible with the 
gluing maps tPj, which means the commutativity of tPj with e'lr.i/n. 
(b) If J is embeddable into flow, then the gluing maps commute with multiplication 
by any root of unity. So they commute with multiplication by any number ( with 
absolute value 1: if tPj(z) = L: a/;z/", then (L: akz" = L: a~.zJ.·(". Only linear maps 
satisfy this condi tion. T his implies the triviality of IIj. 
On the other hand, any map holomorphically e!/uivalent to the Jp ,>. is embeddable. 

o 
Now we consider conformal maps of the form 

J(z) = ehim/nz + ... , 

i.e. 1'(0) is a primitive root of unity of order n. 
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9.33. P roposition. Any germ of this form is formally equivalent to 

Pmoj. The Poincare-Dulac theorem for diffeomorphisms allows us to reduce f to 
the form e27rim;"z(1 + 2::a /z"I) . Let k be the first index I with nonzero 0/. We can 
assume that the coefficient OJ.. = 1. 

Next , repeating the proof of Theorem 9.2(; , we successively cancel the terms 0l z"I+1 
using the changes z --+ z + blz,,(l-k). It is possible to do it in all ca,<;es but I = 2k. 0 

One denotes by A ",.n,k,-\ the space of germs with the formal normal form having 
the indicated indices. 

Let us pass to analytic cia,<;sification of the germs from A m,n, J.·,-\. Notice firstly that 
fn is tangent to identity, it belongs to A p.,'I, P = nk with some j3 (defined by>.). 

Consider the orbit space U' /1", consisting of 2nk Riemann spheres C ' x {j}. 
T he map f transforms the orbits of f" to orbits of f" and induces the map 
1I" . f: U' / f" --+ U' / f" . \\le describe the action of this map on Riemann spheres. 
Note t hat the sphere C ' x {j} is the quotient of the sector S j with bisectrix 
a rgz = 1I"(j - 1)/(2kn) and the transformation f is approximately rotation by the 
angle 211m/n . Therefore f (Sj) e::: Sj+2k", and -rr . f: C* x {j} --+ C ' x {j + 2km} . 
I\-foreover, 1I" . f is a holomorphic diffeomorphism and takes the form 1I" . f(tl j ) = 
C j tl j +2h". It means also that tl j +2k" 0 f = Cjtl j . Qne can see that C j = e2r.i/" . 

Indeed , because 4>j = 1?1+ 1 0 till are close to identity (or to multiplication by the 

constant v for I = 2p = 2kn) then tlj+2kn+1 otlj~2kn = tlj+2k"+ l Ofof-lotlj~2k" = 
Cj+ 1 tlj+ 1 otlj l oCj-

1 = Cj+ l4>j oCj-
1 = id+ . ... So Cj = Cj + 1 = ... = C. I3ecause 

1I" . f" = id, C" = 1. 
From the above it follows that only 2k first gluing maps are needed to determine 
the functioualmodulus IIj " . Indeed , we have 4>j+2kn = e27r i/"4>j 0 e-2r.i/n . For the 

I t I . t J, 2r.i;" J, - 27[ i/n I .' i ). as g lllUg map we ge 'l-'2kn = lIe 'l-'2(k- 1)n 0 e , w!ere II = 'l-'2J.'" 00 IS 

the constant expres.<;ed by the formal modulus >.. 

All this leads to the following result. 

9.34. T heorem (Analytic classification of germs of resonant I·dimens ional diffeo­
morphisms) . The space Am, n, J."-\ of germs of a eonfonnal diffcomOlphism modulo 
allalytie equivalence is in olle-/o-one c01Tespolldence with the space M;',.. ,n,k,-\ of 
systems 

¢ ~ i¢" .. · ,¢,,) 

(of germs of analytic diffeom01phisms 4>j(C, O) --+ (C O) (j odd) 01' 4>j(C, oo) --+ 

(C, (0) (j even) with identity as linear part) modlilo the equivalence 4> ,...., D4> 0 

D-I . 
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§4 The Ecalle Approach 

.1. Ecalle proved an analogue of the Ecalle-Voronin Theorem in 1975 in IEel l. On 
this occa'lion he created a new branch of complex analysis, t he theory of resurgent 
Junctions (see IEcl]). Unfortunately, for a long time his results were unknown to 
the wider mathematical community: probably due to unconventional language and 
notions. Later French mathematicians (D. !vlalgrange, F. Pham , .1.-C. Tougeron, .1.­
P. Ramis, .1. !lhrtinet and others) detected the leading idea'l in Ecalle's theory and 
presented them in standard mathematical language. They also developed Ecalle's 
ideas further. 
Delow we present Ecalle's approach ba'led on the article of Malgrange IMa151. 

9.35. The Borel trans form of the formal series conjugating a map from A2 to its 
formal normal form. \Ve consider germs of the form J(z) = z + z 2 + z3 + 0(Z4), 
i.e. J = g~o + 0(Z3) E A2 ,O . It is more convenient to work in the variable t = - l/z 
where we have 

t _ g(t) = t +1+alt), alt) = L ""C'" 
,,<':2 

T heorem 9.26 asserts that there exists a formal power series 

hit) = t + bit ) = t + L b"t-n 

"2: I 

which formally conjugates 9 with go = -id+ 1, 

hog::::gooh. 

We know that (wlUally) the series b(t) diverges. However this divergence can be 
controlled. It turns out t hat the coefficients b" grow no faster t han n!. 
One a'lsociates with b its Borel transform Bb(O = L (,,~'l) !{n-l which has good 

properties. It is analytic near { = 0 and prolongs to a multivalued holomorphic 
function in (C \ 2lTiZ) U {O} with exponential growth at infinity. 
T he ' inverse' to the Borel transform is the Laplace transform : if <1> (0 is defined in 
(C""'-21l"-iZ) U {O} and grows at most exponentially at infinity I<I>({)I < eR1t;1, then 
the Laplace transform of 4> tYjuals 4>( t ) = L4> (t) = h;o 4> (Oe- tt;d{. 
Note that this integral is convergent for Ret> R and represents there an analytic 
function 4>(t) . In the case 4> = Bb the function 4> can be prolonged analytically to 
a larger domain. Namely, we can vary the path of integration in £ 4> : instead of the 
ray arg{ = 0 we take the rays arg{ = 0, 0 E (- Jr/2+l, IT/2 - l) (see Figure 8). The 
result is a prolongation of 4> to the sector S 1 = {It I > R, arg t E (- IT + l, IT - l); 
(it is t he same as the sector SI from the previous section). Denote the function 
obtained by h . 
If we apply the integration along the rays arg t = 0, 0 E (Jr /2 + l, 371"/2 - l) to the 
formula for the L~place transform, then we obtain an analytic function b2 in the 
analogous sector S2. 
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org E,=O 

Figure 8 

It tuns out that: 

(i) bL2 (t) have the sallie a.<;ymptotic power series expansions a.<; the series btl) 
and the maps h 1,2 = t + bL2 represent analytic diffeomorphisms from the 
Sectorial Normalization Theorem. 

(ii) The Ecalle-Voronin moduli can be expressed by means of the singularities of 
the function Bb at its singular points ( = ±211"i, ±41l"i, . 

T his approach is in the spirit of C evrey expansions and summability. We shall 
return to it later, but first we will get acquainted with the strictly Ecalle approach. 

9.36. Definition. The space of r esurgent functions . Let D = D(r) = {I(I < r} be 
a disc in the complex (-plane (of relatively small radius) and let D * = D \ O. Let 
~o > 0 be some base point of D *. 
\Ve denote 0 = 0 (1") the space of holomorphic functions on D. Let 0 = O(/") 
be the space of multivalued holomorphic functions on D *; they are obtained by 
prolongation of analytic germs at (0 along paths in D* ; (they are holomorphic in 

the universal covering iY). Finally we put 

T here is a natural monodromy operotor T : 0 -+ 0 which a.<;sociates to a germ 
of a function at (0 its prolongation along the 100L' in D* surrounding O. The map 

T - -id defines the variation operator "/!a1. : C -+ O. 
If 0 c C is a discrete set with one-point intersection with D , 0 n D = 0, then one 
defines the space of resurgent functions as 

C(O) = {F E C: "/!ar( F) is holomorphic in C \ O}. 

Equivalently: F E C(O) iff there exists F holomorphic in C \ 0 and such that 
FID = F + holom. jl1nction. 
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9.37. Convolution and its properties. For two elements F, G of C with representa­
tives 'F,C E O(/") we define the function 

where the integral runs along the loop , = '{o." 0 < £« (0' starting at (0 > 0, 
and running first along the upper ridge of the cut along the interval [0,1"], next 
making the counterclockwise turn along the circle [(I = f. and then going back along 
the lower ridge of t he !ut along [0,1"]. JJ prolongs itself to a holomorphic multi­
valued function, JJ E 0, and its class in C does not depend on the representatives 
of F and of C and on the point {D. \Ve denote this cla<;s by 

and call it t he convolution of F and C. 
(Up to a constant this convolution is the same a<; the convolution of two distribu­
tions defined by functions f(x) and g(x) with support in IR+: f * g(x} = f; f(x ­
y)g(y)dy. It turns out that the functions f(x), defined for x > 0 and locally 
integrable, can be included in C in the following way: let F(( ) = (1/21Ti) fo

a 
f(x) 

dx/(x - O define a holomorphic function outside real axis, then one defines P f(f ) = 
[F]. For example, Pf(xct

) = [C' /(e2 rr ;Q - 1)].) 
T he convolution operator has the following properties: 

(i) a<;sociativity and commutativity: 

(ii) d = [~] is the convolution unity (it follows from the Cauchy formula): 

(iii) "- (F . C) = ,IF * C· 
J~ J{' 

(iv) ,(F . C) ~ (,F). C + F. (,C). 

T he latter formula means that the multiplication operator by - ( is a derivation 
of the cOllvolution algebra. It is denoted by 

It turns out that C(n) is a convolution subalgebra of C (see [MaI5]). 

~38. _The Laplace transform and its properties. If F E C with a representative 
F E O, then we define its Laplace transform as 

a(,) ~ 1 F(O,-"d, , 
where, = '( < is the same loop as in the definition of convolution (in the previous 

0' 

point} Qne shows that the Laplace transform does not depend on the representa-
tive F and on (0. 
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(Usually this definition is applied to functions of the form f"(lnOPG(O with 
analytic G. This cia.<;s of functions is sometimes called the NiLsson class.) 
For example, L([Cj) = (chi'" - 1)r(n + 1)/t",+ 1 and 

0 (" ) ~ C (d"'/d(,,) ~ t". 

\Ve see that, up to some normalization, this definition of Laplace transform agrees 
with definition 9.35. 
T he inverse to the Laplace transform is called the Borel transform, B = L - 1 . 

T he Laplace transform ha.<; the following properties: 

(i) C(F.G) ~ LF·CG, 

(ii) [(oF ) ~ l.(CF), 

(iii) L(~Jf) = t(LF). 

9.39. The Ecalle composition. Let F E C(27l"iZ) and H = ;;' + E, E E C(21TiZ). 
T hen one defines the series 

F 0o H ~ ""-(8F).E"'. 
L 1£! 
n?O 

It turns out that, under as.<;umption of local integrability of F and E. this se­
ries is convergent and represents an element of C(21TiZ), which we call the Ecalle 
composition of F and 11. 
T he Ecalle composition is the 130rel transform of the usual composition of series 
f = LF "-' L h·t-" and II. = LH ,....., t + L b"CJ.· = t + b(t). It follows from the 
Taylor expansion f 0 (t + b) = L n (d" f / dln )b( t )". 

9.40. Application to conformal germ.s tangent to identity. Recall that in the point 
9.35 we had two maps g(t) = t + 1 + a(t), go(t) = t + 1, which are formally 
conjugated by the series II. '"" t + b(t). We shall show the following. 

Proposition. The flO/ocl trallsform of btl) belongs to the locslLrgent space C(21TiZ) 
and the B01·el tmnsform of h belongs to;;' + C(21TiZ). It means that Bh is analytic 
in C \ (21TiZ \ 0). 

PI"(JOj. The conjugation condition hog = goo II. means that t + 1 + a(t )+ b( t + 1 + a) = 
t + btl) + lor, after replacing t by t - 1, 

b(i - 1) - b(i + "(i)) ~ ii(t ). (4.1) 

I t is an 8(luation for b. 
\Ve introduce two linear operators J( t/J(t) = t/J( t + ii) - t/J ( t), L t/J ( t) = t/J ( t - 1) - t/J (l) 
and the equation (4.1) takes the operator form [L - J( ]b = a. Note that the operator 
L is dominating here; if 1jJ = t-" then L1jJ '" 1£t-,,-1 and /( t/J ,....., o(t-n- :} T hus 
the solution of (4.1) takes the form 

(4.2) 
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where the series is well defined. 
Now we rewrite the formula (4.2) in the Dorel chart. T here the operator 1 + L is 
replaced by multiplication by the function e{: 1/.I(t - 1) = "'£( - dldt)n1/.lIn!, where 
- dldt is replaced by ((see the (ii) in 9.38) . T he operator I + /( is calculated using 
t he formula from 9.39: B(I + I<)B-l iJ! = iJ! 0 " A = ",£((()m iJ! ) * A*"', A = Bii. 
Decause (e{ - 1)-1 ha.<; poles in 21TiZ and A(() is an integer function, the Dorel 
t ransform of b, i.e. B = Bb, is meromorphic in C \ 21TiZ. 
Qne can also show that IB (() I < const·ecQnst l{l . 0 

9.41. The alien derivations and the Ecalle invariants of holomorphic classification 
of germs tangent to identity. J. Ecalle ha.<; introduced the following operators 
acting on the space of resurgent functions C(21Ti.'l). 
Denote by rhi" the set of 2 ,,-1 paths in C \ 21TiZ with the beginning at {o and 
end at {o + 21Tin; the paths differ in the way they omit the points 21Tij, j = 1, ... n. 
If 'Y E r h in and f E C(21TiZ) then 

is the germ of prolongation of f along 'Y with argument translated by - 21Tin, i.e. 
to neighborhoods of (0' If n > 0, then such a path 'Y can avoid the singularities 
21Tij, 0 < j < n from the right or from the left. Let 'Y27rin,+ be the path running 
on the right. \\le define the formal operator 

.6.+[]).1l = id + L .6.1"h ;,,+ )."· 
"2: I 

It turns out that .6.+[]).)] is a homomorphism of the algebras C(21TiZ) and 
C(21TiZ)[[)']] (with natural extension of the convolution) . 
Moreover, if one defines the operators .6.hi" by the formula 

then: 

(i) .6.21fin arc del"ivations of C(21TiZ) (called the alien derivations by Ecalle) and 

(ii) .6.h in (F 0 e Il ) = (ElF 0 " fI) * .6.27f in Il + ("'£( _ nIl)*m) * ((.6. h ;"F) 0 e Il). 

Analogously one defines the alien der ivations for n < O. (The alien derivations can 
be expressed by means of the maps .6.1"' 'Y E r h in (see [MaI51).) 

Applying the alien derivations to the both sides of the C(luation G 0 " Il = Il 0 " Go 
(G = (i' + tS + A, Go = tS' + (i - Dorel transforms of g,yo) one obtains the C(luation 
(aG 0" Il) * .6.,.,11 = .6.w Il 0" Go. T his implies that the functions 1/.1 = 1/.I (t) = 
C(.6.,.,I1, w = 21Tin satisfy the linear formal functional C(luation (g' 0 11.)1/.1 = 1/.1 0 

(-id + 1), the same as the derivative h'(t). Dy uniqueness there exists a constant 
Aw E C sllch that 1/.1 = AwII.', or 

.6.wIl = AwaIl; 
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(Ecalle calls the latter tYluation the bridge equation.) 
Namely these constants A w, w E f:! \ 0, f:! = 27riZ form the complete infinite set of 
invariants of analytic conjugation of germs f = z + Z 2 + Z:I + ... from A z.o: 

Two gel"7l1s f,f' E A2,o are analytically equivalent iff Aw = A~, w E f:!. More­
ove,·, the coefficients Aw can be expressed in terms of the functional coboundary 

- - I . opemtors: IJ:zfI] (t) = t + L ci/ez"../t, 1m t » 0 and the analogous operator for 
hnt« {] (sec the jJl"OOf of Theorem 9.31) . 

In IMal51 there is a formula expressing the coefficients cjI in terms of Aw. 
Ecalle's theory has a natural generalization to a theory which can be applied to 
the germs from t he classes A I' for any p. \\le present it in the next point. 

9.42 . T he Gevrey series and expans ions. Let lI (t) be a germ of a function holo­
morphic in a sector 8 with vertex at 00, It E 0(8) with the asymptotic expansion 
II", Lane". \Ve say that It is of Gevr ey type of order s if 

where the constants C, A depend on f and on the sector 5 . 
A formal series it = La"t-n E ql I/tll is of Gevrey type of order $ iff 

T he following result is a generalization of the Dorel- Ritt theorem (see Theorem 
5 .52 in Chapter 5). 

T heorem ((MR1], IGev]) , Let a series it E q[l /tll be of Gevrey type of orde7· S > 1 
and let 5 be a sector llntlt angle < ($ - 1)1T. Then tJtcI"C exists a function II E O( 8) 
of Ge1J7"ey type of order sand slLch that its Taylol· expansion at infinity coincides 
with h. 
Pl"OOj. One can reduce the problem to the case when 5 is a sector with bisectrix 
along the positive real axis. T hen II is given by the explicit formula 

h(t) = pt" l r 
<l> ({) exp (- ("tP) ("- ld{ 

" 
where]J = 1/(s - 1) and <l> ({) = L r(i!';,f1i)f' is an analytic function near ( = 0 
with radius of convergence> r . 
No!e t hat when $ = 2 the function <l> ({) equals the derivative of the Dorel transform 

of II. Also the integral defining It recalls the Laplace t ransform. 0 

As in the ca.<;e ]J = I the functions h from this theorem depend on the sector and 
the representatives corresponding to different sectors do not need to coincide. 
T he series it (of Gevrey type of order $ = I + I II') is l~summable in the direction 

o if it forms a asymptotic expansion of some function Its E 0 (5), where 5 is a 
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sector with bisectrix argt = 0 and with angle> ;rIp = ;r/(8 - 1). Note that this 
ine(luality is reverse to the ine(luality from the I3orel- Ritt- Gevrey theorem. 
T he series it is p-summable if it is summable for all but a finite number of directions 
o. 
Example. T he formal series h(t), conjugating the diffeomorphisms g and go = t+ 1 
in 9.35, is I-summable. It is summable in all directions but 0 = ±rr/2. 

If it is p-summable then we can a.<;sociate with it a certain functional cochain. 
Namely, Ke take a cover ing of a neighborhood of infinity by sectors Sj with angles 

> rr/p such that in Sj there is a function h) (of Gevrey cla.<;s of order s) with it 
as the Taylor expansion. T he system (h j ) is a functional Cech cochain as.<;ociated 
with the covering (Sj}. The coboundary of this cochain is the cocycle h j + 1 0 h;1 
with values in a sheaf resembling the Stokes sheaf. 
All this is applied to holomorphic classification of germs of analytic diffeomor­
phisms (see the next point). 

9.43. Germs of the type z + Zp+ l + .... Let f E A p • .\ = f p , .\ + ... , f p ,'\ = g~"/(l+.\z " ) 

be two germs of holomorphic diffeomorphisms (from Section 3). In the t-chart 
t = _ 1/(pz") + ..\lnz we have the maps g = t + I + ... and go = t + 1. 
T here is a formal power series h = t + L hjej conj ugating g with go. 

T heorem. (lMRI I) The series it is of Gevrey type of orde1' 8 = I + IiI) and is 

p-sullt/nable. Associated with it the functional cocycle "HI 0 h;1 is the Ecalle­
Voronin modulus of the analytic classification of germs f. 

§5 Martinet- Ramis Moduli 

T he saddle-node singularity of an analytic planar vector field is such that one 
of its eigenvalues vanishes and the other eigenvalue is nonzero. First we present 
a formal classification of saddle-nodes and next we describe the moduli of their 
analytic cla.'iSification. 

9.44. Definition. '!\vo germs of vector fields V, W (in Rn, en, smooth or analytic) 
are called (topologically, formally, analytically) orbitally equivalent if there exists 
a (C k , formal, analytic) diffeomorphism 11 transforming the phase curves of V 
to pha.<;e curves of V. It means that the corresponding foliations, defined by the 
pha.<;e portraits of V and of IV, are transformed one to the other by means of H. 
In the smooth and analytic cases we have 

H . V = F·W 

where F =I- 0 is some function (of definite class). 

9.45. Theorem (Form al normal form of saddle-nodes) . Any complcx analytic 
saddle-node is formally O1'bitally equivaicllt to 

::i; = X1' + I. iJ = - y(I + >.xP ). 
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Proof. The Poincare-Dulac theorem 9.14 and Example 9.I5 (b) give the following 
(non-orbital) normal form i; = a,,+lxP+! + ap+zxp+2 + ... , iJ = Azy(1 + b!x + 
b2 x2 + ... ), where ap+ l =I- 0; if all aj = 0 then the singular point would have 
infinity multiplicity (non-isolated in the complex analytic ca.<;e) . By linear changes 
of variables and time we can assume that a,,+l = I , ).2 =-l. 
Now we divide the field by 1 + b!x + . which gives iJ = - y and 

(5.1 ) 

T herefore the problem is reduced to formal non-arbital cla.<;sification of I-dimensi­
onal saddle-nodes (5.1 ). 
T he latter problem is solved in the same way as in the proof of Theorem 9.26 
(about formal classification of diffeomorphisms z + Zl'+ ! + ... ). Using the changes 
x -+ x + d1x1, we obtain the (lead ing) term (I - ]J - l )d1x l+p ox in the transformed 
vector field. If I =I- p + I , then the corresponding monomial vector field can be 
cancelled . T here remains only the field w" ,v = xP+! ( I + IIXP)a:r; , where II is the 
formal invariant. 
Of course, one can fix also other terms in ax, like x1'+ I(l _ AX" + (AXP)2 - ... ) = 
xP+! ( I + AXl')-I, A = - II. fI 'lul tiplying this vector field by 1 + ).xi' gives the vector 
field from the thesis of T heorem 9.45. 0 

T he integer ]J is called t he codimens ion of a saddle-node and A E C is the modulus 
of formal classification. The space of germs with the formal normal form as in 
T heorem 9.45 will be denoted by Ep,;I. . 

9.46. Problem. Show that if (5.1 ) is analytic, then the change reducing it to ± = 
xp+! + IIX21'+ I is analytic. 

T his means t hat in the one-dimensional ca.~e the (non-orbital) formal and analytic 
cla.<;sifications of saddle-nodes coincide. 
I'lint: under the assumption that (21' + I)-th jet of (5.1 ) is a.<; in the normal form, 
solve a functional equation for the change x -+ x + X 2p+2 4>(x) in some space of 
analytic functions (of 4>'s) . 

As we shall see, the normal form from Theorem 9.45 is not analytic. However some 
of its statements have analytic 8(luivalents. Note that it has two formal invariant 
curves: the strong manifold x = 0 and the formal center manifold y = O. It turns 
out that the strong manifold is always a nalyt ic (see the next result) but usually 
the center manifold is not analytic. The next theorem, which concerns the ca.<;es 
of saddle-node and of saddle, wa.<; first proved by C. A. Briot and J. C. Bouquet 
[BB[. 

9.47. The analytic Hadamard- Perron theorem. Considel' an analytic planar sys­
tem 

±= AIX + ... , 

such that A2 =I- 0 and ).d A2 ::::: O. Then thel"C exists an invariant analytic curve 
tangent to x = 0 at the arigin. 
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Proof. In the case of a saddle-node we can a<;sume that 1! = A2:~"g·r2.y) with 

f, 9 E m2 (square of the maximal ideal) and 1 (0, Y) = O(y:l), and in the case of a 
saddle we can assume that ~x = :,,,! fl,,·tl ; with /,g E m:l (because the resonant 

U jI ~jI 9 >: ,jI 

terms in the Poincare-Dulac normal form start from cubic monomials) . 
\Ve put the 8(luation of the invariant curve in the form x = y2 ¢(y ). In the case of 
a saddle-node we get the equation y 2¢1 + 2y¢ = f (y2¢, Y)/( A2Y + g(y2¢, y )) . After 
division by y2 it takes the form ¢I + 2¢/y = F (y , ¢) (F - analytic) which can be 
written in the integral form 

T he latter IXluation is solved using the contraction principle in some ball in the 
Banach space of analytic functions ¢ defined in a disc Iyl < ~ with the sup-norm. 
In the saddle ca<;e we arrive at the equation ¢I = ( ),, - 2 )¢/ y + F (y, ¢), )" = ),, 1/ A2 < 
0 , or at the integral8(luation ¢ = yA-2 f;82- AF (s , ¢(s))ds . 0 

9.48. Remark. The reader can observe that the above proof can fail when the ratio 
of eigenvalues)" is a positive integer (the resonant node); one can get t he integral 
f d8/S . Here t he phase curves are of the form x = CyA + O"yAln y , C = const and 
are not analytic if 0" '" O. However in this ca<;e the normal form is polynomial 
j; = AX + ayA , y = y and is analytic; (we are in the Poincare domain and we can 
use Remark 9.25). 
Also the proof of Theorem 9.47 does not work in the ca<;e of center manifold of 
a saddle-node. Already L. Euler noticed that the center manifold can be non­
analytic. 

9.49. Euler's example. ([Eull l) T he equation 

dy /dx = (y _ x}/x2 

ha<; the following unique formal solution y = L~(n - l )!x n passing through O. 

Now we can a<;sume that the vector field has the form (in sollie analytic coor­
dinates) ± = xf(x, y ), iJ = - y + g(x, y ) . This preliminary form is not satisfac­
tory to our purposes. \Ve want to get the fa ctor X

,
,+ l in the first component. 

T his is done using a series of analytic changes x --> x + x jtj;j(Y)' j = 1, ... , p: if 

j; = x j [¢j(Y) + ... J then we get the equation tj;;(- y + ... ) + ¢j(Y) = 0, solvable 
provided ¢j(O) = O. 
T hus we can put :i; = Xp+ l . l\'!oreover, cancelling some initial terms from if and 
applying the result from Problem 9.46 we can assume that 9 has good properties . 
. More precisely, we have the following. 

9.50. Lemma. The initial analytic fO l"71I is 
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\Ve define the extended sectors 

{ 
(2j - l)' (2J -* } T j = Ixl <~, Iyl <~, - 0: < argx < + 0: 

21' 21' 

where 0: is some angle between 1r /21' and 1r /p (see Figure 9). Note that the pro­
jections of these sectors onto the x-plane are different than the sectors Sj (from 
Section 3); they have the same angle but different bisectrices. 

T, 

Figure 9 

9.51. T heorem (Sectorial norm alization ). (Hukuhara , K imura and ivlatuda IHKMI) 
In each extended sect01· T j the1l~ exists a unique analytic diffeomOlphism 

conjugating the system from Lemma 9.50 with its formal nOT/nal f01711 from The­
orem 9.45 . 

\Ve will present the main ideas in the proof of this theorem later. Now we pass to 
the description of the Martinet- Hanlis moduli of analytical orbital equivalence of 

germs from £p,:I . 
T he reader can guess that these moduli are constructed using the differences be­
tween the normalizing diffeomorphisms, 

<l>j = fl j+l 0 flj-
l in Tj nTHl . 

However, the description of the 4 ;'s can be s implified. 
Notice that the diffeomorphisms 4 j keep the first coordinate fixed and preserve 
the formal normal form Wo = xp+1dy + y( l + AXP)dx = 0 (of the corresponding 
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Pfaff €(!uation). The latter fact gives a series of restrictions on possible forms of 
<1' j 's. 
Let us look at the behaviour of the leaves of the foliation defined by Wo = (] in the 
sectors Tj n Tj + l . T hese leaves are given by 

y = Ce-t(z l , t(x) = tj(x) = - l /(pxP) + Alnx, C E C, 

and the first integral takes the form 

11(X,y) = ltj(x,y) = yet(z l = yet; (z l. 

(Because of In x in the definition of t(x) we index the 'times' and first integrals in 
different sectors. Thus t 2p = tl + 21TiA, 11"11' = ehiAul.) 

The neighborhood of x = y = 0 is divided into sectors of two types: 

- the sectors of jlLmp where R.ex-I' --> 00, 

- the sectors of fall where Rex-P --> - 00. 

In the sectors of jump only one leaf approaches the singularity, it is the local cente ,· 
manifold. Other leaves diverge as x --+ O. 
In the sectors of fall all the leaves are indistinguishable. All approach the singu­
larity. 
\Ve have presented this schematic behaviour of the complex phase portrait in 
Figure 10. We see also that the extended sectors Tj+l nTj lie wholly either in the 
sectors of jump or in the sectors of fall. 

t 
fall Jump 

Figure 10 

9.52. Proposition. The transition diffeomOlphism.s <1' j take the fonlls 

<P j(x,y) = (x, tPj(ltj)e-1H1), 
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whcI"C 

</>j(U) = Uj + ll, aj E C, 

if T)+ 1 n T) lics in a SCctOl' of fall, 

if T j + 1 n T j lies in a sector of jump and j #- 2]), and 

• () -2r.;>. + ' + 'l'2/, It = C 11 O:Z/,,2lt . 

Morcover <Pj tcnd to id cxponcntially fast as x --+ a. 
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Proof. The first statement follows from the fact that <l» preserve the formal normal 
form. So if 11)+ 1 is the first integral in Tj + 1 then the function 11 j+ 1 0 <P j is the first 
integral in Tj n Tj + l . But also 11) is a first integral. Thus the first first integral is 
a function of the second first integral, 11j+1 0 <l>j = 4>j 011j. 

In the coordinates (x,lt) the map <p) is tY!ual to (x,4»(u)). Passing to the (x,y) 
coordinates we get the formula for <Pj. 
T he proof of the next statements relics on the fact that <p) - id = O(xp+ I ). 

Let T) n Tj+1 be a sector of fall. \\le have t j = tj+ l (because j #- 21') and t(x) --+ 

+ 00. Let the Taylor expansion of 4» be L~=oo:),nlt". T hen 

T he condition <l» --+ id implies that aj,1 = 1 and a),Z = 0:),3 = = O. This 
means that 4» is a translation. Note also that in this case <Pj - id = (a,O(e-l(x))) 
is exponentially small. 
Let T j n THI be a sector of jump and j #- 21'. T hen acting exactly in the same 
manner a.'l in the previous ca.'le we get 0: j,O = a, a ), 1 = 1. I t means that 4>j is a 
germ of a diffeomorphism of (C,a) with 4>'(0) = 1. Also in this case <l>j - id is 
exponentially small. 
Let j = 211. We are in the sector of jump with et~ p = e2r.i>'e tl . We have <l> 2p = 
(X,4>zp(112p)e- tt ) = (x,e 21ri>'4>zp(112p)C- 12P ). Analogously as in the previous ca.'le 
we get the formula for 4» and the exponential closeness to the identity. 0 

T he fact that t he diffeomorphisms <l>j have different forms can be explained ge­
ometrically. In the sector of jump the values of the first integral are bounded , 
11 E (c, a). In the sectors of fall the first integral takes valucs in the Riemann 
sphere C and U = 00 along the strong manifold x = 0; the corresponding map 4» 
is an automorphism of this sphere satisfying 4>j(oo) = 00. 

T he collection of 4» 's satisfying the properties of P roposition 9.52 do not yet form 
a complete set of invariants. T he reader can notice that the coordinates in t he 
normalized P faff equation Wo = 0 are not unique. Its non-uniquencss lies in the 
pos.'lihility of multiplication of y by a constant. This gives the non-uniquenes.'l of 
the choice of the local first integral: 11) --+ Clt) , where C is the sallie in each sector. 
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9.53. Definition. Two collections 4> = (4) 1, ... ,4>"1,,) and ;P = (;P I,' .. , ;P"1,,), satisfying 
the conditions from P roposition 9.52, are called equivalent iff they are conjugated 
by a linear transformation: 4>j 0 C = C (Pj ' 
T he 8(luivalence class [4>] of such a collection is called the Martinet- Ranlis modu­
lus. The space of l\"Iartinet- Hamis moduli is denoted by Ar" ,A' 
T he above construction of the i'l"lartinet- Hamis modulus, associated to a saddle-­

node, defines a map from [p ,A --; Np ,A' 

v --; £v. 

9.54. Martinet- Ramis classification theorem for saddle-nodes. The map £v has 
the following Ill"Opel'ties: 

(a) It sends ol'bitally analytically cfjuivalellt germs of vcetol' fields to the same 
point (invariancc). 

(b) If ~v = ~V 'I thcn V and Vi are orbitally analytically equivalent (cfjuimodal-
ity). 

(c) For any ~ E N p,J.. then~ exists V E E" ,A such that f. = £v (rcalization). 

Proof. The points (a), (b) and (d) are proved in the same way a<; the analogous 
points of the Ecalle-Voronin theorem 9.30. Only the realization property needs 
separate arguments. 
Assume that we have an element from Np ,A which is an equivalence class with some 
representative 4> = (4)). T hese 4>j define the diffeomorphisms <l>j in the extended 
sectors Tj n Tj + 1 (see P roposition 9.52). 
Take disjoint union of the extended sectors U Tj x {j} and glue them using the q, j 
as the gluing maps. We obtain a certain (real) 4-dimensionalmanifold S. In each 
Tj x {j} we have the 'coordinates' Zj = (x,Yj) and Zj+! = <l>j( Zj) at the glued 
part. 
Note also that S is 8(luipped with a foliation :To such that in each Tj it is the 
foliation of the vector field in the formal normal form. \Ve have to define a certain 
complex structure 011 S such that the foliatioll:To arises from a holomorphic vector 
field with saddle--node singularity. 
First one defines the map Ho: S --; IV C C2", {x = O} as 

110 = L XjZj, 

where {X) is a partition of unity of S a<;sociated with the covering (Tj ) with 
regular properties a<; x --; O. 
Ho defines an almost complex structure on IV, the image of the complex structures 
on Tj . By definition this almost complex structure is integrable (see Definition 
9.0). By Theorem of Newlallder- Nirenberg 9.8 the torsion of this almost complex 
structure vanishes identically. 
It turns out that the almost complex structure from ~I' can be prolonged smoothly 
to an almost complex structure on a full neighborhood of 0 in C"1 . Indeed, the 
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almost complex structure is defined by (1, a)-forms dx and dy, where dx is good 
(with zero derivative). Since y = L: XjYj, in Tj n TH1 , we have Y = XjYj + 
Xj+IYj+l = Yj + hj(x,Yj)xj (see the sectorial normalization theorem 9.51). T hus 
dy = dYj + 0(1), where the term 0(1) is exponentially small a.<; x --> O. 
T he Nijenhuis tensor (torsion) of the latter almost complex structure is also e1:!ual 
to zero. Applying again the Newlander- Nirenberg theorem, we show that this 
almost complex structure is integrable. It means that it is equal to the trans­
portation of the standard complex structure by means of some differentiable map 
G, IC',O) - (C',O) 
T he composition JJ = C- 1 0 JJo : S --+ C2 is holomorphic on S and prolongs to 
the closure of S. It transforms the foliation .1() to a foliation :F in (C2 , 0). 
T he foliation:F is a saddle-node foliation with the tl'lartinet- Hamis invariant equal 
to [1J, 0 

T he Theorem of ~-lartinet and Hamis allows us to solve the problem of analyticity 
of the center manifold and to explain the rea.<;()11 of non-analyticity of Euler's 
solution. Note that at each sector of jump the local center manifold is defined 
uniquely, using topological criteria. It is the only leaf of the holomorphic foliation 
containing the singular point in its closure. T his local center manifold prolongs 
itself (uniquely) to the adjacent sectors of fall. The gluing map <l>j in the sectors 
of jump leave this local center manifold invariant, 4>j(O) = O. 
T he problem is whether the local center manifolds from different sectors of jump 
lie in one leaf of the foliation. It means, whether the gluing maps in the sectors of 
fall preserve the two prolongations of the local center manifolds (from the adjacent 
sectors of jump). T his condition reads as 4>j(O) = 0, where 4>j(u ) = 11 + aj. 
\\le have proved the following result. 

9.55. Corollary. A saddle- node singulm"ity has analytic cente1· manifold iff all 
aj = a in its Mm·tinct- Ramis modulus. In othel· 1IJonis this modulus has the form 

(-id, 4>2' id, 4>4' ... ,4>2p)· 

Problem, Unlike the Ecalle- Voronin moduli the Martinet- Hamis moduli can be 
sometimes calculated explicitly. Show that the Martinet- Hanlis modulus of the 
singularity 

(with an analytic function cp) is 

I 'd A 'd'd A'd 'd + A -2".;a·d) ·1 + l,l,l + 2,"I, ... ,l J..,C · 1. , 

where the constants Aj = fU j SQe-l/s
k 
cp(s)ds are the same as in Example 8.31(a) 

in Chapter 8 (see also [Zo7D. 
Especially successful in calculations of the tlhrtinet- Hamis moduli is P. M. Eli­
zarov. Hecently he succeed to associate the Martinet- Hamis moduli with some 
special perturbations of the formal normal form. He localized the Newton supports 
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of this perturbations. Some of these results are described in IEli21 and others will 
be published. 
Also L. Teys.<;ier ITeyl has calculated explicitly some ~-lartinet-Hamis moduli. 

T here is a certain relation between the Martinet- Hamis moduli and the Ecalle­
Voronin moduli. T his connection goes through t he monodromy transformation 
associated with the smooth analytic separatrix, e.g. the strong manifold. 

9.56. Definition of the monodromy transformation for holomorphic foliation. Let 
F be a holomorphic foliation in a 2-dimensional complex manifold. L be a non­
singular leaf of F and ., c L be a closed loop with beginning at a point x(}. Take a 
small holomorphic disc D transversal to L at x(} and parameterized by Z E (C.O), 
z(X(}) = O. We can cover the loop 'Y by open sets Ui, where the foliation is the 
flow-box foliation: F lu, = {dy = OJ. 

LI,( ) D z"'" 
~ --- - -- ./ , , L D 

Z , 
\ , 

r I 
, , 

\\ 
I , , , , L 

Figure 11 

Let zE D. Take a leaf L( z) passing through z. In each Ui we can lift the path 
'Y n Ui to the leaf L(z) n Ui. After returning of 'Y to the point X(}, the lifted curve 
intersects the disc D again. However, the intersection point can differ from z (see 
Figure 11). \Ve denote it by 8 ,(z) .We define the monodromy trans formation (or 
t he holonomy transformation) associated with the loop ., as the map 

z -+ 8 ,(z). 

8 , is a local holomorphic diffeomorphism (by analytic dependence of solutions on 
initial conditions). I t does not depend on the homotopy class of the loop., (for fixed 
D); it is a consequence of the theorem about llIonodromy 1.2 (in Chapter 1). The 
change of the section D and of the initial point x(} results in internal conjugations 
of 8 , in the group Dif f (C, 0) of germs of holomorphic diffeomorphisms of (c, 0). 
Of course, one can generalize this definition to more general foliations. \Ve do not 
do it here. 
T he strong invariant manifold of a saddle-node singularity V consists of two leaves 
of the holomorphic foliation defined by V: the singular point and the leaf L dif­
feomorphic to a punctured disc. Take a loop 'Y C L generating its fundamental 
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group. Using Definition 9.56, we associate with 'Y the monodromy transformation 
.6. = .6.,. 
Recall that Ap,a is the space of germs from Dif ftC, 0) formally tXluivalent to the 
time 1 flow map generated by the vector field W = [Zp+l / (1 +o:zp) ]oz (see Theorem 
9.26). 

9.57. Theorem. 

(a) If V E [,),AI then .6. E AI',"., 0: = 21Ti).. 

(b) The Martinet - Ramis modulus of V coincides with the Ecalie- Vol"Onin mod­
ulus of .6.. It means that two vector fields are orbitally analytically equivalent 
iff their monodromy maps arc analytically conjugate. In particular we have 
an embedding of the set of equivalence classes of vectol' fields [p,:"/ (anal) into 
the set of equivalence classes of diffeom01phisms Aj!,o/(anal) (i.e. embedding 
of the moduli space N p ,:.. into the moduli space M;,a)' 

Proof. The first statement can be checked for the vector field in its formaillormal 
form. T hen we have L = {x = 0 i: V}, 'Y = {(O,el )} and the foliation is given by 
~~ = ,/ll:y = x p+1/y(1 + >.xP) = wp,A' T he monodromy map .6. is given by the 
time 21Ti flow map .6. = exp [21Tiwp :" ] = exp [wp ,,,,]. 

To prove the second statement let us keep .6. formally equivalent to g!1fi. T hen 

the sectors Sj (from the sectorialllormalizatioll theorem 9.31 ) are turned by the 
angle 7r/2p: we denote them still by Sj. The extended sectors T j are of the form 
Sj x {Iyl < ~}. We fix also the disc D = {y = Yo} transversal to the axis {x = OJ. 
The extended sectors contain complete lifts (to the leaves of the foliation) of the 
loop in the strong manifold appearing in the definition of the holonomy map. 

The normalization diffeomorphisms Ilj(x,y) in Tj (from T heorem 9.51) define 
altogether the normalization diffeomorphisms for the mOllodromy map .6. in Sj x 
{Yo} c D. T hey define the local parametrizations of Sj by llIeans of the first 
integral 11j(X) = ltO Hj ls, x {yo} ' In the charts 11j the map.6. is equal to the formal 
normal form. 
The transition diffeolllorphisms Ilj + 1 a llj-l are expressed by means of the one­

dimensional transition maps 11 j+ I 0 ltj I. T he latter define the ~'Iartinet-Ramis 
moduli as well as the Ecalle-Voronin moduli. 0 

T he image of the embedding from the point (b) of the last theorem forms a proper 
subset of the set M * p,:". It is because the diffeomorphisms <Pj are subject to the 

restrictions from P roposition 9.52, 4>j = 11 + OJ : (C, co) ____ (C, co) (j odd). 
It turns out that the correspondence V ____ .6. is not one-to-one even at the level 
of topological equivalences; i.e. the sets [p ,A/top and AhA / top are really different. 
(At the level of formal equivalences it is one-to-one.) 
As the first example we consider the case with the Martinet- Ramis modulus ('(Iual 
to (id + al,id,id + a2,id, ... ,id) with some aj i: O. The monodromy map.6. is 
topologically equivalent to its formal normal form (see Theorem 9.27) but the 
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vector fi eld is not equivalent to its formal normal form because it does not have 
analytic center manifold. 
Another example concerns the ca.'le with ..\ = 0 and with all aj = 0 , i.e. with 
analytic center manifold. \\le consider the monodromy map L1c associated with the 
leaf Lc containing the center manifold. The topology of the foliation determines 
the topological type of L1c, which is determined by the order of tangency of L1c to 
identity (see T heorem 9.27). So the cla.'ls [L1Jtop is fixed , but there can be infinitely 
many classes [L1cltop . 
T he problem of topological classification of saddle-nodes wa.'l solved (almost com­
pletely) by P. ~.1. Elizarov. 

9.58. Theorem of Elizarov. (lElil l) 

(a) If thel"C is no analytic centel· manifold, then the class of the sequence of O's 
and 1 's 

(sign lad, sign l a~L ... ,8ign la21'- d), 

modulo cyclic permutations, c01lstitutes an invariant of the topological clas­
sification. 

(b) If there is analytic center manifold, then we have the following possibilities: 

(i) If ..\ E C\R or A E R\Q is a Diophantine nlLmbel· (weakly appl"Oximated 
by mtionals), then the topological type of the foliation is determilled by 
the topological type of the map L1c. (The invariants are sign (lm..\) and 
..\ fOl· ..\ E R.) 

(ii) If ..\ = mIn is rational, then the vector field is topologically eqlLivalent 
eithel· to the formal normal form 01· to the system 

with the conditions p + 1 < I ::::: 2p + 1, 21' + 1 - I = km (mod 1J) (i.e. 
indexed by the discI"Cte invm"iant k). 

9.59. Proof of the Hukuhara- Kimura- Matuda theorem. (\\le follow the book 
[HKMI). \Ve shall present the proof only in the case p = 1. Therefore we assume 
that x 2dy/dx = go(x) + y(1 + AX) + y2g2(X, y). 
Let T l = {- 1r/2 + n < arg x < 3;r /2 - D:, Ixl < £} be a sector in the x-plane (see 
Figure 12(a)) . We seek a change (x,y) -+ (x, z) such that x 2dz/dx = z( l + Az2) 
in Tl . 

T he proof is divided into two parts: existence of analytic central manifold in Tl 
and analyticity of z(x,y) . 

1. Existence of the centel· manifold. \Ve seek it in the form of a graphic 

y = v(x)e- 1/"'. xETl , 
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where 'v(x)e - I/z = O(x). \\le obtain the following tYluation onto v, 

where G = 90e 1/z + AXV + v 2e- I/"'g2(X, veil"'). \\le seek t he solution to (5.2) in 
the clas.<; of functions satisfying the estimate 

Ivl < f( lxleRe(l/z) (5.3) 

for some constant f( . 
T he right-hand side of (5.2) satisfies the estimates: IG( x, vd - G(x, V2) I < 81vl - v21 
and IGI < (f(o + of()lxleRe(I/"') for some small 8 and fixed f(o. The first (Lipschitz) 
condition will guarantee the uniqueness of the solution. 
T he equation (5.2) is replaced by the integral «(Iuation 

v(x) = 1.'" G(s, V(S))8 - 2ds, 

" 
which is a fixed point tYluation v = T(v ) for a nonlinear operator. 
Usually one proves existence of a fixed point of T using the contraction princi­
ple. Here we can use a stronger result, the Lcmy- SchalLdc1'- Tikhonov fixcd point 
thcorem (see IRSI): 

Any continlLous map of a compact and convcx subset of a locally convcx spacc into 
itself contains a fixed point. 

In our case the set of v's satisfying (5.3) is convex and compact in the topology of 
almost uniform convergence: (it is a normal family). It remains to show that the 
operator T maps (5.3) into itself. 
T he latter statement is proved by appropriate choice of the path f}. of integration 
in the formula defining T. T his path is presented at F igure 12(b). 
Let 8 = 1"e;o . \Ve have the straight segment <11 join ing {] with Xo = 1"oe;7r /2+2"y, 
where,.. > {] is a small constant and 1"0 will be defined later. In the second part <12 

we have either 1"(0) = 1"o/sin(O 7r/2 ,..) or 1"o/sin(7r/2 + 3,.. 0), depending 
on whether argx > 1</2 + 2,.. or not. If the angle 0: (defining the sector TJ, see 
above) is greater than 4,.., then 1"0 < 1"(0) < AIro (where M = M(")')). Now we 
choose 1"0 such that J\11"o < l. 
Qne can show that for large K, the quantity IGs-2 1 is bounded by the abso­
lute values of the derivatives of K I8IeRe(l/') along <1 1,2 (see IHKMI). This gives 
17(v)1 ~ 1 f C'-' I ~ I< lxl'RcP/') 

2. Now we can assume that x2dy/dx = y(I + AX + Y92) in S. We have to find the 
change y --> z giving the normal form x2z' = z( 1 + AX). 
\\le represent y as a function of z, Y = z + 4>(x,z) . T he 4> satisfies the following 
partial differential equation x2¢", + (1 + AX)Z¢z = F(x ,z,4» . 
\\le solve it using the method of characteristics: 4>(x,z) = W(t), where ± = x2, 
i: = z( 1 + AX) , tp = F(x, z, W) . Here t can be replaced by X which gives X2 '1j;~ = 
F(x , z, W), z = CxAe- I/z . This is a family of equations depending on C. 
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lal 
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T, 

Figure 12 

Now we proceed as in the previolL'i point. \Ve put 1/J = we-liz where w = w(x, C) 
satisfies the tYluation 

analogous to (5.2). We replace it by the integral tYluation 

which we solve in the space of v's satisfying the estimate Ivl < ]{lzI2. 
Using the same estimates as in the previous point (with the same choice of path of 
integration) one shows that this integral operator satisfies the assumption of the 
Leray- Schauder- T ikhonov theorem. 
\Ve refer the reader to IHKM] for more details. 0 

9.60. Remark. T here is an alternative proof of the theorem about sectorial nor­
malization. It is based on the theory of Gevrey expansions. It turns out that: 

(i) The sel"ies ¢(x), appearing in the definition of the eentel· manifold y '" ¢(x), 
admits Gevrey expansion of order s = 1 + 1/1' and is p-summable. 

(ii) The series h(x,y) = :Lh,,(y)x", appearing in the fonnal change I1(x,y) 
= (x,y + h(x,y)) l"educi1lg the saddle node to its nonnal fonn, is of Gevrcy 
type of ol"!lel· 8 and is IJ-SUlnmable. 

T he proof of this is sketched in [MRI[ for p = 1. As in the case of Ecalle-Voronin 
moduli this proof relies on application of the Borel transform to ¢ and to h(x,y), 
solving the corresponding equations in the Laplace image and then returning to 
the phase space by means of the Laplace transform. 

§6 Normal Forms for Resonant Saddles 

Here we finish the description of analytic normal forms for germs of planar vector 
fields with elementary singular points. In the previous section we classified the 
saddle-nodes. 
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T he singular points from the Poincare domain, i.e. when the convex hull of the 
eigenvalues (in C) does not contain the origin (which means that the ratio of 
eigenvalues is not a negative number), have analytic Poincare-Dulac normal form. 
T his means that the normalizing transformation can be chosen analytic. T he proof 
of this fact is given in IArn51 (see also Hemark 9.25). 
T herefore, it remains to investigate the saddles, i.e. singularities with negative 
ratio of eigenvalues - ..\ < O. The saddles are of two kinds: resonant (i.e. with 
rational>. = mIn) and non-resonant. T he nonresonant saddles are considered in 
the next section. 
T he description of moduli of resonant saddles relies on the classification of germs 
of resonant I-dimensional diffeomorphisms and was completed first by .1. flhrtinet 
and J.-P . Hamis [MR21; (although Yu. S. Il'yashenko, P. M. Elizarov and S. ~d . 
Voronin arrived independently at the same results, see 11151). \Ve describe these 
results in this section. 
T he problem of analytic conjugation of non-resonant saddles is analogolL'l to the 
problem of analytic linearization of germs of Iloll-resonant I-dimensional diffeo­
morphisms and was solved by J.-C. Yoccoz[Yoc[. T hose results will be described 
in the next section. 

9.61. T he monodromy trans formation. The connection betKeen saddles and one­
dimensional maps lies in the holonomy transformation associated with any of its 
separatrices. (Hecall that, by the analytic Hadamard- Perron theorem 9.47, the 
saddle has both separatrices analytic.) \Ve can assume that 

:i; = >.x(I + ... ), if = - y(I + ... ). 

Consider the monodromy transformation ll(x) corresponding to a loop in x = O. 
Qne can easily check that 

.6..(x) = e-27riAx + . 

T he next result was first proved by.1. F . Mattei and H. Moussu IMMI. 

9.62. T heorem. Two ge7"1IlS with saddle singularity with the same ratio - ..\ aI'C 

analytically O1·bitally equivalent iff the conespollding germs of monodromy maps 
are analytically equivalent. 

Proof. If two germs of vector fields are orbitally 8(luivalent, then restriction of the 
conjugating map 11 to a disc D transversal to {x = O} defines a conjugation of 
monodromies (in D and in 11(D)). 
Let the monodromies be conjugated. Consider two copies of (C2 , 0) with foliations 
F and F' (by the phase curves L, L' of the two vector fields V and V'). In each 
copy we consider the fibration 11" (x,y) -+ y. Their fibers outside y = 0 are 
t ransversal to the leaves of the foliations F and F'. We denote by Fo the foliation 
by the fibers y = const. 
Take two discs D = {y = !O, Ixl < !O} and Dr = {y = !O, Ix l < 2!O}. Let It: D -+ Dr 
be the map conjugating the monodromies. 
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\\le extend the map II. to a map Ho : A --+ A' , where A = {Ixl < 1':, 1':/2 < Iyl < I':}, 
A ' = {Ixl < 2(, (/2 < IYI < (} are ring-like domains. Ho preserves the foliation 
Fo, i.e. Ho(x,y) = (F(x,y), y) and sends leaves L of the foliation F to leaves L' of 
the foliation F'. Because of the transversality of the fibers y = const to the leaves 
L, L' in the domains A and A' the prolongation Ho is locally analytic and unique. 
Ho is single-valued in the whole domain A. Indeed, the change of Ho, as the argu­
ment turns around the axis y = 0, is equal to the composition of the monodromy 
map (defined by F) and of 110 . Because II. = Ho lD conjugates the monodromies 
Ho is univalent. 
T herefore Ke have the Laurent expansion 

~ 

Ho(x,y) = L hj(x)yi, (6.1 ) 
J = -CO 

with analytic coefficients h j (x) = (21Ti)-1 I lyl =Jlo(x, y )y-j- 1 dy. If we knew that 

the sum in (6.1 ) contains only positive powers of y, then we would obtain the 
prolongation of flo to the whole neighborhood of O. We could use the Cauchy 
formula H(x,y) = (211"i)- 1 ~(I =< l1o(x,()(( _ y)-ld(. 

To show that the sum (n.l ) runs over positive powers of y, we use the assumption 
>. = >.' (equality of the ratios of eigenvalues). Contrary to [MM[ and [MR1[, we 
apply topological arguments (taken from [Str !). It is enough to show that any 
circle Cr = {x = T, Y = (C

ill , 0:0:::: 0:0:::: 21T} (with the linking number with the axis 
y = 0 equal to 1) is sent to a circle with the linking number with the axis y = 0 
also ffjual to 1. But the assumption>. = >.' means that the vector fields V and Vi 
are close to the origin. A point x = 1", Y = (C

iO from Cr belongs to a leaf L starting 
at the point x = xo(O), y = I': in D , where xo(O) ;:" TCi~O (because dx/dy;:" - >.x/y 
and x ;:"consty-~). \Ve have 

11 ( ") - (I ( ) -.M ") - ( ") · 0 r,(C _ I Xo I" ,f:C _ ar,f:C , 

provided h(x) ;:" ax. T his shows that Ho(Cr ) is close to Car. o 
Consider first the ca.<;e when>. = - min, gcd(m, n) = 1, is a rational number. 
T hen the monodromy map L1 = c2r.im/nx + ... is a resonant one-dimensional map 
considered in Section 3. Its formal normal form is of one of the following types 
c"l"im/ng~, W = [z"k+I/(1 + >.znk)]J'z (see Proposition 9.33). T he cla.<;s of such 
maps was denoted by Am ,n, J..,~ . 

T he above form for diffeomorphism corresponds to the following formal orbital 
normal form for vector fields 

It = x"'y", 

where 0: = 21Tin>'. (The proof relies on passing to the variables x, 1£ in the Poincare­
Dulac normal form and further applying the reduction a.<; in the ca.<;e of saddle­
node.) \Ve denote the cla.<;s of analytic saddles with such formal orbital normal 
form by Bm,n,J..,~ . 



§7. T1Jeorems of I3ri tlllo and Yoccoz 381 

9.63. Theorem (Analytic classification of resonant saddles). (lMR2!) The space of 
classes of analytical orbital equivalence of vectol' ficlds fmm the class Bm,,,,k,A is 
the same as the space of classes of analytical equivalence of diffeomorphisms fmm 
the class A .",n, k,A descl'ibcd in The01l~m 9.34. 

R emarks about the IJ1'OOj. In view of T heorem 9.62 the proof of this theorem is 
reduced to demonstration of the surjectivity of the map V --> II from B m,n,k")' 

to A ""n, k,)'. One ha.'l to show that any resonant map arises from some resonant 
saddle as its holonomy. The construction of V is analogous to the construction 
of the realization parts of the Ecalle-Voronin and r-.hrtinet - Ramis da.'lsification 
theorems. \\le shall not do it here and refer the reader to 1115 1. 0 

§7 Theorems of Briuno and Yoccoz 

Now we pa.'lS to the non-resonant saddles. T heir one-dimensional equivalents are 
the germs of non-resonant analytic diffeomorphisms f of (e, 0) of the form 

where 0: 1- iQ, 0 < 0: < 1. T he Poincare-Dulac theorem for diffeomorphisms says 
that any such f is formally linearizable (see 9.23 and 9.24); there exists a formal 
power series It(z) ,...., z + h2z2 + . such that It-I 0 f 0 It ""' >. z, >. = e 2r.io . The 
problem is: 

Unde l> which assumptions is f analytically linearizable, i .e . when is the series 
defining It convel"gent? 

T he positive or negative answer to this question depends on how quickly the 
number 0: can be approximated by rational numbers. If 0: is slowly approximated 
by rationals , then any such diffeomorphism is analytically linearizable. If 0: is 
quickly approximated by rationals , then there should exist diffeomorphisms f for 
which the series It is divergent. Let us make these results precise. 

9.64. Theorem of Siegel. (lSie!) If then~ exist two constallts C, /1- slLch that for any 
illtegel> 1J, q, 

la - piql > Clql-", (7.1 ) 

then any f = e 2 7r ia z + . is analytically line01izable. 

T he short proof of this result , based on the Newton method, can be found in 
IAru5 1· 
Remark. If /1> 2, then the set of those 0:, for which there exists C SUdl that the 
inc'(lualities (7.1 ) hold (for any 1J,q), is a set of full Lebesque measure. (The reader 
can prove t his by himself. ) 
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9.65. Theorem of Driuno. ([Driu!) Let q" be thc numemtors of thc n-th I"Cducts in 
expansion of 0: into continued fmctiolls. If the Briuno condition 

'\"""' In qn+l L --- <= 
q" 

holds, then any analytic diffeomolphism f is analytically linearizable. 

(7.2) 

T he proof of BriUllO's theorem is an example of a complete exploration of Newton's 
method. \Ve shall present its main idea below. 
Already A. D. Briuno and H. Cremer had noticed that the Briuno condition is 
close to an optimal condi tion for convergence. 

9.66. Theorem. (IBrill], ICre!) If 

. In q,,+ I 
hmsup --- = 00, 

q" 

then thc I"C exists an analytic diffcoIIW17Jhism f which is not analytically linea1"iz­
ablc. 

T he proofs of this result are ba.<;ed on estimations. V. I. Arnold ha.<; commented 
on them in the following way (see IArnS!): 
"T he proofs of divergence (Poincare, Siegel, DriUllO), preceding Pyartli's work, 
are based on calculation of the growth of the coefficients and do not explain t he 
reason of divergence in the sallie sense as the calculation of the coefficients of the 
series arctanz shows its divergence for Izi > 1, but do not reveal the reason - the 
singularities at z = ±i" 
T hese words were written about the proofs of divergence of normalizing series for 
non-resonant singular points of vector fields. In the work of A. S. Pyartli IPyal 
finite parameter perturbations of such vector fields are considered . \Vhen we pass 
through resonance an invariant analytic manifold is born. If the resonances ap­
proach quickly the unperturbed non-resonant ca.<;e, then these invariant manifolds 
cannot be destroyed and form obstacles to the linearization. 
Of course Arnold's words are relevant also in the existing proofs of convergence. 
T he main achievement of J.-C. Yoccoz was to give a geometrical proof of the 
theorem of Driuno and to show that the BriUllO condition (7.2) is also necessary 
for convergence in the following sense. 

9.67, Theorem ofYoccoz, ([Yoe!) If the inutional Q docs not satisfy thc condition 
(7 .2), thcn thcI"C cxists an analytic diffcomorphism f = e2r.iQ z + . which is not 
analytically linearizablc . 

Before pa.<;sing to the proofs we say a few words about expansions of real numbers 
into continued fractions and present conditions tYluivalellt to (7.2). 

9.68. The continued fractions . In books on the theory of numbers the continued 
fractions are introduced using a lot of formulas. \Ve prefer the geometrical defini­
tion such as in IArnSI (but we cannot avoid formula.<;). 
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p 
0 0 0 0 0 0 

y=ax 

0 0 0 0 0 0 

0 0 0 0 0 0 
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2" 

0 0 0 0 • , " 
'. ~. ~ , q 

Figure 13 

Let 0 < n < 1 be all irrational. Consider the real plane with coordinates x, y 

(see Figure 13). We draw the line y = ax. We distinguish the points with integer 
coordinates (q,p) in the first quadrant. T hey all, except (0,0), do lIot belong to 
our line. \Ve consider the convex hulls of the sets of integer points of the quadrant, 
which lie at one side of our line (below and above respectively). (One can imagine 
the integer points as nails and our line as a thread with one end fixed at infinity; 
next one stretches t he thread in the down direction and in the up direction). The 
vertices (q, p) of the broken lines just constructed define the best approximations 
of the number a by rationals 1J/q. It turns out that In _ p/ql < l lq'l. 
\\le describe the construction of our broken lines in another way. Denote the ba.'lic 
vectors C_I = (0 ,1), Co = (1,0). They lie on different sides of the line y = nx. \Ve 
shall construct the stYluence of vectors CI,C'l, . as follows. Let Cn_1 and c" be 
already constructed and lie on different sides of the line. \\le shall add the vector 
c" to Cn_1 a.'l many times an as it is possible with the condition that the sum lies 
on the same side of the line as Cn_l . 

In this way we obtain the stYluence of natural numbers a" and the sequence of 
integer vectors 

(Note that al = [lIn], the integer part of l/n.) The endpoints of the vectors 
e" = (qn,IJ,,) are the vertices of the above two convex hulls. 
\\le denote by (3" the 'distance' of the point en to the line y = nx, 

p" ~ (- I)"(q"o - p,,). (7.4) 

From Figure 13 it is seen that (3-1 = 1, (30 = n , the fractional part of n, and 

(7.5) 



384 Chapter 9. HoloIllOJphic Foliations. Local TheOJY 

which implies that the ratios Pn/qn form the best approximations to a, in the 
sense that la - Pn/qnl < la - p/q l for any P and any q < q". In fact, we have the 
stronger statement /3" < Iqa - 1'1 < (3,, - 1 for q,,_1 < q < q". 
\\le define also the numbers 

a" = /3,,/(3,,- 1. 

T hus ao = a. T hey lie bet\\·een 0 and 1. 
Dividing (7.5) by /3,,, we obtain 

(7.fi) 

(7.7) 

T his means that a o = {a}, ... , a,,+1 = {a;:;-I} where {.} denotes the fractional 
part. !l!loreover, iterating (7.7) we recognize the continued fraction 

1 1 
a = an + ao = ao + = ao + .,----,--'--, - - . 

al + al al + a, ~a, 

\\le have also other properties of the introduced quantities. 

Lemma. 

(a) Thc (oric lltcd) arca of thc parallelogram with sidcs Cn , C,,_I is cqual to (- 1)" . 

(b) Wc havc 

Pmoj. (a) For the initial parallelogram (co, c-d it is obviolL'l. In the general case 
this area equals 

and is proved by induction using (7.3). 
(b) We have qo = 0, ql = 1. (30 = 1 which gives the formula (7. 8) for n = 1. 
T he general case is proved by induction , using the formulas (7.5) and q,,+ l = 
q,,_1 + a"q". o 
Corollary. Wc havc la - p,,/q,, 1 < l /q;' . 

T his property follows from (a) of the Lemma; (because p"/q,, - Pn+J/q,,+1 = 
(- l )n/(q"q,,+d and a lies between these two rationals) . 
(b) of the Lemma (i.e. (7. 8)) is e!luivalent to 

9.69. P roposit ion. Thc following conditions arc cquivalcnt: 

(i) L:q;;-llnq,,+ 1 < 00; 

( ; ; ) •• • ( ) df '" f.I I " .... a = - ~ I-'n nan+ 1 < 00; 

(iii) - L:2-klnwk < 00, WhCI·C w~. = minq<2k Iqa - pI. 

(7.9) 
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Proof. I3ecause q" < qn+l, an ::::: 1, from (7.3) we get 2q" < q,,+2. Similarly 
we show that (3,,+1 < (3", (3,,+2 < (3,,/2. T his means that the series q" grows 
exponentially and the series (3" decrea.<;es exponentially. T he latter implies that 
the condition <1>(a ) < co is tYjuivalent to the condition - L:. (3" In (3n+ 1 < 00 . 

\Ve estimate the expression 

1 L q,-; I In qn+ I + L (3,, - 1 In (3" I· (7.10) 

Using the formula q~~1 = (3" + (q,,/q,,+d(3n+1 = (3,,(1 + (q"lqn+da,,) (following 
from (7.9)), we have l in (3,,1 - In 2 < In q,,+ I < l in (3" I. Thus (7.10) is estimated by 

T his gives the tYjuivalence of the conditions (i) and (ii). 
\Ve see also that (i) is tYjuivalent to convergence of the series L:. q,-; 1 In (3" . \Ve shall 
show the tYjuivalence of the latter condition with (iii). 
It follows from the estimates 

L q;;lln (3n < 2· ( 2~'-1)- 1 ·In w" 

2k - ':<:;q,,< 2k 

(because the sum contains at most two terms) and 

o 

Remark. In his formulation of T heorem 9.60 in [Briu[ A. D. I3riuno writes down the 
assumption in the form lim Slip 2-" In w" = 00 and H. Cremer in lerel formulates 
it in t he form sllpq,--; l lnq,,+1 = 00 . 

9.70. Briullo's proof of the BrimlO theorem. Here we present the main idea.<; lying 
behind the proof of Theorem 9.65. 
Let J (z) = ..\z + a2z2 + ... , ..\ = e2/rio . Instead of applying the infinite series of 
changes z --+ Z + bjz], we shall apply an infinite series of changes of the form 

It means that we group the terms in series of lengths about 2~· . 
If /J.. = hk~ 1 O ... ohi l 

0 hoi 0 f 0 hoo ... 0 1t"_1 = ..\z + o",z'" + ... , m = 2" + 1, was 

obtained in the previous steps, then f ),+1 = Itk l hit" = ..\z + O(z2m- l). !o.-Ioreover, 

where I..\j - ..\1 > const·inf{lqa - pl : q = j - I} >const ,wk+ l . 
Let the series defining h, be convergent in a disc with radius p", i.e. lajl < CCf1l.8t · 

Pk j
. Then Ihjl < COllst . (P{.w,,+d- I for 2)' < j ::::: 2~·+ 1 . Taking the j-th root 
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of Ibj l's and neglecting the higher terms we obtain the following rough rule of 
decreasing of the radii of convergence: 

If the I3riUllO condition holds, then the product of the diminishing factors is con­
vergent to a positive constant . 
T he rigorous proof needs more estimates and is done using Newton's method. 0 

9.71. Yoccoz' proof of the Briuno theorem. \Ve follow IP.MI. 
1. After rescaling the variable z we can assume that we are dealing with functions 
which are analytic diffeomorphisms of the unit disc D = {izi < I} into C with the 
fixed first term e27rict z. \Ve denote the space of such functions by 5(0:). Of course, 
we can (and shall) as.<;ume that ° < 0: < 1. 
T he space S( 0:) has nice properties based on the following Theorem of Koebe: 

If f: (D ,O) --> (C,O) is an lLnivaic Ilt hoiomol7Jhicfunction with 11'(0)1 = 1, thcn 

(T he proof of this theorem can be found in IPoSz l. One passes to the chart near 
infinity. T here the univalency gives a restriction on the growth of the coefficients 
of the Laurent expansion. T he estimates for coefficients give estimates for t he 
function and its derivative. Note here that, according to the I3ieberbach conjecture 
(proved by L. de I3ranges), one has the estimates Ian I < n for the coefficients of 
the Taylor expansion of f.) 
An important corollary of the Koebe estimates is the following. 

2. Lemma. Thc SIJOCCS 5(0:) 01"C compact in thc topology of almost unifol"7n con­
vClycncc. In othcr words, thc family 5(0:) is normal. 

T he next lemma gives a nice criterion of analytic linearizability. 

:~. Lemma. f is lincadzablc iff it is stablc, i.c. iff fOI· any ncighborhood U of 0 
thcrc is a ncighborhood V slLch that f"(V) c Ufo ,· alln ~ o. 

Proof. If f is linearizable then it is stable because the linear map is stable . 
Assume that f is stable and let V be such that fn(v) c U = D , n ~ O. Then the 

family fnl v is normal. Define lin = t L:~ol ..\ -; Ji . It is also a normal family. We 
have lI"of = "\11,, + ~..\(..\-nf" - 1). 
Now it is enough to choose a convergent subsequence from {h,,} and the limit 
conjugates f with ..\z. 0 

T he authorship of the next lemma belongs to A. Douady and E. Ghys. 

4. Lemma. Thc sct of thosc 0:, fOl· which any f E 5(0:) is lincarizablc, is invariant 
with rcspect to thc action of thc group 5L(2, Z) : 0: --> ~:;t~. 
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Proof. The group 5L(2, Z) is generated by transformations of the form 0: --+ a + a 
and 0: --+ - 1/ a . The invariance with respect to the first transformations is obvious. 
Let (] < 0: < 1. \Ve shall associate with any f E 5(a) a map 9 E S (/J), fJ = - I / o:. 
T his construction is presented in F igure 14(a) . If I is a ray and f(l) is its image, 
then we add a curve if closing-up a triangle-like region <1. \Ve glue l with f(l) by 
means of f and obtain a surface, which admits a holomorphic structure of the disc 
D (see Section 1 above). T his E!(luivalence is of the form Z --+ Zl = Zl(o. + . 
Denote by 9 the map of first return to <1. It turns out to be holomorphic with 
respect to the complex structure on <1 / "'. Expressed in the cllart Zl = peiO on 
<1 / '" it takes the form 

e2r.i(jo.-l) (", p + ... = e2r. ifJz 1 + ... , 

where j = j(zt} is the moment of the first return. o 
I t is useful to pass to the chart where the punctured disc D* is replaced by its 
infinite covering; the upper half-plane H = {1m ( > O} with the covering map 
( -+ z = c h iC . 

T he lift of the map f to H ha.<; the form 

F(() = ( + 0: + L a"chin
(, 

i.e. it commutes with the translation 'id + 1. Using the compactness of the space 
S( a) (or estimates for the coefficients an ) it is possible to get the following uniform 
bound for the difference of F from pure translation. 

(a) (h) 

Im S >if F(l) m". ': I ,J !,i 
I .. ----..0---00 ' 

.. ~~~" .* 
t 

flz) 

t lz) 

Figure 14 

5 . Lemma. Then~ exists a con.s/ant C , not depending on a and F , slLch that the 
ineqlLality 

WIO - ( - 0 1 < 0/4 

holds for 

Im( > t(a) '!l:. (211")- 1 ·lno:- 1 + C. 
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T he construction from the proof of Lemma 4 can be implemented for maps on 
H. It is presented in Figure 14(b). T he line L = {( = it, t > t(a)} is identified 

with F(L). The domain 3. between L, F(L) and the straight segment (joining 
it(a ) with F(it(a )) is replaced by the domain {O::::: Re(1 ::::: L lm(1 ~ O} c H : 
(I:: a- I ( - Uta)). T he map G E 5(13), 13 = - 1/a is induced by the return map 
to .6. with the chart (I. 
Because we use the expansions of 0: into continuous fractions we prefer to get 
some map from 5(I/a). T his is done by conjugation of the map G with the map 
( = s + it --+ - s + -it, reversing the orientation. The new map will be denoted also 
by G. 
T herefore we have the transformation from 5(a) to 5(I/a): F --+ G = G(F). 
Note that if P is unstable, i.e. iterations of some points escape from the upper 
half-plane, then G is also unstable and the escape is quicker than for F. 

6. Lemma. If a point ( with Im( > t(a) cscapes from H afte)· 111 iterations of 
P, i .c. P"'(() If. H and F i(() E H , i < nt, thcn therc exists a point C with 
Im(1 > a-I[Im( - t(a) - Cd which cscapes from H aftc )· m] < m itcm/ions of 
G. }/Cf"C C l is a universal constallt such that G is well dcfillcdfor 1m( > t(a )+C I . 

7. Let us start to iterate the property of Lemma 6. Let the formulas 

define the sequence of natural numbers an and a" E (0,1) . \\le put F(I = P, 
FI = G(Fo) - al E S(ad, ··· , Fn+1 = G(Fn) - an. 
If the point (I (from Lemma 6) satisfies the inequality Im( l > t(aIl, which is 
equivalent to 

(7.11 ) 

then F ;n ' (I) If. H , F;"'(2) 1. H for some (1,(2 and (] < 1112 < 1111 < 111 . 
At the n-th repeating of this procedure the intYluality (7.11 ) should be replaced 
by Im( > t(ao) + aot(a d + aoa l t(a2) + ... + ao ... a"t(an+d + C I . Because 
t(a) = - lna/(21T) + C, (3n = ao ... a" (see the formula (7.6) above), the latter 
finite series tYluals (up to constants) the partial sum defining the series 4> (a) = 
- "L, (3" hla,,+1 (defined in Proposition 9.(9). By the Briuno condition this series 
is convergent . 
\\le claim that the region Im( > "L, j3"t(an+d + C I is the region of stability of 
the map F. Assuming the contrary, it should contain a point (0 escaping from H 
after 110 iterations of F = F(I. T his would imply existence of an infinite stYluenee of 
points (j escaping after nj iterations of Fj . ivloreover one should have an infinite 
sequence of intYlualities 

Of course, it is not possible. o 
9.72. Remark. T he above proof allows us to estimate the radius R(a) of conver­
gence of any map from 5(a). Namely we have 1<I, (a) + In R (a)1 < const . 
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9.73. Proof of the theorem of Yoccoz. 1. T he idea of the proof of T heorem 9.07 is 
to construct a map from S(o:) with a sequence of periodic orbits approaching the 
fixed point O. 13y reversing and modifying t he construction of Douady and Ghys 
one successively inserts fixed points near O. In the next modification this fixed 
point becomes periodic and a new fixed point is inserted. 
T he reversing of the construction F ___ C(F), i.e. the transformation G ___ F(C), 
is presented in Figure 15. 
Let C E~5((3), (] < (3 < 1, and let a be a positive integer. We put 0: = ((3 + a)-I 
and let G = C +a. 

(a ) (b) 
o 

A 

f--~-I i, i • 
A 

Figure 15 

\Ve have the half-line II = {( = 'it, t > to}, its image h = G(ld, the half-line 
l:J = {it, t < to} and the half-line 14 = [3 + [CO to) - 'ito] . These curves bound a 
domain A, close to a vertical strip. Identifying the sides of this non-straight strip, 
we would obtain a surface AI"" with a holomorphic structure of C ' . 13ecause we 
want to have a disc, we delete from AI"" a disc Z around 'ito of size 0(1), a.<; in 
Figures 15(a) and 15(b). Thus (AI "") \ Z is the same as a doubly punctured disc 
D \ {O, A}: ioo is sent to 0 and - ioo is sent to a point A. The set Z is sent to the 
outside of D . (Of course, (AI "") \ Z can be next covered by H .) 
Let us define the dynamics on (AI "") \ Z, as induced by the translation id + 1. 
13ecause C commutes with id + 1 and 14 is a translation of l:J, we obtain a well­
defined map of the quotient (A/ "") \ Z. We denote it by F = F(C). It is easy 
to see that F E 5(0:) and that F ha.<; two fixed points in D : 0 and A (see Figure 
15(c)) . Therefore Ke have inserted a new fixed point. 
13efore exploring this construction we have to perform some estimates. \Ve want 
to insert the fixed point A as close to (] as possible. However there are some 
restrictions implied by the geometry of the closure of (A/ "") \ Z. \Vhen we delete 
from it a disc containing (] and A, then we obtain a domain A l in form of an 
annulus. 
T here is a conformal invariant of an annulus, the modulus equal to m = In(Rlr) 
(see 9.14 above). 
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T he modulus of the ring Al is of order - In IAI. On the other hand this modulus 
can be estimated from F igures 15(a) and 15(b). The domain Z is of order 0(1) and 
the domain A is of order O(a) = O(a- I ); (it is the width of A). T his implies that 
the modulus of A I is of order In a . The rigorous proof uses the estimate from 9.14: 
m::::: L2 /5, where 5 = f fA-A, p, L = inf f-yp, where p() > 0 is some function 

and ,..'s are paths joining the two components of the boundary of AI. Yoccoz [Yoe[ 
uses p(e) = l /K - (j l (in the (-plane) . 
T his allows us to get the estimate IAI < const ·a. This estimate, expressed in terms 
of coordinates at the upper half-plane, says t hat we have the fixed point (0 of F 
and satisfying 

Im(o > t(a) - C2 

where t(f3) = - (lnf3)/(27r)+C is the same as in the previous proof and C2 is some 
universal constant. 
Notice also that if C has some per iodic orbit, then F also has a periodic orbit. 

2. Lemma Let 0 < f3 < 1, a be a positive intege1', a = (1'3 + a)-I and C E 5(1'3). 
Tlw'C exists F E 5(a) sl1ch that: 

(i) F has fixed point (0 with 1m (0 > t(a) - C2 . 

(ii) If C has a periodic OI'bit with the !"Otation n1Llnbe,· p/q (i.e. cq() = (+ 1'), 
then F has a periodic OI'bit with the rotation numbe1' (a + 1'/q)-1 and SlLch 
that 

min lin Fi (') > a . min 1m C ; (e) + t(a) - mllst . 

3. Let a" and an be the sequences defining the continued fraction expansion. For 
any natural m we construct series of maps Fm,m+l, Fm,m,"" Fm,(] as follows. 

Fm,m+! = ( + am+ 1 E S(am+d, Fm,m = F(Fm,m+d (with a = Qm+d and other 
maps are constructed in the same way: F",,/ = F (F""I+d . Thus Fm ,(] E 5(a). 
r-.-roreover, each Fm ,o has per iodic orbits with rotation numbers equal to the reduct 
IJ,,/ q" of the continuous fraction. The imaginary parts of such orbits are estimated 
from below by '" L;~If3i_dlna;l . Because the Briuno condition fails the latter 
series tend to infinity. 
Now we choose a convergent subStYluence from the sequence Fm .(] . Its limit is just 
the F we are looking for. It has infinite series of periodic orbits with arbit rary 
large imaginary part. T hese periodic orbits form obstacle to the linearizability of 
F. 0 

\Ve shall apply the theorems of BriUlIO and of Yoccoz to germs of analytic planar 
vector fields with singular points of saddle type without resonance 

± = aX(l + ... ), iJ = - y(l + ... ), (7.12) 

where 0: is irrational. 
As in the resonant case (see Section 6) one associates with the analytic separatrix 
x = (] the monodromy map.6.: (C,O) --> (C,O), .6.(x) = e-h;"x + .... Theorems 
9.62 and 9.65 imply the following. 
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9.74. Theorem. If n satisfies the ilriuno condition, then any genn (7.12) is ana­
lytically 01"bitally linearizable. 

If n does not satisfy the I3riuno condition , then we cannot simply apply the T he­
orem of Yoccoz, T heorem 9.67. \\le should have the realization theorem; any germ 
of a non-resonant one-dimensional map is realized as a holonolllY map of a certain 
hololllorphic foliation with saddle singularity. Such a theorem wa,<; proved by R. 
Perez....ivlarco and Yoccoz IP.MYj (see also IEISVI) . 

9.75. Theorem. Let 0: be irmtional. The COl'1"CsIJondence: 

gcnn of vector field (7.12) -+ the germ L1 of its monodromy 

is sUljective. This implies that if n docs not satisfy the Briuno condition (7.2), then 
there exists a germ (7.12) of a vectol" field which is not analytically lincarizable. 

As in the case of resonant nodes we do not present t he proof of this result. It relies 
on gluing together certain domains with standard foliations and application of t he 
theory of almost complex structures to get a holomorphic foliation. 



Chapter 10 

Holomorphic Foliations. Global Aspects 

§1 Algebraic Leaves 

\Ve study holoillorphic foliations in CP'l (and in other general projective alge­
braic surfaces). Any such foliation F ill Cp2 is defined as the phase portrait of a 
polynomial vector field ill each affine chart 

or of a Pfaff equation, w = 0, 

w = Qdx - Pdy 

(P(x,y),Q(x,y) - polynomials). T he leaves (i.e. the pha.<;e curves with complex 
'time' ) are either Riemann surfaces or singular points. 

10.1. Definition. The degree of the foliation F ill Cp2 is the number of tangency 
points of the leaves of the foliations with a typical projective line. It is denoted by 
degF 
An €(Iuivaient definition relies on the following alternative: 

(i) either deg V = n and the highest degree homogeneolL<; part of V is not of the 
form [( E, where 

E = xiJ" + yay 

is the Euler vector field and J( is a homogeneous polynomial of degree n - 1; 

(ii) or V = [{ E + (lower order terms). 

In the case (i) we have degF = n and in the ca.<;e (ii) we have degF = n - 1. 
T he space of foliations of given degree can be identified with some Zariski open 
subset of a projective space CpN; we take the space of polynomial vector fields 
of given form and identify two vector fields which differ by multiplication by a 
constant. 

Problem. Prove equivalence of the two definitions. 

10.2. P roposit ion. Any holomoryJhic foliation of degree n has n2 + n + 1 singular 
points (mlLltiplicity cOlLnting). 
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Proof. It is enough to prove this proposition separately in the cases (i) and (ii) 
with generic P, Q. 
In the case (i) there are n 2 finite critical points. At the line at infinity, denoted by 

there are n + 1 critical points; in the projective coordinates z = I/x , y = y/x near 
LeX) = {z = O} the foliation is given by 

- -z = zP. ti = Q" - u P" + z( .. . ), 

where the polynomial Q" - uP" is of degree n + 1. (Here P = z" P(1/ z, u/ z) = 

/5" + 'i ... )) . 
In the case (ii) the intersection number (in CP2) of the algebraic curves, defined 
(locally) by P = {] and by Q = 0, is ('(Iual to n 2 (by the Bezout theorem). However, 
because F is non-singular at Leen we must delete from this intersection number 
t he intersections at infinity. These intersections are given by 

- -where P" = [( , Q" = uf(. Thus we have n 2 - (n - 1) 
singular points. 

= (degF)2 + degF + 1 
o 

10.3. Definition. An algebraic curve 5 is called invariant for the foliation F if it 
forms a union of leaves of F. 
A (complex) I-dimensional leaf L is called algebraic if its topological closure forms 
an invariant algebraic curve. 
If the invariant irreducible curve is given (in an affine chart) as a zero of a poly­
nomial S = U = O} (f - irreducible), then we have 

where the dot means derivative with respect to the vector field, I"P + fyQ. and 9 
is a polynomial of degree n - 1. 
Note that when two curves II) = (] are invariant, then we have ;k(lIh) = (9) + 
92)fd2 and hence fd2 = {] is also invariant. One can take also powers p and 
extend the definition of invariant algebraic curves to non-reduced curves (with 
nilpotent elements in their local rings.) 

10.4. Examples. 

(a) The vector fields with invariant line y = (] are of the form ::i; = P, iJ = yQ). 
The corresponding P faff forms are yQ) - Pdy. 

(b) The line at infinity is invariant in the case (i) and is not invariant in the case 
(ii) (see Definition 10.1). 
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(c) The level curves lJ (x, y) = const are invariant for the Hamiltonian vector field 
X H = lJ yOx - llxOy (or for the Pfaff e(luation dlJ = 0). 

These curves are also invariant for AI-IXII (and A/-1dlJ = 0) where 
III is the integrating multiplier and lJ is the first integral. 

(d) The P faff equation gdf + fa = 0, with polynomial 9 and polynomial I-form 
a, has invariant curve f = O. 

10.5. Theorem of Darboux. ([DarD If a polynomial vector field of degree n ha.s 
r ~ 1/.(1/. + 1)/2 diffen~nt affine invariant algebraic curves f; = 0, then it has a first 
integral of the fo r11l 

(1.1) 

whef"C Gj E C. 

Proof. We have f; = g;fi where gi belong to the 1/.(n + I)/2-dimensional linear 
space of polynomials of degree S; 11 - 1. Thus they are dependent, L aig, = O. But 
this means that L ai(ji/ fi) = 1r(ln £1 f; ' ) = O. 0 

10.6. Definition. T he functions of the form (1 .1 ) are called the Darboux functions. 
T he functions of the form 

with rational 9 and polynomial fi' are called t he generalized Darboux functions . 
T hey can be obtained as limits of Darboux functions. 
If lJ is a Darboux function, then the vector field 

VII = III-IX lI = L aiXJ; TI h, 
j":f. i 

where Al = £1 ft ,-I, has first integral lJ and invariant algebraic curves fi = O. If 
lJ is a generalized Darboux function, then also Xli is of the form M-l times a 
polynomial vector field, with 11 as first integral and the curves fi = (] a.<; invariant 
algebraic curves. Also the polar curves of 9 (i.e . 9 = (0) are invariant. 

One can generalize the Darboux theorem to a smaller number of curves but of 
rather general type. In order to do it we begin with a demonstration that Example 
1O.4 (d) is rather typical. 

10.7. Proposition. 

(a) If an affine algebraic curve f = 0 is smooth and inva7iallt with l"Cspect to 
the Pfaff equation w = 0, then there exist a polynomial 9 and a polynomial 
I -for11l a such that 

w = gdf + fa. 
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(b) If the curve f = 0 is not smooth, then we have 

hw = gdf + f n 

fo ,· SO Jlte polynomial h. 

(c) If f = 0 has only double points (i. e. tmnsvel·sal self-intel·sections) as singlL­
larities, then we can choose the function It in (b) as any polynomial vanishing 
at the double points. 

Proof. (a) T he I-forms wl/=o and df l/ =o have the same kernels and hence are 
proportional. ~·loreoveL by the smoothness a.<;sumption, dfl/=o is nonzero. T hus 
(wld!) I/ =o is a regular function on f = 0 with polynomial growth at infinity. It is a 
polynomial function on an affine algebraic curve. The ring of such functions is the 
quotient Clx, v]/U); (note that due to smoothness the curve f = 0 is irreducible) . 
T his means that (wld!) I/ =o is a restriction of some polynomial 9 to the curve. 
T he I-form w - gfd (defined in ( 2 ) vanishes at f = 0 and must be of the form 
fa . 
(c) If f = (] ha.<; a double singular point p with two local branch es, then the function 
(wld!) I/ =o is regular at any of the branches separately. However their values at 
l' may disagree. In order to avoid this difficulty one multiplies w by a function 
vanishing at p. 
(b) \\le choose affine coordinates such that fy ¢ O. Let w = Qdx - Pdy. From 
the formula df = fxdx + fydy we calculate dy = (df - {"dx)1 fy and substitute 
it to w. \\le find fyw = - P df + (P f", + Qfy)dx where Pfx + Qfy = j = kf 
(the invariance of f = 0). This gives the formula from the point (b) with h = f y , 

g =-P,n = kdx. 0 

The above proposition ha.<; generalization to the case of many invariant affine 
algebraic curves II = 0, ... , fr = 0 of degrees k" ... , kr . \Ve put here the following 
restrictions on their relative positions: 

(i) they are smooth (in CP 2 ), or 

(i)' they have only double points as singularit ies: 

(ii) they intersect each other transversally in C2 and there are no triple intersec­
tions; 

(i ii ) they intersect the line at infinity transversally and at different points . 

10.8. P roposition. 

(a) Unde l· the assumptions (i) and (ii) we have 

when~ h == 1, 0: is a polynomial I -fOl"711 and gi arc polynomials. 

( 1.2) 
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(b) Undc I' assumption,s (i)' and (ii) thc '·C]JI'Cscntation (1.2) holds for any poly­
nomial It vanishing at thc double singulG1· points. 

(c) Let n = deghw and k = L k; . If additionally cOllditioll (iii) holds, then n 
alld g; ill (1.2) can bc choscn slLch that 

dega:::::n - k, deggi:::::n - k + 1. 

In particular, if n = k - 1, then thcI'C is a DG1·boux fi,'st integral and if 
n < k - l, thcn w :: 0. 

Proof. (a) We repeat the proof of P roposition 1O.7.(a) and we obtain a holomorphic 
function (wld;!)I!; =o on any curve j; = O. T he intersection points fi = Ii = 0 
are singular points of the foliation; w vanishes there and also (w / dj;) !f.=o vanishes 
there. Thus (wld!) !!; =o = gi(O # i fi)!f .=o where gi is holomorphic 011 the curve 

fi = O. As before we extend gi to a polynomial in (:2 (denoted still by gi) . T he 

I-form w - L i gi (Oi;<ii fi) dfi vanishes at each fi = 0 and is divisible by the 

product of fj's . 
(b) As in the proof of Proposition 1O.7. (c) we show t hat (hw/dfi)!!; =O are holo­
morphic at fi = O. T he further proof is as in (a) . 
(c) Of course, the representation (1.2) is not unique; one can replace gi by gi - fie; 
with simultaneous replacing of a by a + cidfi . 
The transversality condition at infinity m eans that the highest order homogeneous 
parts fu. , of the polynomials fi have only simple linear factors ajx - (3jY (cor­
responding to the points ((3 j n j: 0) E Leo ). Moreover, the set of intersection 
points for different curves do not intersect each other. This implies the following. 
Along any branch of fi = 0 going to infinity we have 

(here x is a point on {Ii = O} C (:2 tending to infinity). 

\Ve have (hw)I!.=o = gi (Oi¥i fi) df;I!.=o. This implies gd !;=o = O(lx ln-k+!) . If 

cleggj > n - k + 1, then its highest order homogeneous part is divisible by the part 
fi , ~· , of fi . \Ve can represent gi as g'f; + g" with clegg" < degg. Next we apply 
the same to g", etc.: until we obtain the degree ::::: n - k + 1. 

Ifdeggi::::: n - k + 1, then the form w - Lgi (OJ;<iiiJ) dj; is of degree ::::: n . This 

means that n (from (1.2)) has degree::::: n - k . 
If n = k + 1, then n = 0 and gi are constants. The function 0 ff' is the first 
integral. If n < k + 1, then a = 0, g; = O. 0 

Now we are prepared to prove the result of .1ouanolou about absence of algebraic 
invariant curves for certain foliations in CP2. Namely, .1. P. JOllanoioll considered 
the following system (writ ten in homogeneous coordinates): 
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In the affine coordinates x = XI / X:I, Y = X2! X3 we have 

:i; = 1 - xy", if = xt! _ yn+l. ( 1.3) 

\Ve see that the degree of the corresponding foliation is 8(!ual to n. 
Note that if n = 1, then the line XI + X2 + X;\ = 0 is invariant. Generally, any 
foliation of degree 1 has invariant algebraic curve. Indeed, with a singular point 
at X = (Xl, X2) = (0,0) we have:i; = Ax + [(x)x, where A is a matrix and [(x) is a 
linear functional. Transforming A to the Jordan form we obtain an invariant line. 

10.9. Theorem of Jouanolou. ([Jou]) If n ::::: 2, then the vectOl· field (1.3) does not 
have algebmic invariant curves in CP2. 

Proof. We follow the work [Zo5]. 
1. Lemma. The vector field (1.3) admits actiolls of the th,·ee grollpS .'l.2, .'l.;\ and 

.'l."'+n+l. 

Proof. The generator of.'l.2 is the usual conjugation p : (x, y) ____ (x , jj) . T he gener-
ator of .'l.;\ is obtained from the cyclic permutation (in reverse order) of the homo-
geneous coordinates and reads as (x, y) ____ (y! x, 1/ x) . (After this transformation 
we get a rational vector field and we have to multiply it by some polynomial, but 
such operation does not change the phase portrait.) The generator of .'l."'+,,+1 is 
given by 

o 

2. Lemma. 

(a) The vector field (1.3) ha.s n2 + n + 1 singulal· points 1Jo = (1,1), Pi = aipo, 
j = I, ... ,n2 + n. 

(b) The eigenvallLes of the lineal" parts of the vector field (1.3) at the points Pi 
aI"C equal to ..\1 ,2 = 4( - n - 2 ± in J3)(nJ, i = .;=T. 

(c) For any 1Jj thel·e m"C ollly two locally analytic C1L1'Ues tangent to the veetol· 
field (1.3) and passillg through 1Ji; they intel·sect one another transvel·sally. 

(d) The line at infinity lco is not invariant for the vector field (1.3). The tmjec­
tories of (1.3) cross L"", tmll.sversally, except the tmjeetory ,.. going through 
the point (1 : 0 : 0). The,.. ha.s its l"Cal part ,..R, part of which lies in the first 
quadrant L1 = {x,y,z > O}. 

(e) The only sillgulm· poillt of the vectol· field (1.3) in R2, Po, is a stable focus 
alld all tmjeetories stm·ting at the first fjlLadm.nt tend to 1Jo. NOlle of these 
tmjectOl"ies is algebraic. If n is even, then none of the ,·eal l-dimensional 
tmjectOl"ies is algebraic. 
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Proof. (a), (b) and (c) are standard. 
(d) In the (x, z)-chart we have ilL"" = 1 > O. In the (y, z)-chart we have ilL"" = y" 
and near the point z = y = 0 we have ~~ = y" + . So the equation of the 

t rajectory,.. is z = "~l yn+l + ... and ,..lR n {y > O} is in .6.. 
(e) The type of Po follows from the point (b). To prove that Po is contracting all 
points of .6. we notice that at the boundary of .6. the vector field (1.3) is directed 
into inside of .6.. Next, the divergence of this vector field is equal to - (n + 2)y" < {] 
and, by the Dulac criterion (T heorem 6.8), .6. does not contain limit cycles and 
the point 1'0 is contracting at any point of .6.. Therefore the trajectories in .6. are 
spirals and cannot be algebraic. 
If n is even, then all this holds for any trajectory starting at IRP2 \ (1: 1 : 1). 0 

3. Corollary. A ny irreduciblc inva7iant algcbmic C1L7"VC Ii = {] of thc VCC/OI' field 
(1.3) satisfics propc1·tics (i)', (ii) and (iii) p1'cccding Proposition 10.8. 

4. Suppose that 50 is an invariant irreducible algebraic curve of the vector field 
(1.3). Of course, the curves <7 i (50 ) = a i 50 and pai 50 are also invariant. (It may 
happen that a i 50 = 50 or pai 50 = a i 8 0 .) 

Let us estimate the total number of intersections of these curves with L oo. If 
ao E So n L oo , then we get the points <7

i ao and paiao, i = 1, ... ,n2 + 1£. 

\Ve have ao = (xo : Yo : 0), XoYo i= 0, because otherwise ao ,,"ould be one of the 
corners of .6. and its phase curve would be a spiral. T hus fl{) = (1 : Yo : 0) and 
aao = (1 : ("+ lyO: 0). 
Next, it is possible t hat the set {paiao};=O.I, ... intersects the set {aiao} . But then 
it includes a real point, which cannot occur for n even, (see Lemma 2(e)) . 
Let 8 0 , 8 1 , ... be all irreducible invariant algebraic curves for the vector field (1.3), 
U a' 50 uU pa' 50 C U 5;. The sum of their degrees is equal to the number of their 
intersections with the line at infinity. 
T herefore k = L deg 8 i ~ n 2 + n + 1 for n odd and k ~ 21£2 + 2n + 2 for n even . 
By Corollary 4 the a.<;sumptions of Proposition 10.8 hold. We apply it with II = 
(1 - xy") (the first components of the vector field (1.3 )) and with w = (x" -
y,,+ 1 )dx - (1 - xy")dy . We get deg hw = 2n + 2. It is smaller than k - 1 for n ~ 2. 
T herefore w == ° (see P roposition IO. S.(c)) . 
T his contradiction completes the proof of Theorem 10.9. o 

Before formulating and proving the next result (genericity of foliations without 
algebraic leaves) we present some information about line complex bundles, their 
Chern classes and divisors on complex algebraic manifolds. T hese are the standard 
tools for studying algebraic manifolds . \Ve shall treat them shortly; for more details 
we refer the reader to the book of P. Griffiths and J. Harris [CH]. 

10,10, Line and vector bundles, Chern classes and divisors, 
1. The first Chcnl class of a line bUlldlc. A line bundle L on a complex manifold 
M is a complex holomorphic vector bundle with I-dimensional fiber. Locally (over 
U", c M) it is isomorphic to U", x C with the transition diffeomorphisms of the 
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form (x,() --+ (x,{a ,rAx)() over Ua n UfJ . Here C. ,j3 (x) are nonzero holomorphic 
functions, sections of the sheaf 0 ' . T he line bundle L has its inverse (or dual) 
L- i = LV = L* with the transition functions {,;;- ,~ . The line bundle L 0 L' has 

transition fUllctions (" fJ . {~,j3 ' 
T he system { = ((" ,fJ) defines a l -cochain with values in 0 ' . It is a cocycle, 

(' ,flf.{J,/ "/ .c< = 1 and defines an element of the first Cech cohomology group 
[() E lJ 1(M,O*). Note also that if f. is a coboundary, i.e. C ,(3 = c'!(fJ' then 
the mappings (x, z) --+ (x, (.(x)z) in Ua x C define a diffeomorphism of L with 
trivial bundle M x C. T hus the space of line bundles modulo isomorphism is the 
same as the above cohomology group. 
\Ve have the exact sequence of sheaves 

o_ z _ o'=l'o' _ 0 

where exp = exp(211"i·) and Z is the locally constant sheaf. I3y Lemma 3.29 (in 
Chapter 3) it induces a long exact sequence of cohomology groups. In particular, 
we get the homomorphism 

I3y definition, the firs t Chern class of the bundle L is CI (L) = 8l{j . 
We describe this class in terms of the transition cocycle (" ,(J' This cocycle is 
an image of some cocycle with values in 0, i.e. ho,(J = (21Ti)- lln (' ,(J ' \Ve take 

its Cech coboundary ka ,(J ,""{ = h" ,(J + " fl,""{ + " ""{,C< ' \Ve have expk = 0 (it €(IUals 
ill 0 exp II = ill { = 0) which means that kc" ,fl. ""{ takes integer values and defines a 
2-cocycle with values in Z . We have cdL) = lka,(J,rJ. 

2. EX1J1"ession of Cl in tenns of the connection and the higher Chem classes fOI' 
vectol' bundles. I3y the de Hham T heorem 3.24 the group JJ 2(J\1,Z) is included 
in the group JJ3R(.H,C) of de Hham cohomologies . It turns out that the 2-form 
representing CI (L ) is the curvature form of any holomorphic connection of the 
bundle. 
A connection in L tells us how to lift vectors from Tx .H to T(z ,() L and is locally 

(over Uo) given by the formula "Ii _ (-Ii, (0, v)(), where 0 = 0" = 'LOidxi (without 
dXi'S) is a smooth I-form called the connection f0 1"71I . Such a connection is com­
patible with the comlllex structlLl"e of I\I. The connection says how to differentiate 
local sections s(x) of L: \7s = ds + 0$. This differentiation extends to differen­
tiations of k-forms on I\1 with values in L. If L is equipped with a hermitian 
metric (we shall assume this) then the connection is compatible with the Inctric 
iff d(s,s') = (\7$,$') + (s, \78') . T he operator \72 = dO - 0 A 0 is the 2-form of 
the curvature e of the connection. I3ecause 0 is of type (1,0) its compatibility 
with the metric implies that e is a hermitian matrix of (1, I)-forms. In one di­
mension e = dO is a (1, I )-form with real coefficients (its (0, 2)-part is zero and 

- T 
8 + 8 ~ 0). 
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In the ca.<;e of vector bundles (many dimensional fiber), the I-form 0 takes values 
in the Lie algebra gl(m, C) (or in the Lie algebra of the structural group of the 
bundle). In such a case B is a (1, I)-form with values in this Lie algebra. 
T he connection forms, written in different trivializations, are related by the gauge 
transformations: Oa = (',fJO fJC',~ + d(a ,fJ .( .;;- ,~ (or 0", = 0f3 + dln(a,fJ after identi­
fications). T his implies that the differences between connection forms in different 
trivializations are fflual to Oa - OfJ = dln(o ,fJ = ha ,fJ and that B is well defined, 
dOa = dOf3 . 
To show that cdL) = B , we must repeat the proof of the de Rham theorem. 
\Ve have two exact sequences of sheaves 0 -+ Zl -+ [I -+ Z2 -+ 0 and 0 -+ 

IR -+ [ 0 -+ Zl -+ 0, where [i are sheaves of smooth forms (with zero positive 
cohomology groups) and Zi are closed forms. T he long exact sequences give the 

isomorphisms 11°(Z2)/dJJO([I) ~ I1I(Z I) and JJI(ZI) ia. JJ2(1R). 0ne checks 

that !ldB) = (OfJ - 0",) = - (h"' ,f3 ) and !l2(h) = (ka,fJ,l' ) (see the previous point). 
T hus we get 

In the case of multi-dimensional complex vector bundles one defines the higher 
Chenl classes Cj as the de Rham classes of the (j,j)- forms trAj(iB/2rr). It turns 
out that these forms are closed and their cohomology classes do not depend on 
the choice of the connection. 

3. Line bundles associated with divisol"s. If V c M is a codimension I algebraic 
irreducible subvariety of an algebraic variety AI, then we can associate with it a 
certain line bundle IV] as follows. If locally V is given by the tYluatiolls fa = 0, 
then we define the cocycle (a ,f3 = fa/ ffJ with values in 0 ' . T he cocycle (() defines 
the line bundle L = IV]. 
T he divisor 011 M is a finite formal sum D = L 1tj Vj of hypersurfaces with integer 
coefficients . If /j ,c< = 0 are the local tYluations of the hypersurfaces Vj, then the 
cocycle (a ,f3 = n (fj.a/ hfJ)"j defines the linear bundle ID]. 
If f E C( 1U) is a meromorphic function on M, then we a.'lSociate with it the divisor 
(f) = L v ordv f · V of zeroes and poles; here ordv f is the order of zero of f at V 
or minus the order of pole of f at V. The (f) is called the plincipal divisol". 1\\'0 
divisors whose difference is a principal divisor are called linearly equivalent. 
It is easy to see that the line bundle associated with a principal divisor is trivial. 
T hus we have a homomorphism from the group of classes of divisors Di'l! (1U) to 
the group (with respect to 0 ) of line bundles, called also the Picard group P ic (M). 
T here is a reverse homomorphism defined as follows. Let $(x) be a meromorphic 
section of a line bundle L. Then we a.<;sociate with L the divisor (s) of zeroes and 
poles of the section $ . We have I('~)] = L. 

4. Theorem. The Chern class of the line bundle associated with a hypersurface IV] 
is the coo1"ientation class of V. 

\Ve prove this theorem only in the ca.<;e when AI is I-dimensional. Then V = l' is 
a point and the thesis of T heorem 4 means that (i/2rr) Iu B = 1. 
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Note that we can choose the covering consisting of two open sets UI = {Ixl < I} 
and U2 = AI - {l xl ::; 1! 2}, where x is a local coordinate Ileal" p. T hen h = x, 
h = 1, {1:2 = x and the (local) sections of the bundle L = UJ] can be identified 
with gerlll~ of holomorphic functions vanishing at 1J. (Note that any global section 
of L is identically zero, HO(M,O(L)) = 0.) 
Let e = e(x) be a local nonzero section of a line bundle L (defining local trivial­
ization) and let 0 be the collnection form expressed in the basis defined by c, i.e. 
'V (>' . e) = (d)" + 0>.)· c. Then we have 0 = 0111 Je J2 and 

( 1.4) 

I t is proven by developing the formula dl).cl2 = (\7 ().c),'\e) + ().c, \7 ('\e ) for any 
section .5 = >.e(x). Above fJ = dzoz , 1) = dzE/z, d = fJ + 8, de = 0/411")(8 - 8). 
rV[oreover, the formula (1.4) holds also in the multi-dimensional case. Note that 
e(x) ~ ° can be chosen arbitrarily. 
\Ve choose e(x ) = x in U1 and e(x) = 1 in U2. We have 

(i/21T) {8 =- lim { ddC lnle l2 = lim { d"ln lx I2 = 1. I \f <~() )M \{l xl «) )Ixl=< 

T he proof in the general case is not much more complicated (see IGHI). 

5. Chenl cla.sscs of linc bundles OIlC'· C1L1't1es . If L is a line bundle over a Riemann 
surface M, then Cl (L ) can be treated as an integer number, the value of the Chern 
class on the fundamental cycle of 1\1 (or as the integral of the curvature form over 
AI). In this case cdL) is the number of zeroes minus the number of poles (with 
multiplicities) of any meromorphic section of the bundle. 
Here Cl (L) is called also the Eu/e,· class of the bundle or the dcgrcc of the bundle. 
One can see that cd L ) is equal to the self-intersection index of the zero section 
M ---+ L,x ---+ (x,O) . Indeed, the self-intersection index (M,M)L is the index of 
intersection of M with a typical small continuous section t(Al) of L. One can 
construct such a section from a meromorphic section s(x). 
\Ve have t(x) = s(x) outside small discs around poles of s . In any disc around 
a pole we have s(x) = x-"': we replace it by t(x) = const·xm. The section t(M) 
intersects M in the zeroes of 8, with index equal to the multiplicity of the zero, 
and in the poles of s, with index equal to minus the multiplicity of the pole. 
T his topological definition of the Chern cla.<;s allows us to extend it to topological 
fibrations whose fibers are either real planes or circles and with transition maps 
taking values in the group 50(2). 

(i. Thc Chcrn cla.ss of a nonllol bundlc of a CUI'tIC in a swioce. Let V C 1\1 be 
a smooth algebraic hypersurface in an algebraic manifold M. The normal bundle 
N v = TvA1/TvV on V is a line bundle. It turns out that 

Nv ~ [Vll v 
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(the adjunction formula), i.e. the bundle (on AI) defined by the divisor V c AI 
and restricted to V. 
\Ve shall show that N~ 0 [V] is a trivial bundle, which is equivalent to the ad­
junction formula. Let V be locally defined by fo. = O. The forms dfo. define local 
sections of Nit. i .... !oreoveL dfo. = d((."', fJffJ) = (."' ,fJdffJ on V. Thus df", are trans­
formed in the same way as the sections of the bundle [V ], defined by (.o. ,fJ = f",/ ffJ . 
T his means that they should be treated as sections of [VJlv with coefficients in 
N v, df", = df 0. 0 1. In this way we get a global section s of N~ 0 [V ]. This sec­
tion nowhere vanishes. T he latter fact allows us to construct a trivialization of 
N~ 0 [V]: V x C 3 (x, z) -+ Z8(X) . 
Let now V be a curve S in an algebraic surface 111. By 5., cJ(Nv ) is the self­
intersection index of Sin Ns as its zero section ; (it follows also from the adjunction 
formula ). This is the same as the index of self-intersection of S in 111, 

CJ(Ns) = (S,S)M . 

7. Examples. If j\f = C P" and 11 :::: Cp,,-I is its hypersurface, then the corre­
sponding line bundle [H] is 0(1) (see also 8.42). For example , let 11 = {XI + 
X2 + X:l = O} in C P2 = {(XI X2 X:l)} ' \Ve take the covering of AI by: 
U:1 = {X3 '" O} (with the coordinates X = xl/ X3, y = X2/ X:l), U2 = {X2 '" O} (with 
v = XI/X2,W = X:l/X2) and UI = {Xl'" O} (with It = X2/X],Z = X3/Xt} . T hen the 
line 11 is given by the equations h = 0, where h = X + y + 1, h = 1! + 1 + w, 
fl = 1 + It + z . The line bundle [11] is given by the cocyele f.ij = f;j fj = Xj/x;. 
All linear homogeneolL~ functions I(XI,X2,X:l) can be treated as global sections of 
0(1). Indeed, putting Ii = l(XI/Xi,X2/Xi,X:l/X;) as local sections of 0(1 ) in Ui, 
we find that Ii = (.;i j . 

If V is a hypersurface of degree d, then (V] = O(d) = O(I )<&d with the transition 
cocyele f.ij = (Xj/Xi)d and with a space of global sections isomorphic to the space 
of homogeneous polynomials of n + 1 variables of degree d. 
If II is as above, then the space tangent to II above U:1 is isomorphic to the 
space of pairs ((x, y), (1/, p)) E C 2 X C 2 , SUell that h(x, y) = 0 and (dh, (1/,p)) = 
0, i.e. 1/ + p = O. The normal bundle Nfl (with the projection Nfl -+ 11 ) can 
be identified with the space of points ((x,y),O'V/:J) = ((x,y),(O,O)) (with the 
projection (I/,p) -+ t (lJ + p)(l, 1)) . Above UI we have also Nfl = {((It,z),>'( I , I ))} 
with the same projection. 
T he t ransition function (x, y) -+ (It, z) = <P 3 1 = (y/x, l /x) has its derivative 

D<P31 = ( =~~ ~) as its transition matrix for the tangent bundle. Because It = 

- z- 1 at II one sees that the action of D1':ll on NJ/ is 0(1, 1) -+ zO(I, 1) (mod T ll ): 
the vector 0(1, 1) above U I is identified with - z- I O( I , 1). T hus the transition map 
is of the form f.31 = Z-I = XJ!X3, the same as for [ll]. This explains the adjunction 
formula. 
T he bundle [{M = nAf = A"T/:o/' n = dim 111 is called the canonical bundle. \Ve 
have [( = 0( - 11. - 1) for Al = CP" . In the ca.<;e n = 2 we have dltAdz = z:ldxAdy 
in UI n U3 and the transition map for [{ is (.ij = (Xj/Xi)-:l 
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\Ve look also a little bit at the tangent bundle to Cp2, TlwlCp2. Its transition 
operators are the matrices Dq' ij defined above. T his bundle has global sections. 
For example, the constant vector field aiJ", + blJy in U3 is identified with z(b ­
au)O" - uz2 {)z in U I n U3 . The latter vector field is divisible by z . 
If we want to represent foliations of CP2 a.<; sections of a certain hololllorphic 
vector bundle over C P2, then the bundle T = Thol is not a good choice. However, 
when we take the tensor product T ® 0- 1

, then the tensor field (aa" + b{}y) ® 1 
in U:1, (b - au)8,. - azoz ) 0 1 in UI (and analogously in U2) represents a global 
section of the bundle T 0 O( - 1). On the other hand, this system of vector fields 
represents a holomorphic foliation of degree O. Qne can see that, instead of the 
constant initial vector field, we could lL~e the general vector field giving a foliation 
of degree 0: (a + cx)O", + (b + CY)Oy, transformed to (b - all)o" - (c + az)Oz. 
Generally a foliation of degree d is a global holomorphic section of the vector 
bundle 

Now we pa.<;s to holomorphic foliations on algebraic surfaces and their invariant 
algebraic curves. 
Let F be a holomorphic foliation defined in a smooth algebraic surface 111 by a 
Pfaff tYluation w = O. Assume that S c .H is an algebraic curve invariant with 
respect to F. 

10.11. Definition. Let pES be a singular point of the foliation. The point p can 
be a singular point of the curve S or not. In any ca.<;e S can be decomposed near 
5 into certain irreducible local components Bj , j = 1, ... , s, each homeomorphic 
to a disc; there is a parameterization D --+ Bj (homeomorphism analytic outside 
0). 
Let B j = {lj = O}. By P roposition 1O.7(b) we have hw = 9rifj + fJa, where 9, It 
are analytic functions and a is an analytic I-form. 
\Ve define the Cam acho- Sad index of the branch Bj with respect to F a.<; 

i(B,F) ~ 21 ~ 
J 211"·1 "'1 9 

where I is a positively oriented loop in Bj , generating the fundamental group of 
B j \p. Qne can see that this definition does not depend on t he above representation 
of the P faff form, i.e. on the change 9 --> 9 - k/j, a --+ a + kdfj. 
We define the Camacho- Sad index af the curve S wilh f"C.Spcct to F as 

C(S,F) ~ LLi( B"F) 
Ii B j 

(the sum over singular points of:F and local branches of S) . 

10.12. Examples. If 5 is smooth near p, i.e. S = B = {y = O} , then we have 
w = y(Qo(x) + ... )dx- (J1J(x)+ ... )dy or II. == 1,9 = - Fh+ O (y), a = (Qo + O(y))dx. 
T hus i(B, F ) = Res,i(Qo/ Po), the residuum at 1'. 
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Assume that p = (0,0) and that ~) = AIX + ... , Qo = A2 + . 
eigenvalues of the linearization of the corresponding vector field 
point. In this case we have 

i(B,:F) = ).2/).1. 

T herefore for smooth S we have C(8,:F) = L
p
().2/).d(p). 

10.1:1. Theorem. 

(a) (C . Camacho, P. Sad ICS2 1) If S is smooth, then 

C(S,F) ~ ,,(Ns), 

(b) (A . Lins-Neto IL-Nl l) If S is arbitmry and M = CP2, then 

C(S,F) ~ 3degS - xiS) + L 2>(B j ) 

Ii ilj 
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).1 ,2 are the 
at the critical 

where X(5) = 2 - 2g(5) is the intristic Ellicr characteristic of Sand 11(Ej) 
is the MilnOl' number of the germ of hype/'slLrface B j . In lJaI·ticulal", C(8, F ) 
is always positive. 

10.14. Remark. The illtristic Euler characteristic and the illtristic genus g(8) of 
an irreducible algebraic curve can be defined a'l the Euler characteristic and the 
genus of its smooth normalization. In the process of desingularization we take only 
the proper preimages of the blown-up curve (we delete the pasted divisors) and 
we blow up also double points. For example, the generic elliptic curve y2 = P;j (x) 
ha'l genus 1 but the singular elliptic curve y"l = X2(X - 1) is parameterized by the 
rational curve Cpl, t -t (1 + e, t( l + [2f.!) and has genlls O. 
If 8 C CP2 is smooth of degree d, then we have the formula for genus g(5) = 
(d - l )(d - 2)/2 . P utting it into the Lins- Neto formula we get C(8,:F) = d2 , which 
is equal to the index of self-intersection of S (see above). 

Proof of ThcOl"C11I 10./3. (a) Locally, in a chart U'" (which we a'lsume contains all 
critical points) in Al, the foliation is given in the form of the B{luation 

dy P (x,y) ~)(x) 
- ~ --- = y-- + 
dx Q (x, y) Qo(x) . 

where S = {y = O}. Here Po/Qo depends on the chart, i.e. on n. The linear part 
of this equation is the B{luation for sections y(x) = y",,(x) of the normal bundle to 
S. \Ve have Yo(x ) = Cexp (f" 1/",), where 1/"" = (Qo/Po)dx. Thus Yo. = {",,{3y{3 , 

with {o. ,{3 = exp (J 1/", - 1/{3) ' T herefore 

T his formula allows us to calculate the 2-form representing the Chern cla'lS of 
the normal bundle to 8 . Recall that, by 10.10.2, we should represent dln{o. ,{3 as 
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00. - OfJ where 0", are smooth (l,O)-forms; next we take e = dOo. and the Chern 
form is -ie/27r. 
\Ve have 1/", = L aidln(x - x;) + dl/J + T", where a; = Resx ; (Po/Qo), Xi and the 
meromorphic function l/J are the same as for other l}fJ (the same polar parts) and 
To. is a smooth (1, OJ-form. \Ve can choose 0", = To.. Thus e = dT", = dr/",. 
\Ve have 

r e = lim { e = - lim L ( I/o. 1M <-+O}M_UB(x;,<) }aB(z ;,<) 

where B(Xi'~) are (-balls with centers at Xi. The integrals of dl/J are zero, the 
integrals of T cr's tend to zero and the integrals of aidln(x - Xi) give 211"ia;. 
T his gives the point (a), i.e. the theorem of Camacho and Sad. 

(b) We do not present all the details, only the general outline of the proof. 
T he idea is to~resolve all the singularities of S c CP2. T hen we obtain son!.e 
smooth curve S in an algebraic variety .i\f. , the latter equipped with a foliation T. 
\Ve apply the Camacho-Sad theorem to S, which gives the index of the normalized 
curve. This index is an integer number. \Ve shall show that , during the resolution 
process, the index of the curve changes by integers and does not depend on the 
foliation (with the only condition that the curve is invariant). Next we calculate 
the index of the initial curve with respect to some special foliation defined by a 
Hamiltonian vector field. 

Lemma. Let (x, 11) ..:. (x,y) = (x, tix) be the blowing-lip of the singlliar point of a 

local il"l"Cducible compone!:t B = {f = O} of S, let B = 11" I(B""-O) be the propel· 
pI"Cimage of B and let T = 11" * T be the pull-back of the foliation T defined by 

w = ° (tangcnt to B ) . Then 

'(B,F) = '(B,j) + m, 

whel"C m is a positive integcI·. 

PIlJOj. We have 11"* f = xl . j(x, It). Let hw = gdf + fa. be the decomposition from 
Definition 10.11. Then we have the analogous decomposition for 1I"*W: ;r*(hw) = 
11"*11. ·11"*w = (1I"*g. xl)dj + [111"'g· xl- 1dx + 11"'a.. xl]! = gldj + jnl. We see that 

i(B,T) = -i(B, F) + (l/ 211"i) f dx/x, where the integral runs along a loop in jj"O. 
If B projects regularly onto the x-plane, then the integral is 211"-i; otherwise, it is 
equal to the ramification index of this projection (times 211"i). 0 

Proposition L Let the cUI"Ve S = {f = (]} be transversal to the line at infinity and 
let To be the Hamiltonian foliation, defined by the polynomial Pfaff form W = df 
(in the affine part). Then the index of S with respect to To is cqual to the numbcr 
from the thesis of TheOl"Cm IO.13.(b). 

\Ve shall not prove this result in its full generality; the reader can find it in the A . 
Lins-Neto's paper IL-N I I. \Ve prove the weaker version of this proposition. 

Proposit ion 2. If the cUI"Ve 5 of degl"Ce d is transversal to L eo and has ollly i5 finitc 
double points as its singularities, then: 
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(i) C(S,Fo) = d'l - 215 and 

(ii) x(8) ~ 3d - d' + 2J. 

In this case T heorem 1O.13.(b) follows because ~(Bj) = O. 

407 

o 

Pmoj oj Pmposition 2. (i) The singular points of the foliation F o are finite and 
infinite. 
T he finite singular points in 5 are the critical points of the function j at j = 0; 
they are the double points of the curve S. Each such singularity is non-degenerate 
with two local smooth branches of S. The ratios of eigenvalues of the Hamiltonian 
vector field are equal to - 1 (both) . This means that the contribution to C( 5, F o) 
from finite s ingularities is equal to - 28. 
Any infinite singularity of the vector field X I is ad: 1 resonant node, where the 
greater eigenvalue is in t he direction of the line at infinity. Indeed, if (1 : 0 : 0) E 

5 n Leo is such a point, then j(x,y) = y TI~- l (X - lJiY) + (lower order terms). In 
the projective coordinates we get j = z-d(11 + ... ) = const for the phase curves, 

as in the resonant node. 
T his means that each infinite singularity gives the contribution d to the index and 
all infinite singularities give d 2

. 

Summing up these two numbers, we obtain the result. 

(ii) We use the Poincare-Hopftheorem (Theorem 1.14 in Chapter 1) saying that 

X(S) is equal to the sum of indices of any vector field on S. Here 5 is a normal­
ization of 5 (the double points are unglued) and is treated a.<; a real surface. 
As a candidate for the vector field we choose 

X = pXI, 

where p : 5 -+ 1ft is a smooth function, positive on the finite part of 5 and having 
sufficiently high order zero at 5 n LeX)' T his y'ector field is defined on the singular 
curve 5 but it is lifted without obstacles to S. 

T he index of X at a local branch of a finite singularity is equal to 1. Indeed, 
if the branch is parameterized by 11 and dx/dlt i= 0, then It = (dx/dlt)-lj; = 
(dx/du)-lpj~ = A u + ... with the complex number A i= O. T his means that the 
contribution to X(S) from finite singularities is 215. 
Near a point at infinity, e.g. (1 : 0 : 0), the local parameter is z = l /x . \Ve have 
z = _ z'li; = _ pz'l j~ = _ pz3-d(1 + ... ) = _ plzI6-'ld( 1 + ... )z<l-3 . Here p is so 

flat that the non-negative factor plzI6-'ld is smooth and does not affect the index. 
T hus the index of an individual singular point is 3 - d and the contribution to 
x(S) from all infinite singularities of X tYluals 3d - d'l. 0 

10.15. Remark. If 5 had a cusp type singularity, e.g. y'l - x:1 + ... = (] (parame-
terized by T : x = T'l + ... , y = T:1 + ... ), then the index of XI at such singularity 
would be equal to 2: +::::: (2T)-1(2y + ... ) = T2 + . 
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T his gives the first Pliicker formula for planar projective curves with only singu­
larities of double point and CllSp types 

1 
g(8) ~ , (d - l )(d - 2) - , - ., 

where,.. is the number of cusps. 

10.16. Examples. (a) Let:i; = Rl(X) + O(y), iJ = yQo(x) + O(y2) be a polynomial 
vector field in C 2 of degree n with the invariant line 5 : y = O. \Ve shall compactify 
(:2 in two different ways: to C p l x Cpl and to CP2 (with prolongation of the 
holomorphic foliations to Fr.) and to F J respectively). 
In Cp l XCPl we choose the local coordinates near x = 00, y = 0 as z = I/x, y. The 
index of the line S with respect to To is the sum of finite residues of Q()(x)/ Rl(X) 
plus the index of singularity at infinity. \Ve have i = - z2-n(Rl(Z) + O(y)), 
iJ = z-"(Q(z) + O(y)) and the index at z = y = 0 is e{lual to the residuum 
of Qo/ Po at x = = . The sum of residues of a meromorphic function on C P1 is 
zero. Thus C(S, Fo) = O. Because S can be translated in the y-direction also its 
self-intersection index is O. 
In C P2, near infinity, we have the coordinates z = l /x, It = y/x and the e{luation 
dlt/dz = (_ Z-2QO/ Po + Z- 1)11 + . \\le see that C(S, Fd = l. T he sallie is the 
self-intersection index. 

(b) Let i; = P,J(x,y) + ... , if = Qd(X,y) + ... be a hololllorphic system with first 
terms of degree d. In the blow- up coordinates 11 = y/x, x we have dx/dlt = R(lt)x+ 
.... Here R = Pd(l, It)/(Qd(l, It) - uPd( l , It)) can be written as 'L~+1 a;j(u - 11;) 
with 'La; = - 1 (becal1.<;e R""' - l ilt as It --+ =). T hl1.<; the Camacho-Sad index 
of the exceptional divisor E = Cp 1 = {x = O} is e(lual to 'L ai = - l. Also 
(E, E) ~ - 1, 

10.17. Theorem of Lills-Neto. (lL-Nl l) The space of foliations of degree n > I of 
CP 2 without algebmic leaves constitutes an open and dense subset of the space of 
all foliations of degree 71 . 

(T he topology of the space of foliations is induced from t he usual topology of 
projective space of suitable vector fields, see Definition 1O.l. ) 

Proof. l. Let Fn be the space of all foliations of degree n . Let AA/" consist of 
foliations with singular points which are elementary and not of the node type 
(anti-nodes) . It means that the ratio of eigenvalues of the vector field is not a 
non-negative number, )..2/)..1 l O. Using the T hom TI-ansversality T heorem one 
easily shows that: 

AN" is open and dense in F". 

2. From the local theory, developed in the previous section, we get that if l' is a 
singular point of a foliation F from.A..N n then it has only two analytic separatrices, 
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i.e. local analytic invariant curves pa.<;sing through p. \Ve denote these separatrices 
by B(p, 1) and B(p, 2) and we put 

-i(p, 1) = i(B(l', 1),.F) = ).."1/)..1, i(p,2) = i(B(p, 1),.F) = )..d ).."1. 

Denote by Z the set of local separatrices B (l',}) (i.e. pairs (p,})) . 
T hus Ke have 2(1£"1 + n + 1) indices -i(p,}) . If there is an invariant algebraic curve 
5, then we have the subset Z(5) of separatrices belonging to 5. The index of 
5 is the sum of indices in Z(5) and should be integer. One would like to take 
foliations such that for any Zl C Z the sum of -i(p,})'s over Zl is not an integer. 
T hat would imply that there are no a-priori relations between i(p,})'s. However 
one such relation exists. 

3. Proposition. We have 

L -i(p,}) = _ n"1 + 2n + 2. 
p.i 

P1"00j. F irst we check this formula for the .1ouanolou example. \Ve have i(p, 1) + 
i(p, 2) + 2 = (trDV)"1/ det DV. By Lemma 2 from the proof of the .1ouanolou theo­
rem, we have trDV(po) = - (n + 2), detDV(po) = n"1 + n + l and -i(Pj, 1)+i(pj, 2) = 
(1£ + 2)"1/(n"1 + n + 1) for all singular points Pj = ai(l'o). Thus I:p,ji(l',}) = 

(11."1 + n + 1)[(n + 2)"1/(11."1 + n + 1) - 2J = _ 1£"1 + 2n + 2. 
T he proof of this formula for a general foliation needs application of the Baum­
Bott formula which allows us to express characteristic cla.'iSes of certain holomor­
phic vector bundles by means of local invariants of its global sections. I t is an 
analogue of the formula, expressing the Chern cla.<;s of a line bundle on a Riemann 
surface by the degree of divisor of zeroes and poles of any of its meromorphic 
sections. 
T he Baum- Bott formula is applied to bundles of the form E = L 0 Tho/M, where 
L is a line bundle over an m-dimensional manifold I\I. Let PtA ) be a polynomial 
function on CL(m, C) of degree m which is invariant with respect to the changes 
A -+ CAe-I; for example, detA. Let also e be the curvature tensor of some 
connection on E compatible with the holomorphic structure. 

Theorem of Baum- Bott. (JBauBD FOI· any gene1"ic global holomo17Jhic section X 
of the bundle E we have 

L PIDVll'))j detDV ll') ~ J P(i8j2rr). 
X(J!) = O M 

T he proof of this formula can be found in the book of Griffiths and Harris JGRI. 
We apply this forllluia to the bundle TnolCp2 0 O( n - 1), whose sections represent 
holomorphic foliations of degree 1£ (see the examples in the point 10.10). The 
Baum- Bott formula says that the sum I:i(l',}) does not depend 011 the foliation. 

o 
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4. It turns out that there are no other relations between the quantities i(]J,j) 
besides the BaullI- Bott formula. 

The set of foliations frOIl)' ANn, such that for any pmpcI- subset Z I of Z the sum 
/ (Z1) = LZ! i(p,j) is not a positive intcgcI', is open and dense in F". 

T his property follows from the transversality arguments, provided that we know 
that the mentioned set is lion-empty. 
Consider the .louanolou example. \Ve have either i(]J,j) = ). or i(p,j) = X, where 
>. = ).2/>'1 E C \ JR. The considered sum tYluals to k)" + li If it is integer then 
k = I and the sum 1(ZI) is tYlual to (k/(n'l + n + 1))· (_ n 2 + 211. + 2). If n ::::: 3, then 
this number is negative. If n = 2 then n 2 + n + 1 = 7, k < 7 and J(Zd = 2kj7 
cannot be integer. 

5. Let F be a foliation satisfying the condition from the previous point of the 
proof. 
Assume that some invariant algebraic curve 5 of degree d exists. By 4., Z(S) 
cannot be a proper subset of Z and, by P roposition 3, we have C(S, F) = I(Z) = 
_ 11.2 + 2n + 2. If 11. > 2, then this number becomes negative which contradicts the 
positivity of C(S,F). 
If n = 2, then C(S, F) = d2 

- 20 = 2 (see Proposition 2 in the proof of Theorem 
1O.13(b)). Because the number of double points of S is the same a.<; the number of 
all singular points of F, i.e. 0 = 7, then we obtain d = 4. To complete the proof 
it is enough to delete from the set of foliations, defined in 4., foliations of degree 
2 with invariant algebraic curves of degree 4 . 0 

Remarks. 1. Note that, by the way, we obtained another proof of .louanolou's 
theorem for n > 2. To get .1ouanolou's theorem for n = 2 it is enough to check 
that the .1ouanolou foliation does not have invariant curves of degree 4: it can be 
done by direct calculations. 

2. Some works were devoted to the multi-dimensional .louanolou system 

Xo = X~, xJ = xo, ... ,x,, =xo. 

It admits the symmetry groups: 'l../2'l.., 'l../(n + I)'l.. and 'l../N'l.. for N = (8n+1 -

1)/(5 - 1). Here one looks for invariant algebraic surfaces, especially curves and 
hypersurfaces. 
If n is odd, then there are (5,,+1 - 1)/(52 - 1) invariant lines, obtained from 
lo Xo = X2 = = Xn_ l , XI = X3 = = Xn by application of symmetries 
from 'l..jN'l..; they are the only invariant algebraic curves. But when one adds 
a perturbation -11X~8"", 0 < 1111 « 1, then there are no invariant algebraic 
curves at all (see ISo] and IL-NS I). In IL-NS] openness and density of I-dimensional 
foliations without algebraic leaves is proven. 
In [Z013[ it is shown that the multi-dimensional .1ouanolou system does not have 
any invariant algebraic hypersurface. Partial results in this direction were earlier 
obtained in [Sol (for 11. = 3) and in [MMNS[ (for prime 11. + 1). 
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T heorem 10.13(a) was used by Camacho and Sad in [CS21 to obtain the following 
result whose proof will not be included here. It relies on controlling of the indices 
of exceptional divisors appearing in the process of desingularization of a vector 
field, with use of the property that any such divisor ha.<; self-intersection index - k 
where k is the depth of desingularization of its singularities. 

10.18. Theorem. ([CS2[) A singllla1· point of a genII of a plwla1· holom017Jhic vecto ,· 
field has an analytic separatrix. 

§2 Monodromy of the Leaf at Infinity 

10.19. Introduction. If L is a leaf of a hololllorphic foliation:F in a complex surface 
Al, then one can a.<;sociate with it its monodromy group (or the holonomy group) 
as the group of germs of holomorphic diffeolllorphisllls of a hololllorphic disc D 
(transversal to L) at a point p and generated by the monodromy maps .6. ")"' I E 
7I"J(L,p) (see Definition 9.56) 
It is a subgroup of the group Dif f(C, 0) of germs of conformal diffeolllorphisms of 
(C, 0). Changing the disc D we replace the monodromy group by a group internally 
conjugated in Dif f(C, 0). 
Two examples are important: 

(i) when AI = CP2 with the line at infinity Loo invariant and L = L':x, = 
L'X) ",(singular points); 

(ii) when M is a resolution of a singularity of a foliation in (C2, 0) with some 
non-dicritical divisor E and L = E* = E \ (singular points). 

In the ca.~es when L is a projective line deprived of singular points its holonomy 
group is also called the pmjective Itolonomy gmup. 
r-.-rost results concern these two situations. Foliations with other algebraic leaves 
and their monodromies are less investigated. 
T he analysis of the monodrolllY group in the case (i) gives some global results 
about qualitative properties of the foliation: density of leaves in CP2 and an infinite 
number of limit cycles for generic foliation (see T heorems 10.22 and 10.24 below). 
T he problem of studying the projective monodromy groups associated with divi­
sors of resolution of a germ of holomorphic foliations in (C2 , 0) wa.<; stated by R.. 
T hom. Another natural problem is the problem of realization of a given holonomy 
group (of an algebraic curve) by a foliation. 

10.20. The problems of R . Thom. 

(a) Assume that the singular point has ollly finitely m.any sepamtl-ices (e.g. ana­
lytic invm-iant hype,·surfaces through singularity) and all its other leaves W"C 

a1lalytic. Docs tJl.CI"C exist a local analytic first integral? 

(b) Assume that all leaves arc analytic and their closures each contain a singu­
Iw-ity. Docs there exist a meromorpltic first integral? 
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(c) Assume that then~ arc only finitely many sepamtrices and all othel' leaves 
contain a singula1"ity in thd,' accumlilations. Do the sepamtlices and thd,· 
holonomies desCl"ibc the analytic type of the foliation? 

(d) Describe the comlliete set of invariants of holomorphic ol'bital classification 
of such pla1lar ge17ns. 

(Recall that a subset Z c M is analytic iff near any point x EMit is given as a 
zero set of a system of functions analytic near x . T hus a spiral near a planar focus 
is not an analytic curve.) 
T he problem (a) was solved positively by .1. F . !lhttei and R. Moussu in IMMI. 
T he problem (b) ha.<; a negative answer: M. Suzuki ISuzl ha.<; found the example 
j; = x(y - x + 2y2), iJ = y(y - x + y2) with dicritieal singularity at 0 but with 
non-rational first integral (xly)ey(y+ I)/x (see also ICeMal). The question (e) has 
negative answer (see ICeMol and 3. in Examples 10.34 below). 

10.21. The nonlinear Riemann- Hilbert problem. Given a Riemann sphere C, with 
a finite numbel' of points t I, ... ,tm deleted, and a couple of gel'ws of holomOlphic 
maps 8 ; : (e", 0) ---+ (C", 0), with the restfiction 8 ",0 ... 0 8 ] = id, find: 

(A) a foliation in a neighborhood of C x (C",O) into analytic curves such that 
the monodromy maps of the leaf C"",-{t l , ... , t m } arc equal to 8 i ; 

(B) a nonlincar Fuchsian foliation with this property. 

Here by the nonlinear holomOlphic Fuchsian foliation we mean a foliation defined 
locally by means of a vector field with the singularities 

t = t - t i , i; = v(t,x), 

where v is holomorphic near t = t i , x = O. 
T he problem A wa.<; stated in the article IEISVI by P. r-.-r. Elizarov , Yu. S. Il 'yashell­
ko, A. A. Shcherbakov and S. M. Voronill and the problem I3 wa.<; stated in the 
article 11161 by Il'yashenko. 
T he problem I3 does not always have a solution. I3elow we present a suitable 
example from 11161: 
Assume that n = 1 and that the germs 8 j = Chi" , X + ... , 0: j E R\ Q are analyti­
cally non-linearizable. T hen the nonlinear Riemann- Hilbert problem B with these 
data does not have any solution. 
Indeed, near the singular points (tj, 0) we have dxl dt = (..\jX + ... )/( t - tj), where 
the Camacho- Sad indices..\j satisfy the relations: chi)., = L1j(O) and 

T hus there should exist positive ..\/s. The corresponding singular points of the 
foliation are nodes and are analytically linearizable (in the Poincare domain). So 
the corresponding monodromy maps should be analytically linearizable too. 
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In the ca.<;e n = 1, Il'yashenko gave necessary and sufficient conditions to solve the 
problem 13 : either (i) one of t:::. j is linearizable or (ii) t:::. J, ... , t:::.,., k < m. are the 

monodromy maps of resonant non-linearizable nodes and k + L~ Aj :::: 0 (where 
ReAj E [- 1,0)) . 
In the case n > 1, the solution of the problem 13 is given in 11161 under the fol­
lowing a.<;sumption: t:::. ] is analytically linearizable and the linear Riemann- Hilbert 
problem with the data Dt:::. j(O) ha.'l a solution in the cia.'ls of linear foliations of 
Fuchs type. 
Defore Il 'ya.'lhenko's work A. Lins-Neto [L-N21 gave a construction of a holomorphic 
foliation near an exceptional divisor E C III (where M is a surface and E :::: Cpl , 
(E, E) = - 1) using the following data: (i) the classes [..Fj ], j = 1, ... , m., of local 
analytic 8(luivalence of foliations near singularities tj E E (with the sum of indices 
equal to - 1): (ii) the holonomy maps t:::.j (compatible with [..Fj]) . In this way 
he constructed a foliation with non-elementary singular point which needs only 
one blowing-up. In fact, he proves a more general theorem about construction 
of a foliation with a more general resolution process (with many divisors Ej with 
t ransversal intersections and with local models of foliations near the corner points). 
Later J. F . ivlattei and E. Salem IMS] proved that the versal deformation of a foli­
ation , with fixed Lins-Neto's data (during the deformation), is finite dimensional. 
T hey calculated also the number of parameters of the versal deformation. 

Now we pas.'l to presentation and proofs of the most interesting (in the author 's 
opinion) results. 

10.22 . T heorem of Hudai· Verenov. (IHV I) A geneTic polynomial planar vector field 
of degree n :::: 2 with the line at infinity invmiant has all its non-singular solutions 
dense in C2 . 

Proof. We follow [1121. 1. Denote by V" the space of polynomial vector fields of 
degree n with the line at infinity invariant. It means that the highest degree 
homogeneous part is not proportional to the Euler vector field. 
\Ve choose a subset V' of Vn such that each V E V' satisfies the following condi­
tions: 

(i) There exist n + 1 non-degenerate singular points 1'i at Loo with ratios of 
eigenvalues Ai E C \ IR. T hus the monodromy maps t:::. ; (a.<;sociated with 
simple loops around Pi) take the forms z ....... ]Ji Z + ... , IVil '" 1. 

(ii) The v;'s generate a dense subgroup in C ' . 

(iii) There are no algebraic invariant curves besides Loo. 

2. Lemma. The conditions (i), (ii) and (iii) hold fOI· geneml V E V". 

Proof. If j; = P,,(x, y) + ... , if = Qn(X, y) + ... , where Pn , Qn are homogeneous of 
degree n, then in the projective coordinates z = llx, It = ylx we get 

dz l d-u = A dlt)z + . 
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where A l = P,,(l,u)/ (uP,,(l,u) - Q,,(I, It)). It is clear that for general p", Qn 
the polynomial R( 11) = uP" (1, 1t) - Q" (1, 11) has n + 1 isolated zeroes 11 ) , ... , lIn+ I 
and 

with the restriction LA; = 1 (see the Theorem of Camacho- Sad). The 2n + 1 
numbers lIi, Aj, i = 1, ... , n + 1, j = 1, ... , n can vary independently with the 
variation of 2n + 2 coefficients in P",Q". I3ecause Ilj = Chi>.j the condition (i) is 
generic. 
T he density in C ' of the multiplicative group generated by V I , ... , lin is equivalent 
to the density in C of the additive group generated by ).1, ... , A" and by 1. If n ~ 2 
and >'1, ... ,).n are gener ic, then the density property holds. 
If Re A; #- 0, then the singular points Pi are complex foci. Thus they are analytically 
linearizable and have only two analytic separatrices. One of the separatrices is t he 
line at infinity: the other is transversal to Loo . 
If the vector field has an invariant algebraic curve S, then it can meet Loo only 
along the separatrices of the singular points. I t should intersect Loo transversally 
and its degree should be bounded by n + 1. So if we delete from V" the proper 
algebraic subset of fields with invariant algebraic curves of degree ~ n + 1, then 
also condition (iii) will be satisfied. 0 

Below we fix the chart ( linearizing <1 1, <1 1 (() = 111 (, and we assume that 1111 1 < 1. 
Denote by G the group generated by <1i (in the chart (). 

3. Lemma. For any II E C ' there exists a sequence g", E G such that g", --<- 11(. 

This means that the orbits of G are dense in a neighbodwod of ( = o. 

Proof. Because the closure of the set of exponents 1'(0) for f E Gis dense in 
C ' , it is enough to prove the first point of the lemma for II such that some f = 
11( + La)() E G. \Veput gm = <1]'" ofo<17' = 11(+ Lajll;,,(j-I )(i --<- 11(. 

Note that the domaills of definition of the maps g", remain fixed; a point from a 
fixed disc D is first sent by means of <17' to a point very close to 0, where f is 
almost linear, and then is sent away from O. 
Let (I, (2 E D and // = (2/( I. T hen we have gm(( I) --<- //( 1 = (2. T his means that 
(2 is an accumulation point of the orbit of (I. 0 

Lemma 3 implies that the leaves of the foliation defined by V, which pass near 
the infinite leaf L~, are dense in this neighborhood. Indeed, the element g", (( I) 
represents a very long path in a leaf L((I) (pa.<;sing through ( 1 E D) and the leaf 
L((2) lies in the closure of L((d. 

4. Lemma on extens ion. Any I-dimensionalllhase curve L of a polynomial vecto ,· 
field can be extended to any neighborhood of Loo. 
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Proof. \Ve represent this phase curve as a graph of a multivalued function y = y(x). 
T he function y(x) is defined outside the projections of the finite singular points 
onto the x-plane and has ramification points, where L meets the curve Q = 0 (i.e. 
i; = 0). T here are at most countably many ramification points. 
Take a line l in the x-plane, avoiding the above singularities. \Ve prolong the 
function y(x) along this line. Either the solution escapes after finite 'time' to 
infinity or can be prolonged to the whole I. 
In both cases the curve L approaches the line at infinity. o 

From this lemma it follows that the leaves L which pa.<;s near the (punctured) 
leaf L':x, are dense in the whole CP"l. Indeed, if a poiI~ P E Cp2 belongs to a leaf 

acculIlulating at L':x, then it lies in the closure of such L's. On the other hand, only 
finitely many leaves accumulate at LOC) - L':x, (i.e. at the infinite singular points). 
So there are leaves near 1J accumulating at L':x, (and then at £'s). 
Let L be a pha.<;e curve of a vector field from V'. It approaches L"", either at L':x, or 
at some of the singular points Pi. In the first case L is dense in a neighborhood of 
L"", and then L is dense in CP"l. T he next lemma completes the proof of Theorem 
10.12. 

5. Lemma. If thc closurc L n L':x, = 0, then L is an algebmic curvc. 

Proof. Let f:! = Cp"l \ (singular points). \Ve shall show that L is closed in f:!. 
Because the complement of f:! is of complex codimension 2, that would imply that 
L is analytic and then algebraic (the Chow thc01"Cm). 
Let q E f:! be a point near which L is not given as a zero of a local analytic function. 
T hen q must be an accumulation point of L. \Ve can a.~sume also that q 1. L. Of 
course, the phase curve L(q) (passing through q) also consists of acculllulation 
points for L. 
Let us look at the behaviour of L(q) near infinity. If L(q) accumulates at L':x" 
then L should also accumulate there. If L(q) tends to infinity along a separatrix of 
some singular point Pj, then L. as a complex spiral, also should accumulate along 
L~ 0 

6 . Remark. B. fo.-ljuller IMjul proved the following improvement of the Hudai­
Verenov theorem. 

In thc class of hol011l01phic foliations on C p2 of fixed dcgree thc foliations wit/tout 

algebmic lcavcs are typical. 

\Ve refer the reader to the paper ILRI by F. Loray and J. Rebelo for its proof in 
the case of l-dimensional foliations in CP". 0 

10.13. Definition. Let Lo be a leaf of a holomorphic foliation:F in a complex surface 
and let ., C (Lo,1Jo) be a closed loop. Consider the holonomy map 8 , acting on a 
holomorphic disc transversal to Lo at the point Po. \Ve have 8 , = liZ + . It is 
pos.<;ible that some iterate of <1, is identity, or not. 



416 CllapteJ' 10. Holomorpllic Foliations. Global A spects 

In the first case, i.e. <1~ = -id, the cycle ILo = q ' l belongs to a family of cycles 
I L at the adjacent leaves L of the foliation. \Ve agree to treat two cycles, which 
are homologous one to another at one leaf, a.'l the same. \Ve call such a family of 
cycles the center . 
In the second ca.'le we say that I is a limit cycle of t he foliation. 

10.24. Theorem of Il 'yashenko. (11121) A generic vector field /1'Om Vn, n ::::: 2, Ita.s 
infinitely many homologically independent limit cycles. 

Proof. 1. \Ve put the following conditions on the foliations from V" for which we 
prove the existence of infinitely many limit cycles. 

(i) There exist n + 1 non-degenerate singular points 1'i at Loo with ratios of 
eigenvalues Ai E C \ IR. 

(ii) VI = e2;1f A, and V2 generate a dense subgroup in C· . 

(iii) The commutator [.6.),<121 = <11 0 <12 0 <1 i l 
0 <12"1 '" id. 

(iv) Let ZI(U) be a solution of t he variation equation dZl /du = AI (u)ZI for the 
vector field Ilear infinity (with the coordinate Z = I/X,l1 = y/x) and let Ij 
be simple loops in ( L~ ,p) sUlToundingjlL'lt one point Pj ' T hen II '" 12 where 

T he conditions (i) and (ii) are generic. The genericity of the condition (iii), i.e. 
of the non-commutativity of <11.2 , follows from their non-commutativity at the 
level of 2-jets: if <1j = Vj(z + ajz2 + ... ), then [<1[, .6.21 = Z + [(1/2 - l )al - (VI -

1)a21z2 + . Here the coefficients aL2 are ca lculated from the «(Iuation for the 
second variation 

dz/du = Adll)Z + A2(lt)Z2, 

with the solution z = ZI(lt ) [z(ll - IuUoZI(S)A2 (S)ds]- I. The expression ZI = 

n (lt - tli)A; is the first variation. After rewriting A2 (11) in the form of a fraction 
we get the formula for the second variation (with the Schwarz- Christoffel integral) 

(m; - integers, B - polynomial). 

T he monodromy of the functions of the Darboux form, like Z l, and of the Schwarz­
Christoffel form (like the integral in Z2), will be subject to analysis in the next 
chapter. Here we note that the coefficients al,2 in the expansions of <1 1,2 are 
expressed by means of the increment of Z2(11) as It varies along the loops II 2 ' It 
depends (non-trivially) on the coefficients of A 2 (u) . The latter are controlled by 
means of the (n - 1 )-th homogeneous part of the vector field (in affine coordinates) . 
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T he condition (iv ) is a condition on the parameters lIi, Ai in t he formula for Z I. 
It is an open and generic condit ion. 

2. Let us pa.<;s to the construction of limit cycles. Let ( be the chart in the disc D , 
linear for <1 1, <1 1(() = VIC and we assume that Ivd < 1. 
Repeating the proof of Lemma 3 in the proof of the Hudai- Verenov theorem , for 
any (0 we can approximate 11 = <12((0)/(0 by the ratios lI t/lIZ. The maps Fk·,m,1 = 
<111 <1:2"'" <1 t <1 ~ approach the ma p v( . By condition (iii) (non-commutativity of <1 1 
and <12 ) the map <12 is nonlinear. 
T hus the equation Fk ..... . d() = <12(() is a small perturbation (near (0) of the 
nonlinear e!luation 1/( = <12(() . 
T he solution;; is a n isolated fixed point of a map F from the monodromy group 
G. !I'loreover , one can a.<;sume that p I (() is not a root of unity. Now it is clear that 
C generates a loop ON in the leaf L(C) . T he loop ON is a limit cycle in the sense 
of Definition 10.23. I·Iere N will denote the sequence of quadruples ((0' k , nt , I ), 
where (0 ---- 0 and the other terms are integers tending to infinity. 

:~ . Here we show that t he cycles dN are homologically independent . Note that t hey 
do not intersect one anot her and do not have self-intersections. If some of t hem. 
say J I = ON" ... ,J,. = ONe' are dependent on a leaf L , then we have L C)j = 6 
in HI (L, Z) . Using the specificity of t he topology of Riemann surfaces we can 
conclude from the above that the coefficients ci = 0, ±1. (\\le cut t he leaf L along 
J/s and we obt ain several connected components whose boundaries consist of J/s 
with mult iplicity ±1. ) 
T hus, for independence, it would be enough to show that I hr wi > L I h; wi for 
some polynomial holomorphic I-form w. 
The I-form is chosen as w = xdy - ydx = _ du/z2

. \"'e approximat e the z by its 
firs t variat ion z(u) ;:" (o Zdu) . ThlL<; t he integral of w along ON is approximated 
by (0 2 times the integral of Z;-2 (U) along the projection IN of t he loop dN onto 
the L~. T he loop IN runs several times along the loops I I 2 , but each t ime we 
choose a different branch of Z I; t hese branches are mult iplied' by powers of VI and 
of V 2 . After summing-up independently the contributions above "1'1 and above 12 
we obtain 

where I j are t he quantities defined in condition (iv). We see t hat t he above integrals 
t end to infinity exponentially fast . 
T his completes the proof of Theorem 10.24. 0 

Remarks. (a) In t he recent paper [SRO J, A. A. Shcherbakov , E . Rosales-Gonzalez 
and L. Ortis-Bobadilla proved an analogous t heorem (about existence of infinitely 
many limit cycles), but with a limited number of conditions . They skip the assump­
tion (ii) in 1. of the Il 'yashenko proof and obtain only finitely many conditions 
(finite number of algebraic inequalit ies in Vn ) . 
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(b) E. Landis and 1. G. Petrovski rLPI tried to solve the XVI-th Hilbert problem, 
about real limit cycles of polynomial vector fields in R2 (see 6.11) , by investigating 
the limit cycles of the corresponding hololllorphic foliation in CP2 . As Theorem 
10.24 shows one cannot estimate the number of the latter. T he estimates from 
ILP I have turned out to be wrong. 

§3 Groups of Analytic Diffeomorphisms 

Now we pa.<;s to analytic and formal classification of finitely generated subgroups 
of the group Dif f (C, 0), of germs of conformal diffeomorphisllIs of the complex 
line. 
T he object Dif f(C, 0) is a group, when treated abstractly; the composition is 
the composition of germs (without fixed domains of definitions). Any subgroup 
of Dif J(C, 0) is treated analogously. \Vhen one look.<; at the dynamics of C, as 
acting on a neighborhood of 0, then G should be treated as a pseudo-gmup of 
transformations of (C, 0) (see ILor3!). 
\Ve shall follow mainly the article IEISV I by P. 1\"1. Elizarov, Yu. S. Il'yashenko, 
A. A. Shcherbakov and S. r-.-r. Voronin, the paper [CeMoJ by D. Cerveau and R. 
Moussu and the lectures [Lor3 [ of F . Loray. 

10.25. Definition. 1\~'0 subgroups G, G' of Vif f (C, 0) are called analyt ically equiv­
alent if they are internally conjugate. It means that t here exists an analytic germ 
II and a homomorphism C -+ G', f -+ /' such that Ito f 0 II-I = /'. 
Two subgroups C, G' of Dif f (C, 0) are called for mally equivalent if they are 

conjugate inside the group N!(C,O) of formal power series j '"" liZ + L ajzj E 
C [[zJ], II -::j:. O. It means that there exists a formal power series conjugating the 
Taylor series of elements from G with the Taylor series of elements from C'. 
Recall that a group G is abelian if any two of its elements commute. G is solvable 
if the centml dClivative sequcnce G ::J C(l ) ::J .. . C(k ) ::J ... , where G (k+l) = 
lC(!.·), G (k)] is the commutator , is finite. We shall agree to call a group solvable if 
it is solvable and non-abelian. 
\Ve denote A p = {J = z + azp+1 + ... , a -::j:. OJ, and 

A ~ (id} UA, ~ U ~ ' + ... ), 
,. 

the group of germs tangent to identity. We also denote A = {j E q[zll j '"" 
z+ .. . }. 
Let the multiplicative group 

AG ~ (!'IO) , f E G) 

be the gmup of multiplicrs of G. It is a subgroup of c' . 
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T he group G can be abelian, solvable or non-solvable. The classification of abelian 
and solvable groups is practically finished. The clas..<;ification of non-solvable groups 
has only began. \Ve begin with the abelian case. 

10.26. Examples of abelian groups. (a) One example is a subgroup of the group 
GL(I,C) = C · consisting of linear maps z --+ >'z. 
(b) The next example is not that trivial. It is a subgroup of the group 

where 9~ is the phase flow map generated by the vector field"/LI = "/LIP.!' = [Zp+I/(1 + 
IUP)]oz' Here the subscript a stands for 'abelian' and the vector field "/LI is fixed 
for the whole group. The reader can easily check that >'g~ 0 >.-1 = 9~ if).P = 1. 
If an abelian group G is formally 8{Iuivalent to a subgroup of Ga(p,J.t), then we 
denote 

Tc = {t:9~EG}. 

It is a subgroup of the additive group C. 

If an abelian group G is formally equivalent to a group of t he type (a), then we 
call it formally linearizable. If G is formally linearizable and Ac is finite, t hen we 
say that G is finite ; (it is finite in fact). 
If G is formally equivalent to a group of the type (b) and the additive group TC is 
cyclic (isomorphic to Z), then we call it abelian exceptional: otherwise G is abelian 
typical. Note that for an abelian exceptional group Ke have 

A:J = {l}, Tc ~ Z. 

T his division is motivated by the following result. 

10.27. T heorem (Formal classification of abelian groups) . Let G C Di f f(C, 0) be 
a finitely genemted abelian group. 

(a) If G n A p =t- f id} I then G is f017l1ally conjugated to a subgroup of G a (p , J.t), 
11! = "/LIP,I' for some It E C; ("/LIe write G c Gary, It)). 

(b) If G n A = {id} , then G is formally linearizable. 

(c) If G n A = {id} and Ac is finite, then G is analytically equivalent to afinite 
linear group. 

P1"00j. 1. Assume that G n A =t- {id} and contains a germ h. By T heorem 9.26 , 
Ii is formally equivalent to 9~, 11! = "/LIP,I" \Ve fix the formal chart with i~ = g~ = 
z + Z1,+1 + L hjzpj+ l . In this chart other elements of G are series j commuting 

with it. 
Let such an element have the form j = >.z + .... One can see that 

j-I oi~oj = Z+ >."Zp+l + . 
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T herefore the abelianess of G implies that A& = {I}. 
The next lemma gives (a) of Theorem 10.27. 

2. Lemma. If f = )'z + .. " ).P = 1, commlLtes with it = g~ E A p , then it equals 
).9~ for sOlne t E e. 

PnJOj. Let j = ).. (z + :La)zj) . We have 

and 

joit = ).[it + I:aj(zj + jzP+J + ... )], 

I, 0 j = >.(z + L ajzi) + ).1,+I(Z + L ajzi)p+l + L hj()'Z)pj+l +. 
= >.[it + L ajzi + 2:)1' + l)ajzp+j + ... J 

j 0 I, - I, 0 j = 2...>jZ1'+i, 

j 

where bj = A(j - p - l)aj + (terms depending 011 ai, 'i < j). It mealls that we can 
determine all the coefficients aj for j ::j:. l' + 1 in a ullique way. The choice of ap+!, 

which we put in the form At, is arbitrary. 
On the other hand, the series >.g;" commutes with II. Because it has the same 
coefficient before ZI'+1 as j, the two ser ies coincide. 0 

3. Let GnA = {id} and let Ac contain a non-resonant element AD. T hen we can 
assume that one of the maps from G is linear ADZ. For any other j = z + L ajz j 

we get Ao] j 0 A(] = z + L A~-] aj zj and the abelianess implies all aj = O. This 
gives the point (b) of the theorem in the case of infinite AG. 

4. Let G n A = rid} and let all the elements of AG be resonant. T hen Ac is a 
cyclic group. Let f = AZ + ... be such that A = e"lr.;,,/q generates AG. 
T he formal normal form for f is AZ: (generally we have f '"").z + L bjZqJ+l but 
-id = 1'1 = Z + L qbjzqJ+] + ... ). Note that here the chart z is analytic. 
\Ve assume that f = AZ. Because other maps from 9 commute with )'z they are 
of the form 9 = Ak'Z + L Cj z qj+ l. Because 9q = id we get 9 = ).k·Z = fk'. 
T herefore the group is cyclic and analytically e!luivalent to a finite group of rota­
tions (i.e . (c) of the theorem). 0 

Before describing the analytic classification of abelian groups we must say a little 
bit about connection of the Ecalle-Voronin moduli with the centralizer of a germ 
tangent to identity (see Section 3 in Chapter 9). Recall that t he centr alizer Z(f) 
of an element f EGis the set of g's from G commuting with f. 
Let f E AN" i.e. f is formally equivalent to g~, tLI = W,',I" We look for Z(f) in 
A. 
If 9 commutes with f, then it sends whole orbits of the action of f onto such 
orbits: if y = f(x), then g(y) = f(g(x)) . Thus 9 defines the action 7r. 9 on the 
space U' / f of orbits of f in a punctured neighborhood U' of O. The space U' / f 
is the collection of 2p Riemann spheres C x {j} glued successively (one with the 
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next) by means of local diffeomorphisms <Pj (near 0 or 00) . Because the linear part 
of 9 is id each sphere is mapped by Jr . g onto itself. 
T he action of Jr . g on each sphere should be linear {}j ---+ Cj{}j and should be 
compatible with the gluing diffeomorphisms, <Pj 0 C j = Cj + 1<Pj+l . Computation 
of the linear parts at 0 or at 00, leads to Cj = Cj + 1 = C. (\\le have met such a 
situation in the problem of root extracting gn = f in Theorem 9.32: there we had 
C = Chi

/
n

. ) 

Note that if Ie! i: 1 then the gluing diffeomorphisms <Pj would be extended from 

neighborhoods of 0 (or of (0) to the whole Riemann spheres C x {j} . As such they 
should be linear and represent trivial Ecalle-Voronin modulus. In this case f is 
embeddable. 
We have three pos.'libilities: 

(a) f is a typical map not admitting any nontrivial root extraction; 

(b) f admits the root extraction (of maximal order n) but is not embeddable); 

(c) f is embeddable. 

In the case (a) the identifying maps <Pj do not commute with any C, ICI i: 1 (see 
the above argumentation). Indeed, by assumption they do not commute with any 
root of unity. If they would commute with some other C, IC I = 1, then they should 
commute with all C with Ie! = 1 (also with the roots of unity). We get C = 1. 
In the case (b) we have C = e2r.ikln . 

In the case (c) any C is admitted and the diffeomorphism f is analytically equiv­
alent to its formal normal form (see T heorem 9.32). As.'lume then that f = g~, 
"IV = 1I!P,li . In the charts tj = - 1/ (pzP) + !L In t E Sj, f acts as the translation -id + 1 
and the spheres C x {j} are obtained as closures of the quotients of this action. 
T he action of"IT.g means also translation -id + s. T his shows that 9 = g:", sEC. 
The above implies the following result. 

10.28. Theorem (Centr alizer ). 

(a) If f E A does not admit any root extraction, then its centralizer Z(f) = 
U';kEZ}. 

(b) If f admits the smallest root extraction 9 = fl/", then Z(J) = {gk: k E Z} . 

(c) If f = g~ is embeddable, then Z(f) = {g~ : t E C}. 

In pO/ticular, Z(f) is an abelian group of rank 1 in the cases (a) and (b), and of 
infinite rank in the embeddable case. 

10.29. T heorem (Analytic classification of abelian groups). Let G be an abelian 
finitely generated subgroup of Di f ftC, 0). 

(a) If G is abelian typical (i .e. (G n A is infinite and not cyclic), then G is 
analytically equivalent to a subgroup of Ga(P,!L). 
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(b) If G is abelian excClJtional (i.e. Tc is infinite and cyclic), then G is genemted 
by two genns II. = z + ... E A p and 9 = e21ri/

qz + ... , such that p = 8q and 

fo,· some intege1"S k and 8. !Jf01l~ove l·, the Ecalle- Vomnin modulus of the germ 
It defines the modulus of the analytical classification of gmlLps genemted by 
It, 9 llnth the above I"elations. 

(c) (c) If G is formally linearizable (i.e. G n A = {idlY and eithel" Ac con­
tains a multipliel" satisfying the Bl"iuno condition 01" Ac consists of I"esonant 
muiti1lliel·s, then G is analytically linearizable. 

Proof. (a) Let the group G n A be not cyclic. T hus the centralizer of some its 
element It ha.<; rank > 1. This means that It is embeddable (Theorem 10.28). By 
Theorem 9.:J2, h is analytically C{luivalent to its formal normal form g~. T he 
(analytic) diffeomorphism, reducing It to g~, reduces also the other germs from G 
to the forms ).g~. 
(b) Let h be a generator of the cyclic group G n A c A p­
IfG = {It"} is cyclic, then we put g = 11., q = k = 1. 
Assume that G is non-cyclic, i.e. Ac '" {1}. Let). be the generator of Ac and let 
9 E G have). as its multiplier. 
Because ).1' = 1 we have). = e2:rilq where q divides p, ]I = sq. 
T he germ gq belongs to G n A and must be equal to sOllie iterate of h, gq = h!.·. 
Because GIG n A = Ac the germs g,h generate the whole group G. 
One can also see that 9 and the integers p, q, k are determined uniquely by h. This 
means that the analytic cla.<;sification of G is the same as the analytic cla.<;sification 
of h. 
(c) I f G is formally equivalent to a linear group and one multiplier is Diophantine 
(i.e. satisfies the Briuno condition (7.2) from Theorem 9.( 5) then the linearizing 
t ransformation for one germ is analytic (theorem of Briuno). This transformation 
linearizes also the other germs. 

T he analyticity of normalization in the case when all multipliers are resonant was 
proved in the proof of T heorem 10.27. 0 

Now we consider solvable groups, i.e. solvable a nd non-abelian. 

10.30. Examples of solvable groups. T he standard example of a soh~dble group is 
the group of affine diffeomorphisms of the complex line A f f (IC), ( --> a( + b; it 
is the semi-direct product of the group of translations, C, and of the linear group 
C ' = G L(1). By applying the semi-conj ugation z -+ ( = z -P to Af f (IC) we obtain 
the group 

where g~ = z (1 - 1JtzP) -l ip is the flow map of the vector field w = w" 'o = Zl'+ loz. 
Here the subscript s stands for 'solvable'. 
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T he group G .• (p) can be identified with the semi-direct product C· xC = U>., tH. 
Because 9:U 0 v = I!Z(I - tVl'Zp)-ljl' = 119~, 11 = IIPt the multiplication table is 

(>., t)· (v, s) = (AV, vl't + s) . (:U ) 

Consider a subgroup G ofG~(p) and its normal subgroup G n A. T he latter can 
be identified with a subgroup 

Te = {t: g:UEG} 

of C. G is identified with the semi-direct product of Ae (of multipliers) and of Te , 
where the action of Ae on Te is given by (>., t) --+ Nit. 
In particular, if Te "-":: Z is cyclic then Ai; c Z. Because altogether all A -1' E Z, Ke 
get A!; c {+ 1, - I}. If A!; = {I} then G would be abelian, which contradicts our 
agreement that only non-abelian solvable groups are called solvable. 

10.:n. Definition. A solvable (non-abelian) group G, which is formally isomorphic 
to a subgroup of G .• (p) and such that Te = Z, is called solvable exceptional. 
Otherwise G is called solvable typical. 
For an exceptional solvable group we have 

At; = {±1}, Te:::: Z . 

10.32. Theorem Formal classification of solvable groups) . A finitcly genemted 
solvable slLbgmup of Di f f (c, 0) is formally equivalent to a subgroup of G~()J) for 
some p. 

Proof. 1. Because G is not abelian there exists an It E G n AI' for some p. \Ve 

reduce II to its formal normal form it = g~, w = [zp+I/(1 + !lW)]Oz. Next we fix 
the chart in which II is in the normal form. \\le shall also omit the hats. 

2. Lemma. If a SlLbgroup fI C Diff(C.O) contains two non-collulmting clem.ents 
from A, then it is non-solvable. This means that the centml derivative sequence 
of any solvable SlLbgrollP of Dif ftC. 0) consists of two gIYJ1/ps. 

Proof. Let f = z + az1'+1 + ... , 9 = z + bzq+ 1 + ... , ab =I- 0, be the two non­
commuting elements from IJ. 
Ifp = qthen the commutator [f,y] = fyf-Ig-I = z + czr+ I + ... with r > p. So, 
we a<;sume that p < q. 
However f "-":: g;P+l = exp (azp+18z ), 9 "-":: y~O+l = exp (bz q+18z ) and the first term 
of the Campbell- Hausdorff formula says that [J,g] "-":: g~b, V = [zp+18z, zq+ 18z ] = 
(q - p)Z,,+q+I{)Z. Thus II = [/,g] E Ap+q' 
Next wedefinegl = [f,fl ] E A :Z1'+q, h = [!l,gd, g2 = [fl,h], h = [h,Y2] etc . 
T he maps f; are different from id and belong to the derivative subgroups fI (j) . 

T he central derivative series is infinite. 0 
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3. If G c A then G would be abelian (by Lemma 2). Therefore G n A is a normal 
subgroup with abelian quotient. By Lemma 2 from the proof of Theorem 10.27 all 
elements from the latter subgroup belong to the flow generated by the vector field 
'/V,Cn A = {g;",tETc} · 

4. Take all element 9 = >.Z + . E C"'A; (by Iloll-abelianess such 9 exists). 
Because Adgh = ghg- 1 E A we have Adgg~ = g:, = g;w for some s E C* . 

However Adgg~ = g~, where 'j) = Adg*w; this implies g~ = g;w' 
T he exponents exp(v) = 9~ and exp(sw) of two small vector fields coincide. Be­
cause the exponential map (from the Lie algebra of formal vector fields to the Lie 
group of formal diffeomorphisllIs) is invertible near zero we get 

Adg. w = s'W, .5 E C ' , (3.2) 

5. Lemma. 1[ (3.2 ) holds, thcn s = >.-p. MOI·co vcI·, if).li =1- 1 thcn w = zp+18~. 

Proof. Let y = g( z) = >.z + .... \\le have z = w(z) = zp+l/( I + II ZP) , iJ = 8W(Y) = 
8yp+l/(I + IIY/' ). T his implies 

dy 
d, 

8yp+l 

1 + j.typ. 

Comparison of the linear terms gives s = >.-1'. 
\\le obtain the following identity of formalmeromorphic I -forms 

T he residue of such a form does not depend on the choice of the coordinates. This 
implies /1, = >.-p/1,. The a<;sumption >.1' =I- 1 gives /1, = O. 0 

6. Suppose that A~ = {l}. Then we have s = ).P = 1 in (3.2). So, Adgg~ = g~. 
T his identity would hold for any 9 = >.z + ... from G and for any It = g~ E GnA. 
T hus gil. = hg for any 9 E G, II. E GnA. Because GIGnA :::: AG the latter would 
mean that G is abelian (contradiction ). 

7. \\le can a<;sume that some >.P =I- 1 and hence f.1, = O. The integration of the 
formula (3 .3) gives - 11 (pyl') = >. -P [- I I (pZl')+t], or g(z) = y = >.z(I - IJtzI,)-l h' = 
>'g~ . 
Because this holds for any 9 E G, Theorem 10.32 is complete. 0 

Remark. T he proof of T heorem 10.32 given in IEISYI is not correct . It relies 
upon the untrue statement: "The formal root f = liZ + . of p-th order of a 
germ 9 = z + ... , fIPI = 9 has unique solution for any II such that v P = I" (see 
P roposition 1.2 in IEISYI) . 
T he examples: g( z) = z, JI(z) = - z and g(z ) = z and h(z) = y satisfying the 
equation y + z + y2 + Z2 = 0, show that the formal root is not unique. 
In IEISVI the same false statement wa<; used in the proof of T heorem 10.27. 

10.33. Theorem (Analytic classification of solvable groups). Lct G be a finitely 
gCllcmted solvable non-abclian subgroup of Di f ftC, 0). 
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(a) 

(b) 

If G is typical, then it is analytically equivalent to a subgroup of c .. (p). 

If G is exceptional, then it is genemted by two clements It = z + zP+! + ... , 
9 = vz + ... satisfying the pro/Jel·ties 

9" ~ h-Ig, 

U ~ e 7rir / p , (H ) 
gcd(r,2p) ~ 1. 

The (additive) Ecalle- Voronin moduli $ j, j = 1, ... , 2p of the genn II (sec 
Definition 5. in the l)1"oof of Theorem 9.30) can be chosen to satisfy the l"Cla-
tions 

The fi,·st germ <to l constitutes the modulus of analytic classification of excep­
tional groups (lln/h fixed l' and r) . 

Pl·00f. (a) In this case the group TG ;:" G n A is not cyclic. T his group lies also 
in the centralizer of the distinguished germ h. T hus Z (h) ha.<; rank greater than 1 
and , by Theorem 10.28, II is embeddable and analytically equivalent to its formal 
normal form. 
T he analytic transformation normalizing It normalizes also all the other germs 
from G. 

(b) Here we have TG = Z and A& = {±1} (see Definition 10.31 ). 
Let II. be the generator of G n A. \\le choose a germ 9 = v z + . such that v 
generates AG . Because v P = - 1, we have v = eTf ir / p where r is relatively prime 
with 21'. Because 9 + C n A generates C / G n A and II. generates C n A it is clear 
that It and 9 generate G. 
Next we have the formal forms I, = g;".t1, g = vg~,,+t . Taking the new formal 

variable Zl = g-:",,/,"1 = exp[ (- a/2)zp+l], we reduce 9 to VZI without changing I~; 
(since exp[bzp + t ) 0 I) 0 exp[bzI'+ I) = I) 0 exp[(1 + vP )bzl,+I]) . 

In the representation of G.(p) as C" X C, we have it N (1, 1), It- I 
N (1, - 1), 

g'" (v, O). T he multiplication table (3.1 ) from Example 10.30 says that glt '" (v, 1) 
and i~-Ig '" (v, - VI') = (v, 1) , i.e. the formal formula (3.4 ). 
From the first equality in (3 .4) at the formal level, we obtain its validity at the 
analytic level. 
Recall that , in the definition of the Ecalle-Voronin moduli , we divided the punc­
tured neighborhood of z = 0 into sectors Sj parameterized by tj = - 1/(pzP) + 
>'In z E Sj and we reduced II. to the shift It = id + 1 by means of diffeomorphisms 

ilj tj --> Tj . T he coboundary maps $ j = THI 0 Tj - I constitute the Ecalle­
Voronin modulus IL~ E M;,:.. (see Definition 5 in the proof of Theorem 9.30) . In 
our ca.<;e >. = O. 
Let us describe the action of 9 in the variables Tj . Because the linear part of 9 

is the rotation by the angle 7r1·/p the sector Sj is transformed to the sector Sj+r: 
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Tj --> Tj+r = 9j(Tj). Because 11.(Tj) = Tj + 1, formula (3.4) reads as 

T he latter formula allows 11.<; to extend 9j ~to th;: whole C, to affine mars 9j = 
- Tj + aj. From the gluing conditions 9j+1 <I> j = <I> j +r9j and closeness of <I> j to id 
one gets 8(luality of all constants aj. Choosing properly the first chart Tl we can 

assume that all aj = O. In this way we obtain the relation ~ J+r (- T j) = - $( T j) . 
I t allows us to define the entire collection ($ I , ... , ~2p) by means of $ I. T he latter 
constitutes the modulus of analytic classification of G. 0 

10.34. Examples of solvable monodromy groups appearing in r esolution of nilpo­
t ent singularities. 1. T he application of the theory of finitely generated sub­
groups of Dif ftC, 0) to investigation of germs of planar analytic vector fields 
with nilpotent linear part was initiated by R.. fI 'Ioussu IMoul in the case of cusp 
2yox + 3x2 oy + ... and by D. Cerveau and Moussu ICeMol in the case of general­
ized cusp 2yVx + sx·-1oy + .... They proved that the problem of orbital analytic 
classification of germs of vector fields with such singularity is equivalent to analytic 
classifications of subgroups of Dif ftC, 0) with two generators and some natural 
relations; (the spaces of moduli are the same). It was shown that the monodromy 
group of such CI1.<;p can be: either finite or abelian exceptional or solvable typical or 

nOli-solvable. III the case of odd $, the classificatioll of vector fields with solvable 
monodromy was completed in the work of F. Loray and R.. Meziani ILMI: here 
the abelian exceptional group does not appear. In the papers ISZI I and ILor21 
the formal orbital classification of generalized cusps is given and to each formal 
normal form the corresponding type of monodromy is attach ed. 
In ISh] E. Strozyna considered the case of generalized saddle-node (y - xr)Ox +. 
(see below). There is a theorem about 8(!uivalence of orbital analytic classification 
of germs of vector fields and of analytic classification of their projective mon­
odromies (no 8(!uality of the moduli spaces) . T here the monodromy group is: 
either finite or abelian exceptional or solvable typical or solvable exceptional or 
non-solvable. T he formal classification is also given. 
In ISZ21 the formal orbital classification of nilpotent germs YOx +' .. was completed; 
namely the so-called generalized saddles (y+a:zno", + by2r-J Oy +' .. were classified. 
T he papers of Cerveau and Moussu ICeMol and of Loray ILorI I contain also topo­
logical classifications of generalized cusps with solvable holonomy. 

2. \Ve pass to more precise formulations of the results. 13y Takens' theorem ITak], 
any germ of vector field with nilpotent linear part is formally ~O'(luivalent to 

:i; = Y + a(x), y = b(x), 

where a(x) = arxr + ... , b(x) = b._lX~-1 + . with arb .• _1 i: 0 (or some of the 
a(x), b(x) vanishes identically). T he reader ca n prove this result by refining the 
proof of the Poincare-Dulac theorem 8.14. 
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In [SZl [ it is proved that the Takens normal form is analytic (see also [Lor4f). I3ut 
the final orbital normal form for CllSp, i.e. 

is divergent in general (see [C-OSf). 
We say that we have : the gener alized cusp case if s < 21', the gener alized saddle­
node case if 21· < $ and the gener alized saddle case if 21" = s . 

:~. T he cusp case. Here the vector field V is close to the Hamiltonian field Xu with 
the Hamilton function JJ = y2 - x:\ (after some normalizations). The resolution of 
singulari ty of the function II was presented in Figure 32 in Chapter 4. There are 
three elementary blowing-ups giving three exceptional divisors E I, E2 , E3 . They 
are topological spheres (i.e. CPI) with intersections Pl,2 = El,2 n E:1. T he CllSp 
y2 = x:1 is represented by the disc r intersecting E:\ at Po. T he divisor E:\ ha., the 
self-intersection index - 1 (in the complex surface III such that 11" : (III,U Ej ) --> 

(C2,0)), (£2,~) = - 2 and (EI, Ed = - 3 (because after elementary blowing-up 
the index of intersection of two curves decrea.,es by 1). 
Introducing the quasi-homogeneous filtration in the space of germs of vector fields 
with weights d(x) = 2, d(y) = 3, we see that d(XJI) = 1 and the germ with cusp 
singularity is a perturbation of X II by means of terms of higher quasi-homogeneous 
degree. This implies that the resolution process for JJ is good also for the perturbed 
germ. _ 

T he foliation :F defined by the vector field V is transformed to a foliation :F in 
M. Using the Camacho-Sad theorem 10.13(a), applied to the divisors Ej and J 
with singular points 1'i, we find the ratios of eigenvalues at 1J;. I3ecause EI contains 
only 1JI, the ratio of the eigenvalue in direction of E3 to the eigenvalue in direction 
of EI is e(!ual to - 3 = (EJ, Ed; P I is 1 : - 3 resonant saddle . Analogously 112 is 
a 1 - 2 resonant saddle. Next because (E:\, E:1) = - 1 = - 1/6 - 1/3 - 1/2, Ke 
get that 1'0 is a 1 : - 6 resonant saddle. The formula., for these ratios can be also 
seen from the formulas for the resolution of the cusp in Figure 32 in Chapter 4: 
y2 _ x3 = x2 (112 _ x) = u:I.1!2 (11 _ v) = 1·6w:I(1 - w )2(2w - 1), where y = HX, X = tlV, 

11 = 1"W, V = 1"(1 - "IV) . 
The saddles 1Jl.2 are analytically linearizable. T his follows from the fact that the 
monodromy maps corresponding to loops in El,2 are identities (the loops are 
contractible) . The point Po can be non-linearizable. 
Qne associates with the punctured divisor (E* ,p) = (E:\ \ {PI,1'2,1':\},1') and the 
foliation J, the monodromy group G (see 10.19): G C DiJ J (D,1') = D iJ J(C,O) 
where D is a holomorphic disc transversal to E* at1'. It is generated by two maps 
11,2, corresponding to two simple loops in 11"1 (E* ,1') surrounding the points 1'1.2. 
T he loop around Po generates the map In = 110 h. 
T he formula., for ratios of eigenvalues imply that 

h(z) = e-27ri / 3Z + ... , h(z) =-z + . (3.5) 
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and /3(z) = e-,,-i/:l z + . 
!v[oreover, because the points PI ,2 are linearizable, the corresponding maps are also 
linearizable and we have the relations 

(3.6) 

R. fI-fOllSSli proved that the cia.<;sification of cusps is the same as the classification 
of groups generated by !L2 with the restrictions (3.5) and (3 .G). 

\Ve pass to the analysis of particular examples with the cusp singularity. Firstly 
we shall show that: 

The Hamiltonian C1JSp has finite monodromy groujJ. 

In order to see it one uses special coordinates, dictated by the quasi-homogeneity: 
11 = X3/y2 (of degree 0) and z = y/x (of degree 1). (Here 1t = (1 - w)/w, z = r 
in terms of the resolution from Figure :J2 in Chapter4). \Ve obtain the differential 

. , 1 'I"· :r. tl c. dz _ (3 ,,-2)z . 1 1 I· r equatIOn lor tie 10latlOn.r III Ie 101m all - titl (l -tl) ' Wit I tie soutlOns 0 
Darboux type 

z(u) = CU- 1/:1(1l _ 1)-1 /6 . 

\Ve see that the maps Zo = Z(110) --+ fl(ZO) and Zo --+ fo(zo) which are defined 
as analytic prolongations of the multivalued function z(u) along closed loops with 
vertex at lIo, are linear maps. 0 

Consider now the perturbation of Xu by means of the vector field x r- I Ell, pro­
portional to the quasi-homogeneous Euler vector field Elf = 2xox + 3yoy . Then 
in the variables 1I, z we obtain the Bernoulli «(Iuation for the phase curves 

dz 311 - 2 x r - 2 _ ~ "";:---", z + z2r-2 
du Gu( I - u) G(I - u) . 

I t has the first integral of the form 

Note that t his function contains the term of the Darboux form and the Schwarz­
Christoffel integral; we call them the Darboux- Schwarz-Christoffel integr als . The 
properties of F depend on 1'. 

Let r = 3m. Then the power in T r /:I - I is a positive integer and the Schwarz­
Christoffel integral is elementary. \Ve obtain F = (u - I) 1/2-m [Z:I-6"'U I - 2m + P ( u)] 
where P(lt) is a polynomial. The integral is of the Darbollx type. One can deduce 
from it t hat the monodromy group is abelian linear. 
T he explanation of this lies in the fact that the perturbed vector field is orbitally 
equivalent to the Hamiltonian one. Indeed, in the variables h = y2 - x 3 and y, one 
obtains the system h = 2h(y2 - 11.)",-1, if = 1+ (y2 - h)",-I y . It is a non-singular 
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vector field with local analytic first integral It + . = y"l - x:1 + ... , i.e. the A "l 
singularity. After analytic change of coordinates the first integral tYluals i"l - i:l . 
Let I" =I- 0 (mod 3). Near 11 = 0, z = {] we have F = lt l - 2r /:1 X (analytic function). 
T his implies that the monodromy map I I, expressed in the chart ( = FJu=uo takes 
the form ( --> f-tl ( . 
Near 11 = 1 we have F = CI + (It - 1)(:I-"lr)/6 X (analytic function). Note that 
t he Schwarz- Christoffel integral diverges at 1L = 1 and one llIust use several 
times the integration by parts formula: JU(T - 1)a,p(T) = (a + 1}-1(11 _ l}a+l ­

(a + 1)-1 J"(T - 1)a+I ,p'. T he value CI is the 'principal' value of the Schwarz­
Christoffel integral from (] to 1. In order to find this value one uses analytic con­

tinuation of the Euler Beta-function B(a, b) = hll T a- l (1 - T)b-IdT = ~1(~~1~) . 
Because the Euler Gamma-function has no zeroes and ha'i poles at non-positive 
integers, we get that the constant CI =I- O. This means that the map 10 takes the 
form ( -+ /10( + C with /10 = e (:l -"lr )1f; /:I, C = CI (1 - 110) =I- {]. 
T his shows that the monodromy group G, in the chart (, forms a subgroup of 
the group Af ftC), of affine diffeomorphisms of a complex line. It is solvable and 
non-abelian . 
T he relation between the chart z and ( is given by the formula ( = A z3 -"lr + B. 

T his means that the maps Ii, expressed in t he chart z, have the form ).jg~, 
w = Z1'+I O", i.e. solvable subgroups of G.(p) with p = 21" - 3. Note that here 
AO consists of roots of unity of order (i and, as I" is not divisible by 3, we have 
A~ =I- {±1}. \Ve can conclude the above in the following statement . 

The vecto1· field X H + x r- I En with the cusp singula1"ity has finite monodromy 
group in the case I" = 0 (mod 3) and solvable typical monodromy group otherwise. 

T he example of cusp singularity with solvable non-abelian holonomy wa'i used 
by R. r-.-roussu JMouJ in his counter-example to the problem (c) of R.. Thom (see 
10.20): do the holonomies of the separatrices form a complete system of invariants 
of the singularity? Indeed, in the solvableca'ies with different /"'s (=I- (] (mod 3)) the 
singular point 1'0 is linearizable. T hus t he holonomy llIap associated with a loop 
in the separatrix r (through Po) is trivial in all these cases. On the other hand, 
the different projective holonomies form t he obstacles to the analytic equivalence 
of these cusps . 

4 . The gener alized cusp with abelian exceptional monodromy. Consider the field 

(:;.7) 

(I·Iere Elf = xox + 2y8y is the qua 'ii-homogeneous Euler field.) The resolution of 
t his singularity is the same as the resolution of the A :\ singularity of 11 and is 
presented in Figure 1. 
T he monodromy group is generated by two maps f 1,2 = - iz+ . .. , i = e,,;/2 = A 
with the relation I(~ = id, where 10 = II 0 h . 
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Figure 1 

In the variables x, u = x 2 /y we have 11 = x 4 (u 2 _ 1} and the points Pl ,2 correspond 
to x = 0, 1t = ±1 and1'o : x = 0, 1t = \Xl. 

It turns out that the vector field ha.'l the variables 1l, H separating. Namely, we 
have dll/riu = 11"+] /[(1 + /tlln)(1 - u2 )] . From this we see that the monodromy 
maps, expressed in the chart It = 111"="0 = con.~t· X4, take the forms It --> g~j (It), 
where v = hn+](1 + /tlt)- I fh,. In the chart x we get /j = ..\jg~, which implies the 
following statement . 

The vector field (3.7) ha,s abelian exceptional monodmmy. 

5. T he gener alized saddle·node wit h except ional solvable monodromy. Consider 
the system 

Its two-step resolution is presented in F igure 2. \\le see that the points PO,] are 
1: - 2 resonant saddles . The ratio of eigenvalues of the point P2 e!luals zero. The 
monodromy maps take the form /0,] = - z + ... , h = z + ... with the relation 
/(i = id. \\le use the variables x, u = y/x2 . We get 

i; = x(u - 1) + xt, it = - 2u (u - l ) . 

Here Po: x = O,u = 00,1'1 X = 11 = 0, P2: x = O.u = 1. \\le see that1'2 is a 
saddle-node; this justifies the name of the singularity. 
T he system has the first integral of the Darboux- Schwarz- Christoffel type 
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If t is odd, then the first integral is of the form F = a In( 11 - 1)+ ( rational function). 
I t has abelian monodromy and the monodromy group of the vector field is abelian 
exceptional . 
If t is even, then the monodromy of the first integral is solvable. It is generated 
by the maps ( --> - ( and ( --+ ( + b. Any of its elements is of the form ±( + nb 
with integer n. T he monodromy group G of the resolution is also solvable. It is a 
subgroup of G.(p), p = t - 1. Because Aa = {±1} , we have A~ = {±1}. On the 
other hand, the subgroup G n A (of maps with identity linear part) is cyclic :::: bZ. 
T his means that G is solvable and exceptional, i.e. 

The vector field (3.8) ha,s solvable exceptional holonomy. 

6. Other examples of vector fields with solvable monodromy constitute the fields 

Vo + f(E 

consisting of two homogeneous terms, one of which is proportional to the standard 
Euler field E = x8:r; + y8y; the field V() and the function f( are homogeneous. The 
elementary blowing-up reduces this field to a I3ernoulli system with a Darboux­
Schwarz- Christoffel integral. 

10.35. NOll-solvable subgroups of Dif ftC, 0). Examples. T he standard example of 
a non-solvable subgroup of Dif ftC, 0) is the group generated by two maps (see 
Lemma 2 in the proof of T heorem 10.32) 

fl = 9; .. +1, h = g~H 1 ' P < q. 

Qne can say even more. 

10.36. T heorem of Cohen . ([Cohl) This group is free , i. e. there are no relations 
between fl and h. 
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\\le do not prove this result. \Ve note only that in the original paper of Cohen it is 
proved that the group generated by the power ZT and the translation z + 1 is free. 

T here is no classification of non-solvable subgroups of Dif ftC, 0). However, they 
are typical among monodromy groups of algebraic leaves. For example, Yu. S. 
Il 'ya.<;henko and A. S. Pyartli IIIPI have shown that among vector fields of degree 
n with the line at infinity Loo invariant, fields with free holonomy associated with 
the leaf ill Loo are typical. Also ill [SZl l and [Str] it was shown that typical 
nilpotent singularity of the generalized cusp type or the generalized saddle-node 
type have non-solvable monodromy groups. 
Among few results about non-solvable groups Ke present A. A. Shcherbakov's 
and 1. Nakai's generalization of the Hudai-Verenov T heorem 10.22 and the Ramis 
theorem about formal and analytic equivalences of non-solvable groups. 

10.37. The density theorem of Shcherbakov and Nakai. (lShe2 1, INakl) If C c 
Dif f (c, 0) is a non-solvable SUbg1"011P, then there is a partition of (c, 0) into 
sector-like domaills such that the C-m·bit of allY point is dense either ill a whole 
domain of Ihe pOTtition 01" in a line separating diffef-cnt domains. 

T he idea of the proof is the following. Take two non-commuting elements of C: 
h = z + z" + . .. , h = z + z'} + ... , l' < q. The se(luence fl-'" hfl" tends to identity 
and a suitable normalization cmUI-"'hfin - -id) tends to a definite vector field 
Vz . Replacing h by h = [fl, hl = z + azr + ... , q < 1", we obtain another vector 
field V:j which is independent from Vz at gener ic points. j\-Ioving along these vector 
fields is t he same as moving along closures of orbits of C. 
Additional information about the dynamics of non-solvable pseudo-groups are 
given in IBLLI. 

10.38. Theorem of Ramis (Rigidity of non-solvable groups). (l Ram21) If two Ilon­
solvable subgl"Oups G, C' of Di f ftC, 0) arc formally equivalent, then they arc an­
alytically equivalellt as well. 

PIlJOj. We sketch the proof following IEISVI. 
Let the germs from C 

f = z + oz1,+I + . 9 = z + bZq+1 + p < q, ob =I- 0, 

be formally conjugated by means of series it with analogous germs 1' ,9' from C' . 
One has to show that the series it is the Taylor series of all analytic conjugating 
map h. 
Following the proof of the Ecalle- Voronin T heorem we construct sectorial normal­
izations of these four germs. However, instead of using the sectorial coverings , we 
shall use sectorial partitions; i.e. partition into closed sectors which are included 
in the domains of analyticity of the normalizing maps. It means that we have the 
functional cochains HI = (H j ,I, ... ,H j ,2p), HI', Ilg, Hg" defined in sectors of 
partitions :=:1,:=:2 of (C,O) (with angles rr/p or rr/q), close to identity (a.<; O(Zp+l) 
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or aso( zq+I)) and conjugating germs with their formal normal forms. T he cochains 

conjugate f with f' and 9 with g' respectively. T he Taylor series of the maps from 
F and from F coincide and are e{lual to it. 
Take a partition:=: of (C, 0) which will serve a<; a common partition for the cochains 

F and F (product of the partitions :=:1.2). Then G = F - F = (GJ, ... , G r ) is a 
functional cochain decrea<;ing faster than any power of z . Its coboundaries decrea<;e 
very fa<;t I!lGjl = IG j +1 - Gjl < exp(C/ lx ll), where l = l' when we are in a line of 
partition :=:1 and I = q when we are in a line of the partition :=:2. 

10.39. Phragmt'm- Lindelof T heorem for functional cochains. (See 1113]' [EISV]) 
If a functional cochain deC1"Cases fastel· than any 1JOwe1· of z, then it vanishes 
identically. 

T herefore. F = F. Now, because the maps Fj from F and Fj from F are analytic in 
sectors of different magnitude, then we prolong them step-by-step to an univalent 
function h, representing the conjugating diffeomorphism. 
T his completes the proof of the Ramis theorem. 0 

Pmof of the Phmgmcn- Lindclof the01"Cm. T his theorem constitutes an essential 
part in Il 'yashenko's proof of finiteness of the number of limit cycles for a polyno­
mial vector field (see T heorem 6.12). We use t he arguments presented in [113[. 
Recall that the classical Phmgmcn- Lindclof theol"Cm says that, if a holomorphic 
function ftC), defined in the sector I arg(1 < n and growing not too fa<;t at in­
finity, If I < exp(clzl i3 ), j3 < 1r/2n, is bounded by a constant M at the boundary, 
then the same bound holds illside the sector. (III the proof one replaces f by 
f exp( - f: lz 1,,"/20.) tending to zero at infinity.) 
T his theorem can be applied to domains which are biholomorphically €(Iuivalent 
to sectors, e .g. the half-plane Re ( > A and its image U A under iV = ( + /C. 
r-.-roreover, if f decrea<;es in U A fa<;ter than any exponent, then f == O. Indeed, 
applying the Phragmen- Lindelof theorem to leNz we get that III < Me- N x for 
any N along the real axis. 
Assume that a cochain G = (G J, ... , Gr ) decreases fa<;ter than any power of z . 
Take the chart ( = - In z . Then we get a domain like Re( > A, with the partition = 
into horizontal strips with the boundary {):=: consisting of half-lines 1m ( = const . At 
the lines from 0= the cochain has jumps liG. T he cochain G decrea<;es fa<;ter t han 
any exponent of ( . Its coboundaries !lGj = Gj+1 - Gj decrea<;e as exp( _ Ccp · Re () 

or as exp( _ CcqRe (), depending on which line of partition = 1 or:=:2 we are. Of 
course, the functions G j from G are prolonged to larger strips than the strips of 
the partition =. 
Any cochain G' = G· eP(-Q), P,Q > 0 has the same properties as G. 

Take the functional cochain defined by H (() = iri Ia=. {)~~~Od{. (In order to get 
this expression convergent one can restrict himself to a region of the type U A.) 
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T he cochain II ha.<; the same jumps as G' (the Plemelj theorem). Thus H - G' 
is an analytic function in UA . I3ecause it decreases faster than any exponent, it 
vanishes identically. Thus G = lle-P«(-Q). 

T he cochain II can be estimated (using the estimations for dG). T his (with varying 
P, Q) allows us to show that IGI < exp( _ CeP· Re <), i.e. that 

IGI < exp(- C/I'I") 

(see 1113] for details). 
Consider now some sector 5 containing a sector of the partition =J (e.g. like SI 
in Figure 3). I3y means of the chart 1t = const ·z-',', 1l < 1) it is transformed to the 
half-plane Rell > O. The cochain G, restricted to t he latter sector, has the same 
properties a.<; the cochain G in t he chart (: decay properties of the components 
and of coboundaries. Repeating the above arguments we obtain that 

IGI < exp( - C/lzlq), z E S . 

T he further repetition of the above arguments with the sector TI C 51 and appli­
cation of the Phragmen- Lindelof theorem shows t hat G == O. 0 

Figure 3 

10.40. Remark. T heorems 10.29 , 10.33 and 10.38 imply the following property 
called the l"igidity of some subgroups G C Di f f(C, 0): 

Let G, G' be cithe1· finite or abelian typical or solvable typical or non-solvable. If 
G and G' are formally equivalent, then they are analytically equivalent as well. 

T his implies the following rigidity property of generalized cusps d(y2 + x2HI ) + 
... = 0. 

If t1ll0 such singula1"ities are formally efJuivalent then they aI"C also analytically 
equivalent. 

Indeed , by the result of D . Cerveau and R. lvloussu the formal (respectively analyt­
ical) efl'livalence of foliations is equivalent to the formal (respectively analytical) 
efluivalence of their mOllodromy groups. T he latter turn out to be rigid . 
R. ~·Ieziani IM ezl investigated the rigidity property for the ca.<;es of a generalized 
saddle and of a generalized saddle-node. 
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§4 The Ziglin Theory 

T he Ziglin theory constitutes one of the most beautiful and effective applications of 
the monodromy theory. It allowed us to show non-integrability of certain classical 
Hamiltonian systems. 

10.41. Example (The Euler- Poisson system). T his is t he system describing motion 
of a rigid body with one fixed point in the presence of a constant gravitational 
field 

M = M x !1 + ILr x L , t = r x !1 . (4 .1 ) 

Here the vector quantities are given in the moving coordinate system , a5.<;ociated 
with the principal axes of inertia of the body. We denote: M = (Ah, At'l, .~'h) -
the kinetic momentum with respect to the fixed point, !1 - the angular velocity, 
M = d-iog (II, 1'1, l:J) !1 where I) are the principal inertia moments, r - the unit 
vertical vector, L = (Xo, Y(), Zo) - the unit vector directed from the fixed point to 
the center of mass of the body. 

i 
/\ '\ ---..,: 

Figure 4 

T he system (4.1 ) has three independent polynomial first integrals 

r ', (M ,r ), E ~ (M ,n )/2 + !,(r ,L ) 

(the length of r , the projection of the kinetic momentum onto the vertical axis 
and the energy). T he complete intcgmbility of the system (4 .1 ) means existence 
of a foliation of the phase space into 2-dimensional tori with a periodic or quasi­
periodic motion (the LiolLville- Arnold thcOl"Cm, see IAnIl]). It is e(luivalent to the 
existence of an additional first integral. 
Such an integral in the hypersurface {r 'l = I} exists in three (classical) cases: 

/1, = 0; the Ell/e,· case of a free body, with the additional integral M 2; 

I ) = 12 , X o = Yo = 0: the Lagmnge case, with the body symmetric with 
respect to an axis containing the ma'iS center and with the additional integral 
.~'l:!; 
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h = h = h/2, Zo = 0; the Kowalewska case, with special symmetric body, 
whose ma'iS center lies in a plane orthogonal to the symmetry axis at the 
fixed point, and with the integral II I (MI + iM2 ) + (rJ + ir2 )(XO + iY() )i2 . 

T he problem of complete integrability of the system (4.1) remained unsolved for 
very long time. There were some partial results, concerning particular situations. 
Only application of the monodromy theory allowed a complete solution. 

10.42. Theorem of Zig lin (Euler- Poisson system). (I Zig]) The above th1"Ce cases OI"C 
the only cases when the system (4.1) has additional memmOlphic first integml. 

\\le present the general method leading to the proof of this theorem. However as 
an application of this method we present calculations for a Yang- fl'lills , which is 
simpler than (4.1). For the proof of Ziglin's theorem we refer the reader to Ziglin's 
work IZig]. 

10.43. Normal variation equation and the variation monodromy. If :i; = X(x), 
x E Iftm is an autonomous system and x = <p(t) is one of its solutions, then the 
system iJ = [(oX/ox)(x)]y, x = <p(t) is the variation equation associated with the 
solution <p. Its solutions mea'iure the divergence of solutions (of the initial system) 
close to <p. 
If the curve r is the image of <p and Nr = Tr Iftm ITr is the normal bundle, then 
the variation equation can be factorized by T r and defines the normal variation 
equation. Its solutions are sections of the normal bundle. 
We will consider the case when the system is Hamiltonian 

:i; = Xli 

in 1ft2" with polynomial Hamilton function H(x) and with an algebraic curve r 
as the image of the particular solution. \\le a'isume x = (q,p) and the standard 
symplectic structure dp /\ riq. 
A Hamiltonian system is completely integr able if there exists n functionally inde­
pendent first integrals in involution, i.e. with vanishing Poisson brackets {Hi, llj} 
= XlIj (Hi ) = O. In particular, if the vector field Xli does not have n - 1 first 
integrals functionally independent of H, then this field is not integrable. 
Because II and r are algebraic it is natural to consider the system :i; = X II and 
the curve r in the complex space C 2

t! and with complex time. Then we get a 
holomorphic I-dimensional foliation F with the algebraic leaf r * = r\ (singular 
points ). 
Using lifts of loops from 11"1 (r* , xo) to the leaves of F we define the holonomy group 
of the leaf r* . It is a subgroup of the group of germs of analytic diffeomorphisms 
of a 211. - I-dimensional polydisc transversal to r* at Xo. T he linear parts of the 
germs from the holonomy group generate the variation monodromy group IIIon(r). 
AI on(r) is defined by means of the solutions of the normal variation equation. 
Because ll(x) is a first integral for the Hamiltonian system the function dll E 
r(N*r) is a first integral of the normal variation system. Note that riH is linear 
with respect to the 2n - 1 variables in N"r and is algebraic with respect to x E r. 



§4. Tlw liglill Tlwory 437 

T he affine subbundles V(h ) = {(x, v) E N r* (d l1(x), v) = II}, II. E Care 
invariant manifolds of the normal variation equation and of the variation mon­
odromy group. The restriction of the action of Mon(r) to V"'o(h) is denoted by 
M on(r, h). T he latter consists of affine map." of the form AI! (v) = Aov+ hILI, where 
Ao E Sp(2n - 2, C) is a symplectic operator, i.e. preserves the natural symplectic 
structure induced on the fiber Nro r by so-called symplectic reduction. The linear 
part Ao E Mon( L O) is uniquely determined by A. 
T he eigenvalues of Ao form the system AI, All, ... , A,,_I, A;;-~ I; (because AJ J Ao 

= 1 where J = (j ~/ )). The operator A E Mon(r) is called resonant if 

,I.', ,k,,_, _ l' . . t . k " ]k] ~ 0 "I ... 11,._1 - 101 some III egels i, L.., j r . 

If A is non-resonant then it is diagonalizable with eigenvalues 1, Ai, Ail. 

10.44. Theorem (Variation monodromy group and integrability). ([Zig!) A ssume 
that }.Ion( r ) contains a non-resonant operatol" A and the Hamiltonian system has 
n - 1 memmorphic first integrals fU1lctionally independent of H. Then any othe,> 
linear opcmtOl' A' E M01l(r) IJ1"CSCI"Vcs thc systcm of eigcns]XIccs of A. MOI''COVCI', 
if any subset of the system of eigenvalues of A~ docs not form a regular polygon 
with center at 0, then A' commutes with A. 

10.45. Proof of Theorem 10.44. 1. A<;sume that the field Xu has meromorphic 
first integrals Ii), ... , Hr near r , functionally independent of H. \Ve claim the 
following. 

2. Proposition. The variation monodromy group has r ratio1lal first i1ltegrals <I' i( 1i), 
j = 1, ... , r, which arc homogeneous in v. 

3. Proof of Proposition 2. Let 110 = 11. 
If w( x) is a first integral (meromorphic and defined near r), then Ke denote by 
wo(x, v) the lowest homogeneous part of w( x + v), (x E r , v E N",r), with respect 
to v . 
\Ve put <Po = Hg = dH = h. Next as Ho, HI are independent there is a function 
WI which is rational in Ho, HI and SUcil that ~o, w? are independent. (Take H?; if 
it is dependent of Hg then H? = f(x)h k, f rationaL k E Z: we take HI - f(x)H(~', 
look at its lowest part, etc.) \Ve put <l> 1 = w? 
T he further proof goes by induction (see IZig!) and we do not present it. 
\Ve obtain first integrals <l> j(x, v) of the normal variation system. T heir restric­
tions <l> j (xo, v) to the generic fiber Nro r are independent first integrals of the 
monodromy group II,Ion(r), <l> j 0 A = <l> j. 0 

4. Let A E .Hon(r) be non-resonant, i.e. the symplectic operator Ao is non­
resonant. There is a system of symplectic linear coordinates Pi,qi in Vxo(O) such 
that qi 0 An = Aiqi, Pi 0 An = A -I pi . T he functions qi,]Ji can be extended to 
eigenfunctions of A in N xor such that h, ql , P I, ... , q",_I, ]In-I forms a coordinate 
system in Nxo r with It 0 A = h). Let Zi = qiPi. 
Because Ai are non-resonant, 
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Any homogeneous rational first integral of the monodromy is a rational flLnction 
of ZJ, ... , Zn - l (with coefficients depending on It). 

Indeed, this integral is a ratio of two polynomials. Each monomial in these polyno­
mials is multiplied by the same constant after act ion of the monodromy operator 
A. Thus the ratio of a monomial from t he numerator to a monomial from the 
denominator is an A-invariant monomial q;'" p;" ... q;::'i ' IJ~:'I ' . 
So A't'-"' .. . A:~~i ' -""- ' = 1 and hence 11Ij = nj . 

5 . If 1> (1!) is a first integral then d1> lh=co" .• t = dq'h belongs to the (n - 1)­
dimensional subspace L(id) of the (2n - 2)-dimensional space of I-forms, over 
the field of rational functions of It,qj,1'j and generated by dZJ, ... ,dz,,_I ' For 
B E Alon(r), we denote by L (B) the space generated by the forms d(zi 0 B ), ... , 
d( z,, _1 0 B). dPh belongs to all L (B), B E Alon(r). This implies the following. 

The nlLmbel' of flLnctionally independent first integral of the Hamiltonian system 
does not exceed the dimension of the space nB L(B ), B E Mon(r). 

In the a.<;sumptions of T heorem 10.44 we have dim nB L(B) = n - 1. This means 
that any differential d(z; 0 B ) E L(id) . 

6. If A' is another monodromy operator then it acts linearly in the variables It, qj,Pj 
and affinely in the variables qj,1'j' In particular, Zj 0 A;, are quadratic functions 
with linear differentials. I3ecause d(zj 0 Ai,) E L(id) we have d(zj 0 Ai,) = L, a"dzJ." 
aJ.. = const and hence Zj 0 Ai, = L, a" z" + aoUt). On the other hand, Zj 0 A;, = 
(qj 0 A/,)(pj 0 AI.) is a product of linear functions, which implies that ao = 0 and 
the above sum contains only one summand. T herefore Zj 0 A/, = a/czJ.. for some k 
and either qj 0 Ai, = aqk,1'j 0 Ai, = (3p" or qj 0 Ai, = nqk, Pj 0 Ai, = (3qk· 
T his shows that A;, are linear in the coordinate system qj,1'j (a.<;sociated with A ) 
and transform the eigenspaces of A I. to eigenspaces. T he operator A~ permutes 
the eigenspaces of Ao. 

7. Assume that A~ per mutes non-trivially some eigenspaces of Ao. Because any 
permutation is a product of cyclic permutations, A' permutes cyclically some k ::::: 2 
directions. This implies that its character istic polynomial has a divisor of the form 
AJ.· _ a, a =I- O. T he zeroes of the latter form vertices of a regular k-gon with center 
at O. 
T heorem 10.44 is proved. o 
10.46. Example (The Yang-Mills syst em ). T he Yang- t-,'Iills system is the Hamilto­
nian system with two degrees of freedom and with the Hamilton function 

or Ql.2 = 1'1 ,2,]')1.2 = 'f1ql,2(Q'i - pD. T his system is a reduction of a special case 
of the Euler- Lagrange C{luations associated with the variational problem J F2, 
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where F is the curvature of the connection \i' = L AI,dxI1 , AI' E 811(2) of a trivial 
2-dimensional bundle over the ~dinkowski space (see [Zig]). 

If we put q2 = P2 = 0, then we obtain the invariant algebraic curve r Ili = 
211 - q~ /4 . T his curve is an elliptic curve. It is the Riemann surface of the function 
III = /211 - q1!4 with four ramification points ±Y8ii, ±itsH. It is a doubly 
punctured torus. The closure r c CP2 is the one point (0 : 1 : 0) at infinity. r has 
the double point singularity at (0 : 1 : 0). When we resolve this singularity then 

we obtain a smooth torus r. 
T he generators of the fundamental group 1I" 1(f) can be chosen in the following 
way. a is the lift to the Riemann surface of .ElO of the loop in the ql-plane, 
which surrounds the tw~ints - Y8ii and ij8iJ; (3 is the lift of the loop, which 
surrounds Y8ii and i~811. 
T he solution 4>(t), associated with r , is expressed by means of elliptic functions. 
\Ve have the formula 

which defines 4>(t) and the covering of the curve l' by means of the complex plane, 
r ~ CjA . 
\Ve replace the doubly punctured torus r by a once punctured torus. \Ve IL'>C 

the symmetry n (q l ,]JI) -+ (- ql, - P I). The above Hamiltonian system is well 
defined on the quotient space c4 /n and t~e curve r is replaced by r ' = r In. 
T he symmetry extends to a symmetry of r and transposes the punctures. The 
quotient 1" = r ln is a torus too with the basic cycles a', (3 ' such that n.a = 2a', 
n. (3 = {3' . T he commutator [a',{3'] is a loop around the puncture in r' - r'. \Ve 

have also l' = CIA' . 
T he lattice A' is generated by the periods, the integrals TI = ~ Ie. dq l IIJI and 
T2 = I(3 dqI/]JI. Note also that TI > 0 and the cycle a' can be identified with the 

segment [0, Td (in the covering of r' by C) . Thus the 'time' along a is real. 
Let A,B be the variation monodromy maps associated with a ' ,/3' respectively. 
T heir calculations involve integration of the normal variation system which takes 
the form 

I·Iere X2 , Y2 are the variations of q2,P2 and h = .6.11 is the variation of the Hamilton 
function. The symplectic operators Ao, Bo (associated with A, B) are the operators 
expressed in the variables X2, Y2. 
One can see that the evolution operators g.~ (X2,Y2)(S) -+ (X2,Y2)(t), s,t E IR 
(along solutions) are mat rices with positive entries. Thus Ao has positive entries. 
By the Perron- Frobenius theorem Au has one simple positive eigenvalue, whose 
eigenvector has positive components. (Proof: A o transforms the first quadrant 
X2 > 0, Y2 > 0 into its strictly proper subset) . T hus Ao has two different eigenvalues 
>.,).-1. This shows that the operator A is non-resonant. 
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If the Yang- tdills system had additionalmeromorphic first integral then by T heo­
rem 10.44 the operator Bo (as.<;ociated with B) should either preserve the eigendi­
rections of Ao, i.e. should commute with Ao or should exchange these eigendi­
rections. Simple calculations in the basis, where Ao is diagonaL show that the 
commutator AoBoAo 1 Bl) I = diag (>.:2, ).-2) or = diag (1, 1). 
On the other hand, AoBoA;;-i BOI is a mOllodromy lllap corresponding to the loop 
surrounding the puncture in r ', i.e. the loop around the point at infinity. Putting 
z = I/x we obtain the tYluatioll t = - fo1/q

, (- 1 + Sllz4)-I/'ldz , which gives the 
solutions ql(t) = - 2i/t + 0(1 /(2) along r '. 
T he normal variation system takes the form x'z + (2/t2 + .. . )X2 = o. It is the 
equation of the Fuchs cia<;s with the Levelt exponents Pl 2 = (1 ± i fi )/2. T he 

eigenvalues of the monodromy transformation are _ c:1:".,)7: T hey are not positive 
as it wa<; supposed. 
\\le have proven the following result . 

10.47. Theorem. The Yang - Mills system, considcf-cd in a domain containing the 
origin, d(l(;s !lOt havc any mC'l"OlIlO77Jhic first intcgral functionally independent of 
the Hamilton function. 

10.48. Remarks. 1. Another example, which is treated <Ylually simply a<; the Yang­
r-.mls case, is the Henon- Heiles system with the Hamilton function 

\\le recommend that the reader repeat the proof of Theorem 10.47 in this ca<;e. 
2. Other methods used in the proof of non-integrability of Hamiltonian systems 
are the following (see [AKN]). 
For perturbations of integrable systems one finds obstacles to integrability at t he 
level of formal series expansions: there is no formal first integral. T he isolated pe­
riodic solutions determine about non-integrability. Sometimes one shows a chaotic 
character of the system. For example, separatrices of some singular point intersect 
one another and generate a kind of Smale's horseshoe (instead of forming a loop). 



Chapter 11 

The Galois Theory 

T he differential Galois theory is a generalization of the Galois theory. The fields 
are fields of functions and extensions of fields are defined by mealls of solutions of 
linear ordinary differential equations. T he differential Galois group is the group of 
symmetries of the space of solutions . 
T he mOllodromy operators introduced in Chapter 9 belong to the differential Ga­
lois group. In fact, the mOllodromy group forms a kind of topological Galois group 
associated with a linear differential equation. T hese groups are related one with 
another (L. Schlesinger). 
\Ve present the ba.<;ic results from the theory of some special extensions of differen­
tial fields, the theory of P icard- Vessiot extensions . \Ve apply them to the problem 
of integration of polynomial vector fields (M. F . Singer's theorem ). 
\\le present the monodromy theory of algebraic functions, with the topological 
proof of t he Abel- Ruffini theorem. \Ve describe A. G. Khovanski's generalization 
of the monodromy group to large cia.'ls of functions. F inally, we discuss the mon­
odromy properties of Singer's first integrals. 

§1 Picard- Vessiot Extensions 

11.1. Introduction. The theory of differential fields is the differential analogue of 
the theory of number fields. Its origins lie in the papers of E. Picard IPic31 and in 
the thesis of E. Vessiot IVesl. 
T he number fields are the fields generated by solutions of algebraic equations . 
Usually the solutions (roots) are indistinguishable, i.e. they are subject to per­
mutations . The latter induce automorphisms of the extension field, called the 
Galois group; it is the number theoretical Galois group. T he solution of algebraic 
equations in radicals (i.e. by successive root extractions) means solvability of the 
number theoretical Galois group. 
T he differential fields, called the P icard- Vessiot extensions, are defined by means 
of solutions of systems of differential equations. M ultivaluedness of these solutions 
leads to action of a certain Lie group, called the differential Galois group. T he 
analogue of the number theoretical radicals form the operations of adjoining of in­
tegrals and of exponents of integrals to the initial field of rational functions: i.e. the 
integration in quadratures. T he solvability of a differential system in quadratures 
means solvability of its differential Galois group. 
In this section we present the main elements of the differential Galois theory. Un­
fortunately, the shortest proofs of the main results (existence of P icard- Vessiot 
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extensions, algebraicity of the Galois group, the one-to-one correspondence be­
tween subfield and closed subgroup) are algebraic. Other results (solvability in 
quadrature;; and examples) are more natural. 

In our exposition we omit many interesting subjects from differential algebra. For 
example, we do lIot investigate the inverse Galois problem: i.e. whether there exists 
a Picard- Vessiot extension with the Galois group €(!ual to a given linear algebraic 

group. 
In the presentation we follow the book.., of I. Kaplansky IKap11 and A. ~hgid 

IM,.I· 
11.2. Definition of differential fields and their Picard- Vessiot extensions . A differ­
ential field J( = (]{,a) is a (commutative) field (with the operations ofsullI and 
product, with a 0 and a 1) tYjuipped with the derivation iJ: f( --> f( satisfying the 
Leibnitz rule a( a + b) = aa + ab, a( ab) = (iJa)b + a( ab). Sometimes, instead of one 
derivation, f( is equipped with a system .6. = {a1, ... , ar} of derivations. We shall 
use also notations aa = a', a!.·a = a(!.·). Analogously one defines the differential 
ring R (over some differential field) and the differential ideal. 

It is useful to think about a differential field as about some field of holomorphic 
functions of x E C (with singularities) and a = djdx. 
T he subfield C = CK consisting of elements annihilated by derivation(s) is called 
the field of cons tants of [{. 

T he homomorphisms of differential fields (or rings) are the homomorphisms of 
algebraic fields (rings) commuting with derivation(s). 

Let 1! If. [{ be an element from some large differential field [{ containing [{. 
T hen one defines the extension of [{ by adjoining 11 as [{ (u) = [{(U,U',l1", ... ), 

[{(u) c R:. It can be a finite extension (in the algebraic sense) or a transcendental 
extension (with finite or infinite transcendental degree). 
For extensions of differential fields we use the notation [{ C I\I. 
Let 

be a linear 'differential operator' of order n and let Y1, ... , Vn be a basis of solutio~s 
of the equation DV = O. It is assumed that Vj lie in some large differential field [{. 
Consider the extension I\I = [{ (V), ... , Yn). \Ve say that f( c I\I is the Picard­
Vessiot extens ion of [{ associated with the equation Dy = (] if: 

(i) the field AI does not contain new constants, eM = CK = C; 

(ii) Vi are linearly independent over the field of constants. 

T he latter means that the \Vronskian 

IV = W (y), ... ,y,,) = 
(71 - 1) (71 -1) 

Y1 Y2 
(n-l) 

y" 
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is nonzero (in M). 
\Ve recall that the \Vronskian of any fundamental system of solutions satisfies the 
linear e{luation 

\V' + an_1 IV = O. 

T he equivalent definition of P icard- Vessiot extensions l1.<;es, instead of linear 'dif­
ferential equations of n-th order' , a system of 'linear differential e{luations' (or 
the 'connection ' ) Dy = (fJ - A )y, where y is an n-dimensional vector and A is 
an 11 x n matrix with coefficients in [(. T hen III = [((Yij), where:F = (Yij) is a 
fundamental matrix of the latter system. Of course, we need also CK = CM. 

11.3. Examples. (a) Of course, the number theoretical fields with trivial derivations 
(i.e. fJa = 0) are examples of differential fields. 
The principal natural examples of differential fields constitute the fields: of rational 
functions of one variable 

(C(x), dldx) 

(or (C( XI, ... , xm), (fJ / fJXI, ... , fJ / fJx",})) and of germs of meromorphic functions 
in (C,O) 

(M ,,(C),dldx) 

(or (M o(cm), {fJ/iJx1, ... ,a/ax",})). (Here the field of germs of meromorphic 
functions is the field of quotients Q ( Oo(C"' ) )of the local differential ring Oo(cm) = 
C{XI, ... ,xm}; for Tn = lone uses also the notation C{X}[X-I]) . 
T he system of independent solutions of a higher order linear differential equation 
with rational coefficients (or of a first order differential system with rational coef­
ficients) defines the Picard- Vessiot extension of C(x) . Here we have automatically 
the existence and u niquenes.<; of these extensions. 
(b) We present an example showing why the assumption 'no new constants' in the 
definition of P icard- Vessiot extensions is necessary. 
Let [( = (C(e"'),fJ/fJx) and let 11 be a formal variable whose derivative is equal 
to 11, It' = 11 . \Ve define Al = [( (u) . Of course, It is an independent solution of the 
linear e{luation Dy = 0, D = 0 - 1. However, the element e'" /u is a new constant 
in M, (e'" /u)' = O. 

11.4. Definition of the differential Galois group. Let J( c M be a P icard- Vessiot 
extension. T he group of automorphisms of the differential field .H which are iden­
tity on J( is called t he differential Galois group of the extens ion J( c M and is 
denoted by CalKIII. 
T he Galois group is a subgroup of the group C L(V, C) :::: C£(n,C), where V is the 
space of solutions of the 8(luation (or system) Dy = O. Indeed, let Yi, i = 1, ... ,n, 
be a basis of solutions and let a E CalK .II,I. Each element aYj is a solution and 
is expressed as a linear combination of y; 's, aYj = L i Yidij, where the elements 
d;j E M are given by Cramer's formula d;j = W I/ 1V2 and IVI and W2 are the 
\Vronskians of suitable systems of n solutions. Both satisfy the same differential 
equation IV' + an_1 \V = O. Thus the derivative of their ratio is e{lual to zero, 
which shows that dij are constants . 
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Note also that the matrix (d;j) acts 011 the right 011 the row vector (Yl, ... ,Yn). It 

acts in the same way on the derivatives (y ~ I ) , . .. , y;,l)). 

Agreement. In what follows we assume that all differential fields are extensions of 
the field C consisting of constants. \Ve shall have C = C, which is algebraically 
closed and of charactcl'istic zero. Any eventual exceptions will be underlined. 

11.S. Adjoining of an integral. Let a E [( be an element which is not a derivative 
of another element from I<: (for example: X -I in C(x)). \Ve want to adjoin to [{ 
an element 1t such that 11' = a, i.e. we put.H = J((u) = f{(u). \Ve can here treat 
11 as a fOfmal variable with its derivation equal to o. \Ve claim that: 

K(u ) is a transccndcIltal Picard- Vcssiot extension of [( with the diffen~ntial Ga­
lois gmup isomo17Jhic to the additive gmup C. 

Here the notion tmnscendental means that It cannot satisfy any algebraic 8{luation 
with coefficients in [(. Indeed, if tl" + bll,,-l + . = 0 would be such 8{luation 
of llIinimal degree, t hen its derivation would give the 8{luation of lower degree 
(na + b')U,,-1 + ... = O. Thus there should be no + b' = 0 which contradicts the 
assumption that 0 is not derivative. 
If j\1 would contain a new constant, represented a.'l a rational function of tl, 

f(11)/g(11), then we should have (f(lt ))'g(u) - f(lt)(g(lt ))' = 0, i.e. an algebraic 
equation for t1. ThlL'l III satisfies the first condition in the definition of the Picard­
Vessiot extension . 
Consider the operator 

D = rep - (a'/a)&. 

It is clear that the elements 1, tl are solutions of the 8{luation Dy = O. Their 
\Vronskian 1V(1, 11) = a =f 0, so they are linearly independent. So M = [((1 , 111 is 
Picard- Vessiot. 
\Ve see that AI, t reated a.'l an algebraic field, is the same as [( (It), the field of 
rational functions of It. T he formula It' = a provides it with a structure of a 
differential field. 
If cr E GalKM then cr(l) = 1 and ·v = cr(u) satisfies v' = cr(u' ) = cr(a) = a. Thus 
1! - 11 is a constant c E C and 

cr(lt) = It + c. 

Conversely, any change It --> 11 + c, c E C , defines an automorphism of the differ­
ential ring /([l1J: uk -+ (tl + c)k = tl + ... , 11' ---+ (tl + c)'. T his automorphism 
extends to an automorphism of the field of quotients. 

Example. The Galois group of the extension C(x) C C(x, In(x - xn)) is 8{IUal to 
C. 

11.6. Adjoining of exponent of an integral. Here M = /( (11) = /((It) where It 
satisfies the differential equation Dy = 0 with 

D = {) - a, a E [(, 
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and with the condition CM = CK. 

The extension J< C J« t!) is a Picm'd- Vessiot extension with the dijJen~ntial Galois 
gmup is011l0lphic to a subgroup of the 11I1liti1l1icative group C* = C \ O. 

T he Picard- Vessiot property here is obvious (by definition). 
For <7 E GalKM and 1! = <7(11) we have v' = avo This implies (viti)' = 0 or v = CU, 

C E C, <7 : It _ ClI . Because a is an automorphism c ,# O. 

Examples. 1. The equation dyldx = mJlx ha<; solutions Cx"'. If 0: is integer then 
the above construction gives a trivial Picard- Vessiot extension over C(x} . If 0: = 
1'Iq is rational then the extension is algebraic with the differential Galois group 
equal to a subgroup of the complex torus C *, of roots of unity of order q. If 0: is 
irrational then CalK.i'd = C *. , 
2. T he 8{Iuation dYldx = - 2xy ha<; the solutions Ce-;z . It is a P icard- Vessiot 
extension over C(x) with the differential Galois group 8{IUai to C *. 

Now we pass to the presentation of the main general theorems of the differential 
Galois theory. Although their proofs are algebraic, they have the advantage that 
the results are obtained quickly. 

11. 7. Theorem (Existence and uniqueness of the Picard- Vessiot extensions) . ([Kol[) 
Lct (K ,&) be a dijJen~ntial field and let D be a lincal' dijJe l'Cntial Opel'(lt01' with 
coefficients in 1(, Then thcn~ exists a Picard- Vessiot extension of J< associated 
with Dy = O. Aforeovel', this extcnsion is unique up to an isom01phism. 

Proof. In fact, in our applications to linear differential equations in complex do­
main there is no need to provide the algebraic proof. However it may occur that 
the coefficients ai E K, ai = a;(x) have a big set of singular points (e.g. dense 
in C): in that ca<;e the cia<;sical theorems do not apply. fI-Ioreover, the algebraic 
construction of the Picard- Vessiot extension will be used in proofs of other facts 
(e.g. of the algebraicity of the Galois group) . So we present this proof. We follow 
the book of A. Magid [Mag[. 

1. Existcnce. Let us introduce n2 formal variables 

ltl, l, ... ,11", l, ltl.2, ... , lt n ,2, lt1.3, ... , lin,,, 

and denote ltl = ltl,l, ... , 11" = ltn, I' Define the differential ring over K a<; K[l1] = 
K[UI , l "" un,,,] with the derivation given by U:,) = U;,j+l and u:,n defined from 
the equation Du; = O. In other words, 

11' = All, 

where 11 = (Uij) and A E gl(n, K ) are matrices. 
Let IV (11) = IV (11 1, ... ,11,,) be the Wronskian. Define the ring 
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T he ring S has the property that 11i are solutions of the equation Dy = 0 and they 
are independent (in S over the field of constants C K)' T he latter is a consequence 
of the fact that the \Vronskian is invertible in S. (In fact the ring S is the same a.<; 
the ring J([X] of regular functions on the algebraic group X = GL(n, J(), treated 
as an affine algebraic variety over the field J(. ) 
One would like to define a differential field by taking the field of quotients of S. 
However some new constants would be created in such a way. It turns out that 
one ha.<; to divide the ring S by a proper maximal (in the partial order defined by 
inclusion) ideal I of S and then define the field M as the field of its quotients 

M ~ Q(SI I) ~ Q(J([XJI I). (1.1) 

Define also Yi = [11;] = 11; + ] E 1H, i.e. a.<; the cosets of 11; = It;,I ' They form a 
ba.<;is of solutions of the 8(luation Dy = 0 in M. Before proceeding with the further 
proof we recall some algebro-geometrical facts and present two examples. 

2. Remark. Recall that a divisol' of 2em of a ring R is such an element a '" (] that 
ab = 0 for some b ", O. If R does not contain divisors of zero, then it is called the 
illtegral domain. The field of quotients Q(R) is defined only when R is an integral 
domain: then (a/b)· (c/d) = (ac)/(bd) with nonzero denominator. An ideal ] is 
prim.e if from ab E ] it follows that either a E ] or b E ] (or the quotient ring 
does not have divisors of zero). Example: in the ring C[XilX2] the prime ideals 
correspond to irreducible algebraic varieties; the ideal (XjX2) is not prime. T he 

ideal I c R is IJmper if 0 '" I '" R. 
\Vhen we have a ring of regular functions on an affine algebraic variety (over an 
algebraically closed field of characteristic zero) then its maximal prime ideals are 
in one-to-one correspondence with t he points of the variety; (they define the closed 
points in the spectrum of the ring, an affine J(-scheme $peCK R, see IDor ], IHaR]). 
\Ve will also need the notion of constructible slLbsets Y of affine algebraic variety 
X (over J( ) with the Zariski topology. T he Zariski topology is generated by the 
open subsets of the form (g(x) '" O}, where g X ---+ J( is a regular function 
(polynomial). The constructible sets are finite unions of locally closed slLbsets Y;, 
i.e. such that they are open in their closures Y; (see IBor], Ch. AG , point 1.3). 
In particular, if Y c J( I is constructible then either it is finite (Zariski closed) 
or is Zariski open (Y = J( \ {finite points}). If 0: X ---+ Z is a morphism of 
affine algebraic varieties, then the image o:(Y ) of a constructible subset Y is a 
constructible subset of Z (theorem of CheV'aliey, see IBor], Ch. AG, point 10.2). 
In the ca.<;e of a differential ring the situation is not as clear as in the case of alge­
braic ring. Firstly, the underlying fields usually are not algebraically closed (e.g . 
C( x)) and the assumption that the ideal is closed with respect to the differentiation 
constitutes sometimes a serious rest r iction. 

3. Example. Consider the above construction of III = Q(J([Xl/1) in the ca.<;e 
of the differential operator fP + (1/x)8, (adjoining lnx). We have the C(x)­
ring S = C(x)[X] = C(X)[ltll,1112,lt2 j ,lt22,(U jj lt22 - lt j2lt2d-I] . The ideal] = 
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(UII - 2, 1t12, 1t22 - 31x) is a prime differential ideal, it is also maximal. Any ideal 
containing I should be associated with a C(x)-point in the variety G L(2,C(x)), 
i.e. with a C(x)-value Of1121. I3ecause 1121 = 31x and 31x has no rational primitive 
there are no such C(x)-points. 
\Vhen we forget about the differential nature of the field C(x) and of the ideal I , 

then the set of its zeroes is the algebraic variety { (~ ~jX;): a(x) rational} 

in C£(2,C(x)). Note that we could choose the ideal in another way (e.g . (UII -

1,1112,1122 - 1 I x)); the quotient [{ [XlII remains the same. 

4. Example. Consider the extension of [{ = C(x) by means of the equation 2xy' = 
y. \Ve have X = C ' , [{ [Xl = C(x )[11, It-I] and the ideal I can be chosen as (lt2 - x) . 
Due to the fact that C(x) is not algebraically closed the ideal I is maximal. If [{ 
is the algebraic closure of [{ (Le . the field of all algebraic functions of x), then the 
ideal [{ 0 1 is no longer either prime or maximal in [{ [Xl. Its zero set consists of 
two points {±.jX} c C(x) ·. 

The integrality of /([X]/I and the non-existence of new constants is a conS('(luence 
of the following propositions. 

5. P roposition. Let S be a finitely generated differential ring witholLt divisors of 
zem ovel> a diffel'Cntial field [{ (i.e. a diffel'Cntial integral domain) and let Ie 5 
be a maximal ideal (=f:. R). Then the ideal I is lJ1ime, i. e. the ling R = 511 has 
no divisors of zem. 

Proof. The ring R ha,<; the property that it does not contain proper ideals. 
Assume that ob = 0 for a,b E R \O. Then the identities (ob),b = a'b2 + obb' = a' b2 

show that a'b2 = O. Generally a(J'-)bk+1 = O. Take the differential ideal h = 
(a, a', ... ) of R. For any e E I I we have ebm = 0 for some m . If all b'" =f:. 0 then 
11. I I and I I would be a proper ideal. T his shows that any zero divisor (e.g . b or a) 
is nilpotent. In particular, an = 0 for some minimal n and the formula nan- l a' = 0 
shows that a' is also a zero divisor (and also nilpotent). Repeating this we see that 
a(j) are all nilpotent zero divisors. Thus a generates ideal 12 consisting of only 
nilpotent elements. I3ecause the latter does not contain 1 it should be proper. 0 

6. P roposition. Let R be a finitely generated differential integral domain ovel> a 
diffel'Cntial field [{ (with algebraically closed field of constants C of zem charac­
teristic) without pmper diffen~ntial ideals. Then the field of quotients AI = Q(R) 
does not have new constants, CM = C. 

P1'00f. (a) First Ke notice that the elements from CM \C cannot be algebraic over 
/(. It follows from the fact that the differentiation in /( extends itself uniquely to 
t he algebraic closure /( of /(. If d E f{ \ f{ satisfies a minimal algebraic €(Iuation 
1J(d) = (1'" + ar_Idr - 1 + ... + 00 = 0, p(x) E J([x], then d' = - p'(d)/;i;(d), where 
1" (x) = a~_l xr- 1 + ... + 0;). Thus d' = 0 implies 1" = 0 (p is minimal); so p E C[x] 
and dE C. 
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(b) Next we have eM C R. Indeed, for any d = f /9 E eM, J,9 E R, consider the 
ideal of denominators of d, J = {It E R: lid E R} c R. It is a nOll-zero differential 
ideal, because 9 E J and h'd = (lid)' E R for It E J. 
By assumption R does not contain proper differential ideals. T hus J = R, which 
llIeans that d = 1 . d E R. 
(c) Here Ke show that for any d E CM there exists an element c E C such that 
d - c is not invertible in R. Then the ideal (d - c) = (d - c)R is different from R 
and therefore it is equal to zero. T hus d = c E C. 
\Ve use some methods from algebraic geometry. \Ve replace the field f{ (of coeffi­
cients) by its algebraic closure J( and the ring R (over K ) by R = R 0 f{ (over 
J(). \Ve want to show that the element d 0 1 - c 0 1 E R is not invertible for some 
c E C. T heil, of course, also the element d - c will be non-unit in R. 
T he element d0 1 (which we still denote by d) can be treated a.<; a regular function 
on the space Y = speC"j:fR of maximal ideals of the ring R, d : Y _ I<. Here Y 
is an affine algebraic variety (('(Iuipped with the Zariski topology) and d(·) is a 
morphism of algebraic varieties. Consider the ilIlage Z = d(Y). It is a constructible 
subset of I< (by the theorem of Chevalley, see 2.). We have two possibilities: either 
Z =I- I< orZ = I<. 
In the first case Z is finite, which lIIeans that the function d(·) takes a finite number 
of values. Because Y is irreducible (as R is an integral domain) it is a connected 
space and d(·) = canst (contradiction with (a)) . 
In the second case Z is Zariski open, ('(Iual to T<\{fmite set}, and there exists a 
point c E en Z. T he variety Yc = d- 1 (c) is a proper subvariety of Y (i.e. =I- 0, Y) 
corresponding to the nonzero ideal (d - c)R = {f E R : fly< == O}. Thus d - c is a 
non-unit in R. 0 

7. Uniqueness of the Picard- Vessiot extension. We have one P icard- Vessiot ex­
tension in the form All = Q(S/I) . Assume that A/z is another P icard- Vessiot 
extension associated with the same ('(Iuation Dy = O. 
\Ve define the ring 

S = (S/I) 0 K M2 

over I<; (it is a change of the field of coefficients and S can be treated as a finitely 

generated algebra over M2 a.<; well). If i is a maximal ideal in S then it is prime 

(Proposition 5) and the field of quotients AI = Q(S/ J) is an extension of I< 
with the same field of constants (P roposition fi). \Ve have the homomorphisms 
{fi: 1I1i - 111, i = 1,2 induced by S - 8 0 1, t - 10 t . 
H Vi, V are the (linear) spaces of solutions of the ('(Iuation Dy = (] in I\I i , AI 
respectively, then cr, Vi _ V are embeddings. T he equality of dimensions of 
these spaces over C shows that cri realize isomorphisms of the spaces of solutions 
and hence isomorphisms between the fields I\Ii and the subfield I«V) C I\I. 
T he homomorphism cr;-lcrl is the isomorphism between Ah and M2. 0 

T he algebraic construction of the Picard- Vessiot extension allows to prove ea.<;ily 
the following two properties of the differential Galois group. 
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11.8. Theorem (Normality of Picard- Vessiot extens ion). 

(a) Let I< c AI be a Picard- Vessiot extension alld let x E AI \ I<. Then then~ 
exists a E CalKM such that a(x) =I x. 

(b) Let [( C L C ./Id be extell sions of diffel"elltial fields, whel'e I( eLand 
[( c .H aI'e Picard- Vessiot. Then any a E CalK L can be extended to an 
automOfphism of AI. 

Proof. (a) Take the model 111 = Q(S/ I) with 5 = 1([11, \V(U)-I], I - maximal 
ideal (as in the proof of Theorem 11.7). \Ve have x = a/b, a, b E S/ I; so x belongs 
to the ring (S/I)[b- I ]. We consider the differential algebra R = (S/I)[b- I ]0 K 
(5/ J)[b- I ] c AI 0 K M. P ut 

z = x 0 1 - 1 0 xE R. 

Because x If- [( we have z' =I 0 and zj =I 0, j = 1,2,3, ... ; (if z" = 0 for a minimal 
such n then 0 = nz"-Iz' =I 0). Take the differential ring Hz = {v /z i V E H, 
i ~ O}, a maximal prime ideal J and the quotient Hz / .!. Note that the element 
[z/ l] is nonzero in Rz / .!. 
T he fields of quotients Q(R) (containing I\I) and Q(Rz / .l) are two models for the 
Picard- Vessiot extension with the same fields of constants. T he two maps "IV --> 

"111 0 1 and w --+ 10 w define two embeddings al and 172. !o.-Ioreover, 17 1 (JH) = a2(JH) 
(because this equality holds fOl" the vectOl" spaces of solutions of the differential 
equation Dy = 0 ) and a = aila2 is an automorphism of M. Because 171 (x) -
a2(x) = [z/ l ] =I 0 we have a(x) =I x. 
(b) To show this, one can use the representation ,1\1 = Q(51/ II ) where 51 = 50 K L 
and h a maximal prime ideal. The extension is induced by id 0 a. 0 

11.9. Kolchill's theorem Algebraic str ucture of the Galois group). (IKol!) If I( c 
M is a Picard- Vessiot extension, then its Galois gmup CalK AI is isom01phic to 
an algebraic subgmup of G L(n, C). 

Proof. \Ve use the representation of the Picard- Vessiot extension in the form (1 .1 ), 
i.e. Q(8//), 8 = T<[u][W(lt )-I]. Because any a E GalKA! preserves the space V 
of solutions of the equation Dy = 0 with the basis 11 1 , ... ,11n , we obtain the 
representation of CalK .11,1 in the ring 5. 
T he ring 5 can be represented as 5 = I([X] = I( 0 C[X], where C[X] = 
C[Uij, lV-I] is the affine coordinate ring of the affine algebraic variety X = 
CL(n,C). Because C L(n,C) acts on X by means of right translations we ob­
tain the induced action of CL(n,C) on the ring [( 0 C[X]; i.e. GL(n, C) acts 
polynomially on this vector space over C (which can be infinite dimensional). The 
latter action restricted to the Galois group coincides with the action of CalK Al 
described before. 
If a E CalKM is represented by a matrix d", = (dij ) E X then the formulas 

a(y;l)) = LyYldji and 11i ,1 --+ Lltj,ldji, where yj'l = ltj,! (mod I), agree. If 
f E [([X] is treated as a function of 1I, f = f(lt ) then a(f) = f 0 d", = f(ud",). 
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T his means that the Galois group can be defined a.<; 

GalKM = (a E GL (n, C): a(I) = I}. 

T hus GalKM is a stabilizer of the vector subspace 1 (of the vector space S). It is 
well known that such groups are algebraic (G Chevalley). 
Using C-ba.<;es: (1I,!2, ... ) of I and ('P I' 'P2"") of Ann(I) C SV (functionals van­
ishing on I) one can write down the equations for GalKM in GL(n,C): ('P;,a(fj)) 
= ('P;, hod,,) = O. 
(Another approach (by P. Deligne [DeIS]) to the proof of algebraicity of the dif­
ferential Galois group goes through the Tannakian categories .) 0 

11.10. Theorem (Subgroups of the Galois group). (lKolJ, IMag]) Assume that we 
have extensions of differential fields ]( c L c M w/tel"C the extension ]( C M is 
Picard- Vessiot. Then: 

(a) The exten.sion L c AI is Picard- Vessiot, too. 

(b) The extension J( c L is Picard- Vessiot iff 11 = GolLilt is a normal subgroup 
of G = GolKM; in this case GolKL = Gill. 

Proof. (a) The fields of constants are the same and the independent solutions 
Yj E III of the C(luation Dy = 0 (with coefficients in ]() constitute independent 
solutions of the same equations, treated a.<; having coefficients in L. So L c ]( is 
Picard- Vessiot with differential Galois group ll. 
Thus the group 11 forms a subgroup of G , consisting of those a which are identity 
on L. By the previous theorem II is a Zariski closed subgroup of the algebraic 
group G. 
(b) If, additionally, the extension]( C L is a P icard- Vessiot extension (associated 
with an C(luation DIY = 0) then the elements of G preserve the space of solutions 
of D IY = O. It means that the field L is invariant for G. This implies that 11 is a 
normal subgroup of G. Indeed, if a E G and TEll, i.e. TiL = id, then a-ITaiL is 

the composition L ---+ L ~ L ---+ L and is equal to identity. r..'loreover , we get the 
homomorphism from GI H to GalKL, a ---+ aiL' It is clear that this homomorphism 
is a monomorphism. 
On the other hand, by Theorem 1l.8(b) any automorphism T of L (identical on 
]() can be prolonged to an automorphism of M. 
So we have the homomorphism from GalKL to Gill which, together with the 
previous, gives the isomorphism between GalK Land Gi ll. 

Proof of the implication: 11 is a normal subgroup ::::} ]( C L is Picard- Vessiot. T he 
proof of the Picard- Vessiot property of the extension ]( C L in the ca.<;e when 11 is 
a normal algebraic subgroup of G is not so elementary. It is omitted in [Kapl[ and 
in IKol l; (there is only a statement that the extension J( C L is normal, Lil = I< ). 
Below we present a new proof which uses some ideas from [Mag] and [Zo9 1. 
Its main idea relies on the following construction. A~sume that we have a finitely 
generated ]( -algebra TeAl (without divisors of zero) consisting of elements t such 
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that the linear space (over C) span {at: a E C = CalK M} is finite dimensional. 
We assume also that T is G-invariant and its field of quotients Q(T) is «(Iual to 
M. The algebra [( [XlII is a good example . 
Take TIf = {t E T : 11 t = {t}}, the set of invariants of the action of the normal 
subgroup 11. T he normality of 11 means that for any 7 E 11, a E C and $ E TIf 
we have a- 17a$ = s or 7(a$) = (as) . This shows that any a E C preserves 
the subdomain TIf, a(T") = Til. T hus Til is a finitely generated G-illvariallt 
subalgebra and the restriction of the action of G to TH coincides with the action 
of the quotient group CI II on Til . \Ve claim that: 

TH is genemted (ovel> [() by solutions of a lineal> differential equation with coef­
ficients in [(. 

Indeed, take a finite dimensional subspace VI C TN over C which generates TN as 
a [(-algebra and which is GIll -invariant. Let ZI, ... , z'" be a basis of VI, its V·lron­
skian \V (ZI, ... , Zm) E [( \ O. Then any element Z from V satisfies the €(Iuation 
D lz = 0 where 

T he coefficients of this operator are ratios of determinants which behave in the 
same way under the action of the group G. By T heorem 11.8(a) the coefficients 
of DI belong to [(. T hus TJ/ = [([Vd where VI is a space of solutions of a linear 
differential «(Iuation with coefficients in K. 

If we knew that L = MH = Q(TH ) (i.e. that the field of invariants of II in M 
is the field of quotients of the domain of invariants in T),then we would have the 
proof of the Picard- Vessiot property of [( C L. 

Lemma 1. If we choose T = [([XlII = [( 0 C[X], whcn~ X = GL (n, C) and I is 
a maximal prime ideal, then 

Proof of Lemma 1. Take any f E MJ/ \0. \Ve shall strive to represent it as a ratio 
of invariants from T . Let J = {t E T : tf E T} c T be the ideal of denominators of 
I . Since f is ll-invariant J is ll-stable (llJ = J). Let s E J\ O. T he elements 7$, 

7 E 11 generate a finite dimensional space Z (over C). Choose a basis 51, ... ,sp 
of Z and let w = W(.~I" .. ,sp) be the \Vronskian. Expansion of this determinant 
with respect to the first row shows that w E J. 
\Ve have the property 7W = det (7Iz) ' w which means that w is a semi-invariant 
with the weight X = det Iz . (T he weight is a chamctel" of the algebraic group 11 , 
i.e. an algebraic homomorphism from 11 to C L(l,C) = C *. ) 
Let t = wi. It belongs to T (because 11! E J ) and is a semi-invariant with the same 
weight a.~ 111. So we have the representation of I as the ratio of semi-invariants, 
I = tlw. Assume that we can find a nonzero semi-invariant It with the weight 
X-I. Then we would have the desired representation of f as a ratio of invariants 
f = (tlt)/Wlt) . 
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To show that such 11 exists we study in detail the representation of the group II 
in the space T . 
In fact, we consider the group III llo, where llo = n w kerw is the intersection of 
kernels of all characters of ll; 110 is a normal subgroup of ll. Becall.'le wi {lUI ) = {I} 
the group ll l l10 is abelian . It is isomorphic to (lll llo) .• x (lll llo)" (see [Bor[, 
T heorem 4.7, Ch.l), where (lll llo) .• is a semi-simple group (product of finite 
cyclic groups and an (algebraic) torus (C*)l) and (lll llo)" is a unipotent group 
(isomorphic to the additive group Gq). But there are no nontrivial characters on 
the unipotent group (1-11 llo)" (there are only transcendental ones, like a -+ cal . 
T his means that lllllo = (lllllo)s is reductive and any of its representations 
in a vector space V is diagonalizable. (The reader can prove himself that any 
algebraic homomorphism from the torus C·, or from t he cyclic group .'lp, to the 
unipotent group of upper triangular matrices is trivial.) The space is split into 
weight subspaces V = EBw Vw . 

T he natural spaces, where the group III llo acts, are C[ll I llo] and GIG I llo]; 
moreover II acts on GIG]. \Ve claim that 

Indeed, because the homomorphism 111 llo -+ G I llo is injective and the homo­
morphism G -+ G I llo is surjective, the restriction C[G I llo] -+ C(ll I llo] is sur­
jective and the homomorphism C[C; Hol -+ C[G] is embedding. But of course 
Gilli Hohlx i- (] and hence CIGh/x i- O. 0 

Recall that we have the [(-algebra T = f{IX]1 I where I is a maximal prime 
differential ideal. Denote also [( the algebraic closure of f{. \Ve shall use the 
following property. 

Lemma 2. We have a canonical II -equivariant isom017Jhism T = [( 0 ([([X] I I) 
'" J( ® GIG]. 

Lemma 2 allows to finish the proof of Theorem 11.10. T he group II acts on the 
second factors in the above tensor products. Thus the non-zero component C[C] J/x 

gives the nonzero component f{ 0 GIGh /x . We have T J/x = [( 0 TJ /x = [( 0 
C[Gh /x i- (] and hence TJ/x i- (]. 0 

Proof of Lemma 2. We shall prove even more. Consider the set ([(-algebra) T C 
At consisting of such t E M that the vector space (over G) spancGt has finite 
dimension. \Ve shall show that: 

T = T and there is an II -equiva1iant isOm017Jhism f{ 0 T ~ f{ 0 GIG]. 

Recall that T = f{IXJ. It is clear that T c T and that T is a f{-algebra. r..-Ioreover, 
repeating arguments before Lemma lone easily shows that: 

T consists of those t E M which satisfy a linear diffen~ntial equation with coeffi­
cients in [(. 
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Now we prove the following important property: 

T docs not contain propel' G-stable ideals. 

Indeed, if .I were such an ideal with ZI, ... , Zm as its generators and VI = 
spanc(zl, ... ,Z",) then the \Vronskian w = IV(ZI, ... ,Zm) would be a semi­
invariant for G, aw = (detaIZdw. 
But for any semi-invariant v E AI the ratio t//v is an invariant, and equals some 
a E [( (normality); so 'j) satisfies the linear differential 8(luation v' - at! = {] and 
hence vET. Since w- I is a semi-invariant, it also belongs to T and 1 = w-Iw E J. 

T he reason to take [( (instead of [() is that we want to use the geometrical 
action of the group G7{ C X K (change of the coefficients field) on the varieties 
A K = spcq/r and A..J\ = spcCJ(T. Here T = T 0 !!, T = T 0 [( a nd spcCJ(T 
equals the variety V(I) C XK" of zeroes of the ideal 1 = [( 0 1 c [([X]. 
T he group GK" acts on Ai{ and on AK"' On AK" it acts by right translations 
(in XK" = GL(n, [()) and hence is effective (with trivial stabilizers of points). It 
means that AK" is a disjoint union of Gworbits, each isomorphic to G K (via an 
ll-equivariant isomorphism). \Vhat we aim is to prove that: 

AK ~ AK" and consists of one O1'bit of GK"' 

It is enough to show that: 

(*) T docs not contain propCI" G-stable ideals. 

T hen T does not contain G"j("stable ideals and hence G K acts transitively on 
A K . So AK" :::: G K/(stabilizer of a point) and there is an injection T --+ 1cK = 

{J: fiG K == O}. Since T c T and there is a surjection 1GK --+ T (associated with 

a GK"-orbit BK c AK ) it should be T = T :::: 1c K . 

T he proof of (*) uses a representation x = al 0 hi + ... + ak 0 hi< of an element 
x i: {] from a supposed ideal .I c T = T 0 J( ; here aj E T, hj E J( are independent 
over [( andk is minimal. For fixed hj's the set .II = {CI: cI 0 hl + ... +Ck 0 bk E J 
for some C2, ... ,cd is an ideal in T , thus .II = T (see above). T herefore there 
exists an element y = 1 0 bl + ... + Ck 0 hI.' i: {] in J. But a(y) - y = (a(c2) -
C2) 0 bl + ... + (a(cJ..) - c/..) 0 hJ." a E G, belongs to J and contains fewer terms 
than x . So a(y) = !J and this holds for all a E G. Hence y E J( and is a unit in J. 
It should be J = T. 0 

Remark. T he normality theorem 11.8(a ) can be interpreted a.<; absence of fixed 
elements in T \ J( for action of the Galois group G (compare the proof). By the 
way of proving Lemma 2 we have shown an even stronger property: 

The action of G on T docs not fix any propCI" ideal of T . 

Examples. (a) Extension which is not Picard- Vessiot. The example is J( = C(x) c 
M = J((ln(l + c"')) . 
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Indeed, we have [( C [((e"' ) C III, where [( C L = [((e Z
) is P icard- Vessiot 

with the Galois group C' and L C M is Picard- Vessiot with the Galois group 
C. If [( c 1H were P icard- Vessiot then its Galois group should be a semi-direct 
product of C' x C. On the other hand, the elements of III, treated as multivalued 
functions, should have the set of singularities invariant with respect to the action 
of the Galois group. T his means that any automorphism of M should satisfy 
In(1 + eZ

) --+ In(1 + CZ
) + c. 

(b) Extension with the Galois group equal to the full linea1' group. (\Ve follow 
IKapII). The above algebraic idea.<; allow us to construct a Picard- Ves.<;iot extension 
[( C M with GalKM = GL(n,C). 
Let [(0 be any differential field with the field of constants C. 
Let 1H = [(O(XI, ... ,Xn ) = [(o(XJ,X'I, ... ,X2,X;, . . xn.x:, ... ), where Xi are in­
dependent differential variables (without any relations). T hen we have CM = C. 
T he action of a matrix a E GL(n,C) onto the vector (Xl, ... ,xn) extends nat­
urally to its action onto the derivatives of this vector and then onto M. Let 
[( = MGL (n,C ) be the subfield of invariants of this action (it is generated by 
ratios of some \Vronskians). 
One can see that the differential operator D = IV(8, XJ, ... , Xn) 
IV-I(XI, ... ,Xn) has coefficients from [( and Yi = Xi form the ba.<;is of solutions 
of the equation Dy = 0. ThusM = [((YI, ... ,Yn),CM = CK and GalKM = 
GL(n,C). 

11.11. Fundamental theorem of differ ential Galois theory. Let [( C M be a Picunl­
Ve ssiot extension with the Galois group G. The1"C is a bijective cOlTesllondence 
between the subfields L, [( c L c M, and the Zariski closed subgroups H C G 
given by: 

L 

11 

GaILM, 

.II,I iI. 

PIlJOj. 1. One ha.<; to show that the compositions 

L --+ H = GalLM --+ Mil, 

H --+ L = Mil --+ GaloH 

are isomorphisms. 

2. T he first isomorphism is a consequence of Theorem 11.8(a) applied to the ex­
tension L C M. Indeed, it says that Mil = {a E M: Ta = a, T E GalL.II,J} = L. 

3. The second isomorphism means that if H eGis a subgroup (maybe not 
algebraic) then the group HI! = GalM1I .H forms the Zariski closure of H. 
Assume the contrary, i.e. that there exists a polynomial f on GL(n,C) such that 
fiJI = {] =j: flufi. If M = [((Yl, ... ,Yn) and 1Ll.l, ... ,lln,h1L1,2, ... lln ,,, are 102 

formal variables, then we define A as the fundamental matrix of the system (Yj) 
and B as the analogue fundamental matrix for the system (Uj). Let also the Galois 
group act from the right. 
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Define the polynomial F (u) = f(A-IE), f E M[lt]. It has the property that 
F(ya) = 0 for a E Hand F (yH") '" {OJ. 
Consider the set [. of polynomials with the latter property. Let E = 
2: akPdu) E [. be a polynomial with minimal number of monomials PI, and with 
one coefficient equal to 1. Denote by E ,. , 7 E H, the polynomial obtained from 
E by replacing its coefficients by their 7-images . We have E,. = 2: (ak7)p.dlt) = 
(2: al,pl._ (117- 1 ))7 and E ,. belongs to [.. Because the polynomial E - E.,. ha'l fewer 
monomials than E we get (E - E.,. )(yH") = {OJ. If E '" E.,. then for a suitable el­
ement b E M the polynomial E - b(E - E.,.) belongs to [. and ha'l fewer monomials 
than E. 
T hus E = E.,. for any 7, which means that the coefficients of E lie in the field 
AI H. The latter field efluals the field Mil": so the coefficients are invariant with 
respect to H" and E (ya) = E",(ya) = (E (yaa-I))a = 0 for any a E 11/1. This 
contradiction completes the proof. 0 

11.12. Definition of Liouvillian and elementary functions. We say that a P icard­
Vessiot extension J( C AI is Liouvillian if there exists a sequence of differential 
fields [{ = J(I C J(2 C C J(r = M such that each [{i+ 1 is obtained from 
IC by adjoining an integral or exponent of an integral. In the case [{ = C(x) 
the functions from such M are called the Liouvillian functions or the functions 
expressed by quadratures. 
We say that a Picard- Vessiot extension f{ C M is generalized Liouvillian iff there 
is an analogous sequence with adjoining of integrals, exponents of integrals and 
of algebraic elements. The corresponding functions (for [{ = C(x)) are called 
the generalized Liouvillian functions or the functions expressed by generalized 
quadratures. 
An extension [{ C AI (not necessarily Picard- Vessiot) is called elementary if 
M = J( (Z I , ... ,z.), where each Zi is either a logarithm over J(i = J((ZI, . .. , zi-d, 
i.e. z; = V:/1Ii, Vi E [{ i, or is an exponent over [{i, i.e. ZUZi = v;, 'Vi E [{i, or 
is algebraic over J(i. In the case J( = C(x) the functions from I\1 are called the 
elementary functions . (We have taken this definition from [Rit [ and [RosI !). 
T here is another definition of elementary functions in [Mag i. We shall call them 
p rimitively elementary. T hey are defined a'l elements of a Picard- Vessiot extension 
M = C(x)(ln(x - xI), ... , In(x - x m); Z I , ... , zn), where Zj are either algebraic over 
J(j = C(x, Z I , ... ,Zj_l) or are exponents over J(j. 

11.13. Theorem (Solution of linear equations in quadratures). 

(a ) A Pica1Yl- Vessiot extension is Liouvillian iff its diffe1l~ntial Galois group is 
solvable. In this case all matrices from this group can be simultaneously tf'i­
angulm'ized. 

(b) A Picard- Vessiot extension is genemlized Liouvillian iff the connected com­
Jlonent of identity of its differential Galois group is solvable. 

Proof. 1. Assume that the extension J( C M is Liouvillian, i.e. Ke have the 
sequence [{ = [{I C [{2 C C J(r = I\1 of differential fields such that 
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I(j+ J = I(j (Zj) is obtained by means of adjoining an integral (or of an exponent 
of an integral) Zj to I(j. 

If a E CalKM then a ZJ satisfies the same differential e{luation and belongs to 
1(2, a(J{2) = 1(2. T his means that the Galois group CalK,1I1 = C K

2 is a normal 
subgroup of CalKJH with the quotient group CalK I(J which is abelian. 
Repeating this with respect to the sequence 1(2 C ... c 111 we obtain the solvabil­
ity of CalK 111. 
2. The property of simultaneous reduction of matrices from a solvable group to 
t r iangular form is well known in the theory of Lie groups and Lie algebras (see 
[Ser !, [Kapil). It is proven by induction, using the fact that commuting matrices 
have the same eigenvectors. 
3. Consider the case GalKM C GL(l,C) = Co. T hus AI = 1( (11). For any a E 
CaIK.1I,1 we have au = al1, au' = au' for some a E Co. \Ve get a(l1' lu) = u'lu. It 
means that U'/t! = Z E I( and 1! = const· ef z . 

Assume that all the matrices from CalKAI C CL(n,C) are triangular: 

all; = a; ,;l1; + ai,;+lll;+1 + ... + a;,,,11,,, i = 1, .... 11, (1.2) 

with a ; ,j constant. 
Take the Ia.'lt equation aUn = a",,,l1,,. \Ve have au;, = a",,,l1;, which implies 
l1;,/U" E 1( . Thus Un is the exponent of an integral of an element from 1(. Let 
[{I = [{ (u,,), 
Dividing (l.2) by the equation au" = a"."u" and differentiating, we get (with 
Vi = (udu,,),) 

By induction with respect to n we obtain that 1(1 (VI, ... ,1i,,_I) is a Liouvillian 
extension of 1(1. 
Finally, Al = I( (111, ... , Un) is obtained from 1(1 (VI, ... , Vn_l) by means of ad­
joining the integrals from Vj ' 

4. A~sume that I( C 111 is a generalized Liouvillian and the corresponding series 
of fields begins from I( c I( (z) C ... with Z either: (i) algebraic or (ii) integral or 
an exponent of an integral with infinite Galois group. 
In the ca.'le (i) the extension I( C 1(1 is finite , the Galois subgroup CalK, M is of 
finite index in CalK .H and these two groups have the same components of identity. 
In the ca.'le (ii) the extension I( c I( I is P icard- Vessiot with the continuous abelian 
Galois group (equal to C or C O). It is the quotient group of CalK M by the normal 
subgroup CalK, 111. The identity component (CaIK, .H )O of CalK, 111 is also normal 
subgroup of the identity component (CalK 111)° of CalK M with the same abelian 
quotient. 
Using induction we can a.~sume that the identity component of CalK! M is solvable. 
T hus also the identity component of CalK Al is solvable. 
5. Assume that the identity component en of C = CalK 111 is solvable. Of course, 

" CO is a normal subgroup of C and one associates with it the differential field AIG . 
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T he extension J( c Mao is finite P icard- Vessiot with Galois group tYlual to G lao . 
So Mao c M is Liollvillian extension. 
Completing the resolution sequence (with adjoining of integrals or exponents) for 
the extension Mao c .H by J( c .Ha

o 
we obtain the resolution sequence giving 

the generalized Liouvillian property of the extension J( eM . 0 

11.14. Remark . Let J( eM be a Picard- Vessiot extension with GalK .11,1 CC L (n, C) 
and Wmnsban IV and let [(I = J( (IVI/n) be an extension by adjoining an expo­
nent of an integral (n-th ordel'mot of the \VmllsJ.ian) . Then GalK1 M C SL(n,C) 
(consists of unimodular matrices) . 

It means that, when solving the problem of integrability of equations in quadra­
tures, we can restrict ourselves to the case when the differential Galois group 
consists of matrices with determinant 1. 
Indeed, if M is defined by means of solutions of an tYluation y(n) + ajy(n-l ) + 

= 0 with the \Vronskian \V , then the change z = ~Vj /n y gives the tYluation 
z(n) + b2z(n-2) + ... = O. 

11.15. Theorem (Gener alized Liouvillian extens ions for n = 2). If G = GalKA! C 
SL(2,C) is a Galois gmup con'Csponding to a gellemlized LiolLvillian extension, 
then cilhel': 

(i) G is finite (the extellsion is algebraic), or 

(ii) the identity component GO consists of simultaneously diagonalizable matrices 
alld has index 2 ill G {A! is obtained from a quadratic extension L of [( by 
adjoilling an exponent of an integml), 01' 

(iii) GO con.sists of simultancously trangularizablc matriccs (hC1·C J( c f((ltd c 
[( (Uj, 112) = .H , whcre 1Lj is all exponcIJt of an integral and 112 is an intcgral) . 

Proof. 1. If G is finite then the theorem holds. So we can rest rict ourselves to the 
case with infinite C. 
2. Assume that GO consists of diagonal matrices T = diag(a,a- 1) . Sometimes 
the a's should satisfy a certain algebraic equation but here it is not the case (Go 
infinite). If v is an eigenvector for GO (e.g . Tt! = av) and a E G then av is also 
an eigenvector for GO (Tav = a (A d",-'T)-V = aT/V = a'av) . Thus the quotient 
group GIGO acts on the set of eigenvectors and consists of at most two elements 
(identity or the t ransposition ). 
If Gleo = .'l2 then we are in the case (ii), otherwise we have the case (iii) . 
3. If GO consists of triangular mat rices then there exists a unique eigenvector v for 
GO. It is preserved by the action of the whole group G. 
4. The statements about the differential fields can be easily obtained from t he 
proof of T heorem 11.1;~. Decause the extension f( C AI is finite in the case (i) it 
is algebraic extensioll. 
In the ca<;e (ii) we have [( C LeA!, where L = [( (z), z satisfies a quadratic 
equation Z2 + az + b, a, b E [( and the Galois group of the extension L C A[ 



458 C1JaptcJ' 11. The Galois TheOJY 

consists of diagonal matrices (1 = d-iag(c,c- I
), c E C· (in some basis U J ,U2) . 

\Ve have (111 1,2 = C±I . 111,2 and (111~.2 = C±I . 1l~,2' T his leads to the tYluations 

11; ,2 = al,2' 111,2, al ,2 E g. But (1(11llt2) = U11l2, which implies that 112 = Vlti l , 

t ! E f(. T herefore AI = L (u I ) is obtained by adjoining an exponent of an integral. 

If (1 = ( ~ I~C ) is a general automorphism (in a ba.<;is YJ,Y2) in the case (iii), 

then we find that yj = a . YJ, a E [( and (1(Y2/yd = c- 1 (Y2/yd + d, (1(Y2 /Yd' = 
C I(Y2/yd' . So, (Y2IYdYI = V, t ! E g (it is invariant) . If we denote ltl = YI, 

112 = f V/Y I then we get f( c f( (ud C f( (1lJ, 112) = M. 0 

11.16. Example. Thc A il"Y equation 

yft = xy 

is not solvablc in generalized quadratul"cs. 

Pmoj. Assume the contrary. Because the coefficient before y' vanishes the Galois 
group is included in SL (2,C). 
T he solutions are integer analytic functions It = L anx" (not polynomials because 
(11. + 2)(n + 3)a,,+:1 = an) . They cannot be also algebraic functions (because the 
latter have singularities) . T hus the corresponding extension f( = C(x) c M is not 
algebraic. 
Applying Theorem 11.15 we see that there should exist a solution 11 which is also 
an exponent of an integral of an element from g or from L , a quadratic extension 
of f(; It' /It E f( or It' /u E L. 
Let z = - 11'/11 . It should be either a rational function P(x) z - Q (x) = 0 or it 
should satisfy a quadratic equation P (X)Z2 + Q(x)z + R(x) = 0: here P, Q, Rare 
polynomials. 
T he function z(x) satisfies the Hlccati equation 

dzldx = Z2 - x . ( 1.3) 

T hus the Hlccati tYluation (1.3) should have an invariant algebraic curve (rational 
or hyperelliptic). 0 

Lemma. The cquation (1. 3) docs /lot have any finite inva1"iant algebraic C1L1"Ve. 

Proof. F irst we notice that any solution to (1.3 ) is a meromorphic function z = 
f(x) . Indeed, in the variable Y = l Iz we have dyldxly=o = - 1 - xy2ly=o '" 0, 
what shows that the solutions y(x) have simple zeroes and that the function f(x) 
ha.<; simple poles. Thus f is single-valued. 
If such a function represents an invariant algebraic curve t hen it is rational, z = 
P(x)/Q(x) . 
However , when we look for the asymptotic z '"" CxG of solutions as x --> 00 then 
we find a = 1/ 2, C = ±1. This is impossible for rational z(x) . 0 
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11.17. Example. The Bessel equation x 2y" + xy' + (x2 - tJ2)y = 0 is intcgrablc in 
gcncmlizcd quadmtun~s iff v E 1/ 2 + Z (is a half-integcIJ 

Proof. F irst, the t ransformation w = ,;xy transforms the Dessel tYluation to the 
equation w" + (1 - ~/X2)'W = 0, ~ = 1/2 - 1/ 4 , with the Galois group in 5 L(2, C) . 
Note that for v = ±1 / 2 we obtain the harmonic oscillator: we assume further that v" ±1/2. 
As in the ca.'le of the Airy 8(luation the problem is reduced to non-existence of 
finite invariant algebraic curves of the Rlccati tYluation 

(1.4) 

Second, we look at the a.'lymptotic z rv Cxa a.'l x --+ (X) . \Ve find n = 0, C = ± i . \Ve 

introduce the cOOl"dinate v = l /x and obtain the system v = v 2 , Z = - 1 - Z2 + /W2 

with two saddle-nodes v = 0, z = ± i . The eventual branches of an algebraic curve 
belong to the center separatrices of these saddle-nodes. As such they are given by 
z = fl ,2(X) with local single-valued branches /J,2(X), x --> 00. 

As in the previous example we find that for x i: 0 the solutions to (1.4) have only 
simple poles a.'l singularities. So the functions /1,2 are single-valued in C \ 0 and 
hence also in C. Therefore any algebraic solution to (1. 4) is a rational function 
z = f;(x) . 
T he tYluation (1.4 ) is invariant with respect to the symmetry (x, z) --> (- x, - z) . 
T his and the above implies that there should exist two algebraic curves z = fl,2(X), 
h(x) = - f l (- x), f l :;S h 
As x ___ 0 we have z rvconst·x- I . In the variables x, U = zx we get 

du 

dx 
( 1.5) 

with two singular points x = 0,11± = (- 1 ± JT+4iL) /2 and the ratios of eigen­
values A± = 2u± + 1 = ±JT+4{t = ±211. T he solutions u = YI,2(X) = X/J,2(X) of 
(1.5) are analytic functions such that g2(X) == YI( - X) :;S YI(X). T his means that 
these solutions represent two separatrices of a singular point which should be a 
node, that is (0, u+ ). Here the ratio A = A+ should be a natural number and we 
have 11 = u+ + dx A + ... where the choice of the coefficient d defines the choice of 
the solution. SO, YI,2 = 11+ + d l,2XA+ + .... Dy the symmetry ck = (_ I )A+d l i: d l , 
we find that A is an odd integer, A = 2k + 1, which implies that II = k + 1/2. 
It remains to show that for half-integer v the Dessel equation is solvable in quadra­
tures. \Ve know that it is so for tJ = 1/ 2. In the general case we use the fOrIllU­
las ( -x~:z,)"'(x-vJv(x)) = x-v-mJv+",(x), (X:tE)m(xvJv(x)) = x"-m),,_,,,(x), 
where J±v are two independent solutions of the Dessel equations (see Example 
8.:H(b) and IBEI). We have ) 1/2 = V2/1Txsinx, )_1/2 = /2/1TXCOSX. 
Using this one can also find recurrent formulas for the rational solutions to the 
Riccati 8(luation (1 .4). 0 
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11.18. Remarks. (a) In IKapil there is an algebraic proof of non-existence of rational 
and hyperelliptic solutions of t he Airy equation. 

Also there is another proof of non-solvability of the Bes.<;el tYluation for v tf- 1/2+1:. 
It relies on taking into account the Stokes operators (see IM.RI and T heorem 11.23 
below). 
(b) It is not difficult to show that GalKM = S L (2,C) for the Airy 8(luation: 
the Lie algebra of CalK M is simple and should be tYlual to $1(2, C). In [Mag] 
one can find association with different algebraic subgroups (the diagonal torlL~ T, 
the unipotent upper triangular subgroup U, the Borel upper-triangular subgroup 
B = UT) the corresponding subfields of .lid. 

(c) T he association of the Riccati tYluation with the Airy 8(luation is a particular 
case of the correspondence between second order linear equations i+a(t )x+b( t)x = 
o and the Riccati tYluations i: = A(t) + B(t)z + C(t)z2. T he connection is defined 
by 

z = c(t)±/x. 

T he three functions A, B, C are uniquely defined by the three functions a, b, c. 
A, B, C are rational iff a, b, c are rational. 
T he 2-parameter family of linear maps g; E GL(2,C), defining the evolution of 
the linear equation, are transformed to a 2-parameter family of fractional-linear 
maps for the Riccati 8(luation. (Here g.~(xn, xn) is the value at the moment t of the 
solution and its derivative with initial condition (xo, xo) at the moment s). 

11.19. Theorem (Primitive elementary extensions ). Let [( = C(x) c L c III 
whef"C [( C L is Picm'd- Vessiot and [( C .lid is p1"imitivcly clem.entary. Then the 
identity component of the Galois group CalK L is abclian. 

Proof. Recall that, by Definition 11.12 of primitive elementary extension, M = 
/((In(x - xJ), ... , In(x - x",); Zl, ... , z,,), where Zj are either algebraic or exponents 
over /((z J, ... , zj-d. Here /( C [(' = /((In(x - xd, . .. , In(x - x",)) is P icard-
Vessiot with the abelian Galois group cm. \Ve can assume that /(' c L; otherwise 
we can diminish /(' by deleting some logarithms. 

Consider the series of P icard- Vessiot extensions [( C /(' c L. From the proof of 
T heorem 1l.13 it is easy to deduce that GalKIL has identity component in the 
form of an algebraic torus T = (C· t. This torlL<; is a normal subgroup of the 
identity component GO of GalK L with the quotient C m. 
Let U C GO be the unipotent radical of GO. BecalL'>C CO is solvable we can treat it 
as a subgroup of the group of upper-triangular matrices in G L(n, C) (or the Borel 
subgroup). Its unipotent radical consists of triangular matrices (from GO) with l's 
on the diagonal. T he unipotent radical U is a normal subgroup of GO. 

But T c GO is also normal and CO IT is isomorphic to U. This means that we have 
the direct product CO = T x U (T and U act on different subspaces of a direct 
sum decomposition of C"). Because U is isomorphic to cm, GO is abelian. 0 
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11.20. Example . The probability flLnction 

z(x) = EI'J (x) = I X e-t ' dt 

is not }wimitively elementary. 

Pmof. We follow IMagl. The function z(x) satisfies the equation y" + 2xy' = 0 , 
with the basis of solutions 1, z(x) and the \\lronskian lV(x) = e-z (satisfying 
W ' = - 2xW). \\le have the extensions [( = C(x) c L = [« (W ) c AI = L(z) . 

f
:z; t' , 

Because -00 e- and e- Z decrease faster t han any power as x --> - = the func-
tions z and IV are not algebraic over [(. 

Also z (j. L. Indeed, assume that z = P(x, W )/Q(x, W ), where P = Q,,(x)W" + ... , 
Q = wm + . are polynomials in W. T hen differentiation gives Q2 1V = ( P~ -
2x W P;v)Q - P(Q~ - 2xWQ~v), or 

\<1'2",+ 1 + ... = [a~ + 2(m - n)xa"l IVm+" + . 

Consider three cases: 

(i) n < m + 1. T hen IV2m+ 1 ha,<; no counterpart. 

(ii) n = m + 1. T hen we get a;, - 2xan = 1. This e{luation has only integer 
solutions: so a,,(x) should be a polynomial, an(x) = brxr + .... We see that 
it is impossible. 

(iii) n > m + 1. T hen a~ = 2(n - m)xa", or a" = const . e 2(n-m):z;'. 

Now it is dear that the Galois group GalKA1 consists of the maps (\V, z) --> 

(>'W, >.Z + a). It is isomorphic to the solvable non-abelian group Af f (C) . 0 

T he above statement does not constitute the best result about the function Erf. 
It is widely known (see [Ros21) that: 

E1'f (x) is nat an elementary flmctian . 

Proof. We use t he following Liouville theorem (see Theorem 11.28 below): 

If Q flLnction F(x) E M, its derivative f = F' E Land the exten.sion L c M is 
elementary, then F = 9 + :L C; In h; when~ g, h; E Land Ci are constants. 

Here we put L = C(x, 11' ), IV = c"' . Suppose that the function ErJ is elemen­
tary. Then we should have 

E rf (x) = g(x, IV ) + L C; In h;(x, IV ) 

where 9 is a rational function and h; are polynomials. Consider singularities of , 
the components In hi, i.e. zeroes of h;(x, e-:Z; ) . If Xo is SUdl a zero and we have 
h; = (x - xo)"" . hi(x), hi(xo) =I 0, then we find a logarithmic singularity Erf '" 
(:L Cim;) In(x - xo). Because E1'f is integer we get :L Cimi = 0. Thus we can write 
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L Ci In hi = In h(x) where h(x) is a non-vanishing function of exponential growth 
of the rank 2 at infinity (because h; = O(exp(const · lxI2))) . This means that Inh 
is a polynomial of degree at most 2. \Ve have reduced the proof to the ca.'le when 
Er f is a rational function of x and \V. \Ve have shown before that it is not the 
case. 0 

T here are some connections between differential Galois groups a.'lSociated with lin­
ear meromorphic non-autonomous differential systems z = A(t) z on the Riemann 
sphere and the monodromy group and the Stokes operators associated with the 
system (see Chapter 8). The first result is classical and relatively simple. 

11.21. T heorem of Schlesinger (Galois group). (lSchl ]) If thc systcm z = A (t)z 
has only 1·cgular singular points, thcn thc algcbraic closm·c of its monodmmy group 
is cqual to thc Galois gmup of thc cor1"csponding Picard- Vcssiot cxtcnsion of J( = 
Cit). 

Proof. Let the singular points be t J, ... , t m . They are regular iff the solutions 
grow at most polynomially as t ...... t j . If :r(t} = (Jij(t)) is a fundamental matrix of 
the system then the P icard- Vessiot extension is L = J« ({Jij}). T he monodromy 
operators describe the variation of F a.'l the argument varies along loops in C \ 
{tJ, ... , 1m}, F(t ) ...... F(t )Mj , Mj E GL(n,C). 
Because the analytic continuation commutes with differentiation and the rational 
functions are monodromy invariant, we get that the monodromy operators belong 
to GalKL. 
To show that the Zariski closure of the monodromy group ,IlIon is not a proper 
subgroup of GalKL , it is enough to show that any function f(t) E L invariant 
with respect to the monodromy maps is rational , i.e. that L Mon = J( (see the 
fundamental theorem 11.11). 
The function f = f(t) is meromorphic outside the singularities t j . Because it 
is invariant with respect to the monodromy maps corresponding to small loops 
around t j , it is single-valued in a punctured disc around t j . By the regularity 
assumption f( t) is meromorphic near tj. Therefore f has only poles as singularities 
in C and must be rational. 0 

11.22. Differential Galois group in the irregular case. There should exist a gen­
eralization of Schlesinger's theorem to the case of rational differential B{luations 
(or systems) with irregular singular points. From the theory developed in Sec­
tion 8 we know some natural operators which should belong to the corresponding 
differential Galois group, the monodromy and Stokes operators. As we shall see 
below, they define automorphisms of the corresponding P icard- Vessiot extension 
indeed. But generally the Zariski closure of the group generated by these oper­
ators is not the whole differential Galois group. Indeed, the equation t2 ;j; = x 
has x = Ce- 1/ t a.'l solutions, it ha.'l trivial monodromy and no Stokes operators, 
but GalC(t)C(t,e- 1/ t ) :::: C o. It turns out that one should take into account the 
so-called cxponcntial lorus defined below. 
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\\le restrict ourselves to the local situation (as in most source;; in the literature), 
i.e. [( = C {t} (t- I] = .M o(C) and the Picard- Vessiot extension [( C L is defined 
by means of a linear system 

tri: = A (t)z, z E C" . 

Assume also that r > 1 (irregularity) and lack of resonances, i.e. Ai '" Aj for 
the eigenvalues of the matrix A(O) (see Definition 8. lfj) . Then the formal normal 
form is diagonal (T heorem 8.20): trYI = bl(t)YI, ... ,try" = b"(t)y,, with the 
fundamental matrix 

W (t) = diQ9 (tI" expQI(l/t), ... , til" expQ,,(l/t)) 

where Qj are polynomials of degree r - 1 and without constant terms. 
T he exponential functions expQj(l/t) can be algebraically dependent: for exam­
ple, it may occur that n [expQj]"j == 1, Vj E Z . Anyway they generate some 
group 9 with respect to multiplication; 9 is isomorphic to Z'" where m :0:::: n 
is determined by the number of independent algebraic relations (as above). The 
exponent ial torus is the group 

T = Hom(g,e). 

T ~ (e)'" and is identified with a subgroup of the algebraic torus (e)" = 
{T = (TI' ... ' Tn)} defined by relations VT = L ViTi = 0 (the same as satisfied by 
the exponents expQi) . 
T he exponential torus acts on the fundamental matrix of the normalized system 
as follows: 

it is induced by a constant change of basis in Ct! . 
T he normalizing series leading to the formal normal form is divergent in general. 
But in sufficiently thin sectors S we can choose the normalizing change;; Hs(t) 
analytic and with regular growth (see Theorem 8.25) . Let us fix one such sector 
So. The matrix Fso(t) = {Jij(t)} = H;,; I(t)W(t) is a fundamental matrix of the 
initial system t r i: = A z; its columns z = ¢Ii (t) generate the space Lso of solutions. 
T he matrix elements fij(t) generate t he differential field L, L = [((lij). T he 
elements of L have the form F(t,(Jij(t))) = FI (t,(fij))/F2 (t,(iij)) where F I,2 

are polynomials in ii/S with coefficients being holomorphic functions of t . T he 
exponential torus acts on Lso as follows: 

T ·1,(') ~ Hs,'(,) (T · fl s,(t)1,(')); 

we see that T · ¢li(t) is a solution. 
If 5,5' are adjacent sectors and Fs = HS IW, Fs' = Hs/ W , then we have the 
relation Fs' = FsCsls in SnS', where CS's are the Stokes operators (see Theorem 
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8.25 and Definition 8.26). By prolongation of fS and fSI from Sn5' to the sector 
So the operators CS,S' are regarded a'l acting on the space LSw 

Finally, the monodromy operator M : Cso --> CSo is defined by analytic prolonga­
tion along a loop around t = {] . 
T he action of T,Cs,s and M onto functions F(t, {fij}) is rather obvious: 
F(t, Uij } ) -+ F(t, U:j }), where f:j(t) are the matrix elements of the transformed 
fundamental matrix. 

11.23. T heorem of Ramis (Differ ent ial Galois group). The differential Galois group 
of the above Picard- Vessiot extension equals the Zariski closure of the group gen­
elUted by the exponential tOfUS, the Stokes operators and the monodromy operator. 

Proof. There are two statements to demonstrate: 

1. the operators indicated in the theorem are automorphisms of the extension 
[{ C L indeed: 

2. any germ from L invariant with respect to these operators is a germ of mero­
morphic function. 

Unlike in the proof of Schlesinger's theorem the point 1 is nontrivial. It reduces to 
showing that the field [{ is invariant with respect to T E T and to Cs,s'; moreover, 
we can a~sume that the T'S are generic. T he point is that the matrix elements fij (t) 
may satisfy some algebraic relations of the form 

Glt, (f" lt))) " 0, 

where G is a polynomial in fii's with coefficients analytic in t. 
If U:j } is obtained by action of a typical element T E T (i.e. without additional 
relations over Z) then we can consider the relation G == 0 over the field Mso = 
Oso[C 1) (where Oso is the space of germs of holomorphic functions in So with 
regularprowth a'l t -+ 0). Then we can wr ite G(t, Uij)) = GSo(t, (tl" expQ;(l/t))) 

where G So depends polynomially on (I' , exp Qi with coefficients from Oso. 
By definition of the action of the exponential torus we have G(t, UIj )) 

= Gso(t, (~tl" expQi)). Since there should be Gso(t, (Titl" expQ;}) == 0 for any 

typical T, G So depends on (I' , exp Qi only through the 'relational' terms: 

Gso = L wi.So)(t) n [ti" expQi]k; , k = (kJ, . .. k,,) E zn, , 
LkiTi = LkiQi = 0 where wkSo)(t) E Oso. It means that Gso = LkWkSo)(t) 
t{I"k), (jl,k) = LIlik;. In other sectors 5 one also writes G(t,Uij)) = 
- - (S) k· (S) . 
GS(t, (t/l , expQi(l/t))) and Gs = LkWk. (t) O W"€XpQi] ' = Lk.wk (t)t(I"k), 

where wi.S)(t) E Os. 
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In the sector 50 we got the identity Gso == O. But we cannot claim that the same 

identity holds in other sectors. T his is because the coefficients wkS)(t) are differ· 

ent from the coefficients wi,Sn)(t) . The differences arise from differences between 

the normalizing matrix functions H.,(t). ~','Iore precisely, the differences wkS)(t) ­

wkS')(t) 'exist' only in intersections of adjacent sectors. ivIoreover, these differ· 

ences are smaller than any power of It I ; since Ills (t) - Ilsl(t)1 < exp( - cIW T
) 

also Iwi,S)(t) - wi,SI)(t)1 < exp(d lt l- T
). Since GSo(t) == 0 the other Gs(t) are ex­

ponentially small. 

\\That we obtain is a functional cochain (GSk (t )) associated with a covering 
k=l" ... p 

of a neighborhood of 0 by sectors 5 ;. The elements of this cochain decrease fa.'lter 
than any power of It l . 
T he action of the Stokes operators :F --> :F' = :Fes,s' also leads to the changes 
G(t, Uij)) --> G(t, U:j(t))) = : 9S,(t). The relation G == 0 gives rise to a functional 
cochain (gSk(t))"=I,.",/" which is exponentially small. 
But we know how to deal with functional cochains. 'Ve met them in Chapter 10 
(Section 3) in the proof of another Ramis theorem about rigidity of non-solvable 
groups (Theorem 10.38). Namely, we can use the Phragmen- Lindel6f theorem for 
functional cochains (T heorem 10.39), which states that if the elements of such a 
cochain decrease faster than any power then this cochain vanishes identically. 
T herefore G s. (t) == 0 and gSk (t ) == 0 which completes the first part of the proof. 

T he proof of property 2, i.e. t hat only the germs g(t ) from [( are invariant with 
respect to the exponential torus, the Stokes and monodromy operators is relatively 
easy. Using invariance with respect to typical elements T E T one obtains that g(t) 
ha.<; a regular singularity at t = 0 (the dependence on exp Q;'s is trivial). T hen 
invariance with respect to the monodromy implies that 9 is meromorphic. 0 

11.24. Remarks. (a) The Rands theorem 11.23 is formulated in various sources 
([RamI!, [Ram3J, [M-RJ, [Put!) , but for the proofs the reader is referred to some 
unpublished preprints of Ramis and flL van der Put. 
In IPutl a general scheme of the proof is presented. It consists of two steps: a formal 
one (where it is proved that the corresponding Picard- Ves.<;iot extension over the 
field C[[tlJ[c 1j is determined by the exponential torus and the monodromy) and 
an analytic one. In both steps suitable Tannakian categories are defined. In t he 
analytic step the multi-summation property for some Gevrey series (an equivalent 
version of the Phragmen- Lindelof theorem for functional cochains) is used. 

T he proof presented above is inspired by the work [IlKhl of I! 'ya.<;henko and Kho­
vanski, where it is proved that the Stokes operators belong to the differential 
Galois group (but nothing is said about the exponential torus). 

(b) In IIlKh] assumptions like in Theorem 11.23 are imposed (i.e . A(O) non· 
resonant). In IRaml !, IRam3!, and [Put l there is no such restriction. According 
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to T heorem 8.22, after a change t = sb and some gauge transformation, one gets 
a situation with separated formal normal form 
.Moreover, Theorem 11.23 can be extended to the case f{ = C(t) = e(rep l) and 
f{ = C(S), i.e. the field of rational functions on a Riemann surface S. In the 
latter ca.'le instead of a system of linear equations one considers an equation for 
horizontal sections of some vector bundle over S with given connection. 

(c) There exist theorems characterizing (closed) algebraic subgroups G of 
CL(n,e), for which there exists a linear differential system (local near t = 0, 
global in e p l, or a connection in a bundle over S) with singularities, such that G 
is the differential Galois group of the corresponding P icard- Vessiot extension. It 
is the so-called inverse problem in differential Galois theOl-y. 
In particular, C. r-,-litschi and fit Singer IMiSil proved that for f{ = C(t) any such 
group is realized. For other situations the answer was given by Ramis in IRam31 
and IPut l. 

11.25. Examples. (a) The Bessel equation for II ¢ 1/2 + Z. By Example 8.31(b) 

in Chapter 8 the Bessel equation (1x + Ix + ((1 - 1/2)X = 0 has Stokes multipliers 

of the form (~ ~f), (} i), f = 2icoS1l"V (i.e. at the point t = 00 and 

in a suitable ba.'lis). If v is not half-integer then they generate a group which 

contains the two unipotent groups (~ {Z) and (~Z i). The exponential 

torus acts via the matrices (~ ~/T)' These three groups generate the non­

solvable connected group SL(2, C) . The same is the differential Galois group of 
the extension f{ = C(t) c L = f((J", Lv). 
An analogous analysis (without formula.'l for the Stokes operators) is presented in 

IM-RI· 
(b) The A i!"y equation x = tx (Example 11.16). T he reader is recommended to 
calculate the formal normal at t = 00. It turns out that here one has to apply the 
change t = s-2 (ramification) and one gets QI(S) = S:l and Q2(S) = _ S3 (see the 
proof of Theorem 11.23). T he exponential torus acts via diagonal matrices (as in 

the previous example), the monodromy matrix equals (i ~1) and the Stokes 

matllces have the fmm (~ ~), (! i), ab i- 0 (see IPut l, IHeal). 

(c) In the case of Example 8.31(a), Zl = _ kt-k-1ZI + 9(t)Z2, =2 = - at- 1z2, fol­
lowing IZo71 one can introduce a family of discrete subgroups of GL(2, e), called 
the extended monodmm,y gmuJl and having the property that their algebraic clo­
sures are 8(!ual to the differential Galois group. Namely, one partially compactifies 
the punctured neighborhood of t = 0, U' = U \ 0 :::: SI x (0, f:), by adding some 
pairs of points (0;,0), (0:,0) and later identifying them. The obtained topological 
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space has several holes and the (simple) loops I; around these holes generate the 
extended monodromy group. "·lith the loop 1'. one associates an operator of the 

form (~; i;), where T; and J-t.; are taken from the exponential torus and the 

Stokes matrices respectively. In IZ07] it is proved that the matrices 111; are equal to 
limits of monodromy transformations of a perturbed systems (with several regular 
singular points). 
Probably that construction can be generalized to other systems with irregular sin­
gularity. In IGI] A. Glyutsuk proved that the Stokes matrices can be obtained as 
limits of the monodromy matrices in a generic deformation, after suitable normal­
izations of the bases. \Vhen the bases are not controlled one should obtain also 
matrices from the exponential torus. 

11.26. Firs t integrals of polynomial planar vector fields. At the end of this section 
we concentrate on the problem of integration of differential ('(Iuations 

dy = 
dx 

Q(x,y) 

P(x,y) 

in quadratures. fo, 'lore precisely, we look for the firs t integral ll(x,y) of the corre­
sponding vector field PfJx + QfJy which satisfies 

\Ve ask when H can be chosen elementary, Liouvillian , etc . Of course, the first 
integral is not chosen uniquely; a function of a first integral is also a first integral. 
T he condition Ii = (] means existence of an integrating multiplier R(x,y) such 
that R(PfJ" + Q8y) = XI! (Hamiltonian vector field). 
T he cia.<;sical book of E. Kamke IKaml is full of examples of integrable equations. 
T hese examples can be divided into three groups: 

(i) with the first integral of the Darboux type H = n ft ' (I.e . Darboux function) 
or of the generalized DarbollX type II = e9 n ft ' (fi(X, y) - polynomials, 
g(x,y) - rational function, ai - constants); 

(ii) with the first integral of the Darboux- Schwarz- Christoffel type 

(U (x, y), V (x, y), g( It) - rational functions, S( It) -polynomial); 

(iii) with the first integral expressed by special functions (e .g. hypergeometric) 
and not represented by quadratures; 

11.27. Exanlples. (a) T hee!luation with separated variables ~ = ;l:l has the first 

integral JX A(s)ds - JY B(s)ds which, after expansion of A and B into elementary 
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fractions and integration, gives Ao(x) + L ai In (x - Xi) + Bo(y) + Lbj In(y - YJ) . 
Its exponent is of the generalized Oarboux type. 
(b) The linear 8(juation * = A (x)y + B(x) has the general solution 

y = exp( I " A (8)ds)(C + I X e-fA B ). 

Performing the integration of A and extracting the constant C we find the Oar­
boux- Schwarz- Christoffel first integral yeg(x) TI (x - x;)a; - I'" eg(u) n (lt _ x;)a; 
. B(u)dlt. 
For example, the equation #; = - xy/( 1 - x 2) + 1 has the first integral 11 = 

vI Jl - X Z _ sin- 1 x = y /"';1 - X Z - illl(X+i VI - XZ) = v/ VI - xZ _ r dltl VI - ltz 

(see also IPS]). 
(c) Also the Bernoulli equation ~ = A(x)y + B (x)yn has Oarboux- Schwarz­
Christoffel first integral. 
(d) Using the relation between Riccati equations and second order linear equations 
presented in Remark ll.l8( c) we can present a formula for a first integral of t he 
Riccati equation ~ = A(x) + B(x)y + C(X)y2 . It 8(juals 

fl - ""("'xf)"'i'1'(x,,)_---'yc:""-, ;::(xf) - C(X)l1~(X) YllJ(X) 

where 11 I.z(x) are two linearly independent solutions of the associated linear 8(jua­

tion 11/1 + a(x)l1' + b(x)ll = 0 and y = c(x) :;;.. 

\Ve begin the presentation of the main results in the topics (of first integrals of 
vector fields) with the classical result of J. Liouville which generalizes the integral 
formula from Example l1.27(a). 

11.28. Theorem of Liouville (Elementary flUl ctiolls) . ([Liol]) If f( c 111 lS an 
elementary exten.sion and an element F E 111 hu.s de l"ivative in f( I then 

F = g + L Cilnhi 

with g, k j E f( and Ci E C. 

T he proof of this theorem is not very difficult and uses induction with respect 
to the length of the chain f( = f(() C f( l ... C f(r = III (where f(j+l = f( j(Zj) 

and Zj are either algebraic or are exponents or are logarithms). Note that if some 
expression contains an exponent function or an algebraic function (in a rational 
way) then the derivative of this expression also contains this exponent or this 
algebraic function. If such expression contains a logarithm and in a nonlinear way, 
then its derivative also contains this logarithm. For the details of the proof we 
refer the reader to the book of J. F. Rltt [ilit] and the articles by R. H. Risch [Ris] 
and by 1\"1. Rosenlicht [RosI [. 
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11.29. Theorem of Prelle and Singer Elementary firs t integrals). (I PSI) If a polyno­
mial planaT' vectol' field /tM an elem.entary fint integral, then it has a first integral 
of the form 

WO + L ailnwi, 

when~ w;(x,y) al'l; algebraic functions and ai arc constants. 

We shall not prove this result. 

11.30. Theorem of Singer (Liouvillian first integr als) . (lSinl) If a polynomial planar 
vectol' field has a genemlized Liouvillian fi ,'st integml, then it has an integrating 
facto,' of the genemlized Darboux type. 

Proof. We shall prove only the version of Singer's theorem with Liouvillian first 
integral. For the general case we refer the reader to the original paper of Singer. 

1. First we note that the statement of generalized Darboux form of the integrating 
factor, R = e9 n ft ' , is 8(luivalent to the representation 

R = exP! Udx + Vdy, 

where Udx + V dy is a closed rational I-form. 
(T he author owes this remark to C. Christofer. In the local ca<;e it was proven in 

IC,M'I·) 
Indeed, if R is generalized Darboux then dRIR is a closed rational I-form. If 
dRI R = U dx + V dy then the integral F( z) = fzzo U dx + V dy is a multi valued 

holomorphic function on CP2 with singularities along a finite number of irreducible 
algebraic curves, poles of the I-form. R.estricting the function F to a holomorphic 
disc transversal to such a curve Ii = 0 one finds that the singularity is either of a 
polar type or a logarithmic singularity. iv!oreover, the residuum ai of Udx + V dy 
is defined by means of an integral along a loop surrounding Ii = 0 and is constant 
along this curve. T he function F - L ai In fi is meromorphic in CP2 and must be 
rational. 

2. Here we begin the proper proof. Let the vector field PO" + Qay have a first 
integral ll. The latter is an element of a differential field III and there is a series 
of extensions /( = (C(x,y), (o""Oy}) = /(0 C /(1. C /(r = III where Ie = 
I(,_I(Zi), and either 'Vzi = ({):r; Zi,OyZi) E /(;_1 or 'VZ;jZi E /(/- 1. 

3. \Ve have II = f tIdx + tidy = f R(Qdx - Pdy) where R is an integrating factor. 
T he functions 11, v satisfy the 8(luations 

Pu + Qv = 0, ti" = 11 y. ( l.fj) 

4. Lemma. There is a Liouvillian field L, [( c L eM, not containing any non­
trivial fi ,'st integral, and slLch that Ihe equatiollS (1.6) have a nonzero solution in 
L. 
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Proof. \Ve can assullIe that Al = L(z) where L does not contain a first integral 

and z is either integral or an exponent of an integral. T hus we have H = ~f~l 
where S(X) = a.Xs + ... + ao, T(X) = X t + bt_1X t

-
1 + ... are polynomials with 

coefficients in L. T he tYluation }1 = 0 means that 

ST - S1' + (S'T - ST')i = 0 ( 1.7) 

where the dot llIeallS differentiation of the coefficients. By ;J; we shall denote the 
full derivation, i.e . along the vector field pax + Q&y. 
Assume that \7z E £'1. The coefficient before zs+t in (1 .7) is u .• = ;has and a .• 
must be complex constant (because L does not contain nontrivial first integrals) . 
So we can as.<;ume that 8 #- t: eventually we replace JJ by JJ - a • . The coefficient 
beforez··+ t

-
1 is h._l + a.bt_1 + (s - t)a .• i = O. T hus *" = 1ft for some a E L. The 

functions 11 = ox( z - a), "Ii = Oy( z - a) belong to L and satisfy (1.6) . 

Assume that \lz/z E L2. \Ve rewrite (1.7) in the form ST - s1' + z(S'T ­
ST')( ;:~ I z) = 0, where ~~ I z E L. Here the coefficient before zs+t is u .• + (s -
t)a~(i/ z) . If s = t then a.o E C and we replace JJ by JJ - a .• . If s =I- t then we get 
7k( z · -ta~) = O. Qne can now see that if a = Z·o-Ias then the functions 11 = oxa/a, 
t! = oyala belong to L and satisfy (1.(i). 0 

5. Lemma 4 implies that the integrating factor R = ..!!.. = - f belongs to L. Let 
the field L be the smallest such field, i.e. with the sm~lest transcendental degree 
over [(. 

T here is no problem of writing down the integrating factor in the form R = 
exp f Udx + V dy. T he problem is to which differential field the functions U = 
o"RI R and V = oyRI R belong. They satisfy the system of equations 

QV + PU = F, OyU = ax V, ( 1.8) 

where F = {)xF + {)yQ is the divergence of the vector field. 
Now we can state about U, V the following. Let L = Ld z) with z t ranscendental 
over a field L 1. \Ve have the following. 

6. Property. L l docs not cantain nantrivial first integm[s and nontrivial solutians 
of the system (1.6). 

7. Lemma. The system (1.8) has a solution in L1 . 

Proof. Let 'V z E Li. As.<;ume that the integrating factor (from L) takes the form 
R = bz mo f1 4>i (z )m, where b E L I, 1Ili are integers and 4>i (X ) are irreducible monic 
polynomials (with the highest degree coefficient equal to 1). The first equation in 
(1.8) means that ~~ / R E L 1• We have 

(1.9) 
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T he above ;Pi + ¢: 1f have degrees (in z) smaller than deg ¢i . Because neither z 
nor ¢i(z) are first integrals we have mo = mi = 0 and R E LI. Of course, then 
also U, V E LI. 
Let 'Vz/z E Li. \Ve again use the formula (1.9), where we represent the term 
(Pi + ¢: ~~ )Ni as s( ~U z) + [L:Cfta .• - i - ia._i ~~ /z)z··-ilNi, s = deg ¢i . Because 
as_iz-' are not first integrals we get m l = = O. T hus R = bzmo and U = 
{J. RI R,v = o,RI R E L ,. 0 

T he next lemma completes the proof of T heorem 11.30. 0 

8 . Lemma. If the system (1.8) has a solution in a Liauvillian extension Ll (of f( ) 

and satisfying the jJmpelty 6, then it has a solution in f(. 

PI"(JOj. \Ve use induction with respect to t he degree of transcendency over the field 
f{. Let 1(; = f( i_I(Z) contain solutions U, V of (1.8) and have the property 6. 
Let 'V z E KL I. Differentiating the 8(luation QV + PU = F (from (1.8)) and using 
V", = Uy we get 

dU 
- + aU = b dt ' 

(l.lO) 

where a, b E f(i_l . Expanding U = U(z) into elementary fractions we obtain from 
(1 .10) that U must be a polynomiaL U = 11mZm + ... + 1to . Next , if m > 1 then 
we have * 11'" + a11", = 0 and m11m-;n + 1tm_1 + a1tm_1 = O. This means that 

;k(mz + um_dum) = 0 which easily implies that z E 1(;_1: a contradiction. 
T hus U (and also V) is linear, U = 110 + 1tIZ, V = Vo + VIZ . Comparison of the 
terms with z in (1.8) gives P 1t1 + Q VI = 0, 0",111 = OyVI: i.e. 1tJ, VI satisfies the 
system (1.6) which has only a trivial solution (by 6. ). So , U = 110, V = 1iO E f( i_l . 
Let 'V z/z E f{;_I. \Ve expand U, V in decreasing power series of z, U = l1",Zm + 
l1m_I Z", -1 + ... , V = v",z'" + .... Then comparison of the terms before zO in (1.8) 
shows that lIo,1I0 satisfy (1.8), too. 0 

§2 Topological Galois Theory 

11.:n. Algebraic functions and ramified coverings between surfaces. Assume that 
an algebraic function f = f(x) is defined by the equation 

F(x,j) = rn(x)f" + '·,,_I(X)f"-1 + ... + ro(x) = 0, (2.1 ) 

where r j(x) are polynomials. \Ve assume that the polynomial F( x, y) is irreducible. 
T he Riemann surface .H of the algebraic function f can be defined in two ways: 
by means of the analytic prolongation and 80<; an algebraic curve (defined by the 
equation (2.1 )) . 
T he first means the following . Let a E C be a fixed typical point and let fa = 
fa (x) = f l ,a be a fixed local branch of the algebraic function (analytic element of 
j). It is well defined in the disc Da of convergence of the Taylor series defining 
fa . If i5 is a path in the x-plane joining points a and b and avoiding singularities 
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of J, then covering i5 by discs (of convergence) Da; we prolong the germ fa to a 
germ fb (in a disc Db). The system of these germs (lb, Db ) defines the Riemann 
surface of f outside singularities. Its closure (in a suitable topology, including the 
points at infinity) is just the Riemanll surface of f. In particular, when the path 
o ends at the point a then we get SOllle branch f;.a(x), which may be different 
from the initial branch fa = iI,,,. Here we shall agree to treat a pole of f a.<; not 
a singularity; it is a germ of a ilOIomorphic map to (C,oo). We have the natural 
projection 11' 111 ____ C. (We have used this approach in Chapter 1, in Definition 
1.1. ) 
Let us pass to the algebraic definition of the Riemanll surface M. The e{luatioll 
F(x, y) = {] defines an affine algebraic curve r aJ E C 2 . \\le have the projection 

7ra J : (x, y) - x. 
T he closure of raJ in CP2 defines a projective curve r. Assume that r does not 
contain the point (0 1 0) at infinity. T he projection 7ra J is prolonged to the 
projection 7rpr of CP2 \ (0 : 1 : 0) to CPl. 
T he curve r can be singular. \Ve resolve the singularities of r and obtain a smooth 
curve Ai in some algebraic surface X. Al is the same a.<; the Riemann surface of the 
algebraic function f(x). ~·Ioreover, the projection "IT pr Ir is prolonged to a projection 
"IT: M _ CPl. 
T he critical points of the map "IT are called the ramifica t ion points. If t E (C,O) is 
a local coordinate near a ramification point p and ( E (C, 0) is a local coordinate 
near the corresponding critical value, then we have ( = "IT(t) = tV(c + ... ), c -=F 0 
where /) = v(p) is called the ramifica t ion index . In the affine part the ramification 
points are included in the set {F = F~ = O}. 
T he map "IT : M _ Cpl is called a ramified covering. The degree n of F with 
respect to y is called the degr ee of the ramified covering "IT. 
T he notion of ramified covering is applied to a holomorphic map between smooth 
Riemann surfaces, "IT : Al --+ N. Here I\l can be regarded as a Riemann surface of 
an algebraic function f: N° --+ C, where N° = N \ (finite subset). y = f(x) -i8 a 
solution of an algebraic equation, like (2.1) but with x E N°. 
T he following formula connects the Euler characteristics x(-) of the surfaces. 

11.32. Theorem (The Riemann- Hurwitz for mula). We have 

"XIN) ~ xlM) + ~Iulp) - 1). 

" 
Proof. Take triangulations of the surfaces M and N such that: 

the critical points and the critical values are among vertices of the triangu­
lations; 

the inverse image of a triangle !:::.' c N is a sum of triangles .6. c M with 
homeomorphic projections "lT1". 

T he numbers V, E, T and V', E', T' of ver tices, edges and triangles of the two 
t r iangulations satisfy the relations E = nE', T = nT' and V = nV' - Lp(V(p) - l). 
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T he latter identity is a consequence of the fact that v(p) preimages of a triangle 
1:::.' (with one vertex lI"(p)) have only one common vertex p. 
Because X(M) = V - E + T the Riemann- Hurwitz formula follows. 0 

Problem. Show that the genus of a generic algebraic curve of degree d in CP2 is 
(d - 1)(d - 2)/2. 

11.33. Elements of the algebraic Galois theory. We recall some classical results 
from the theory of extensions of algebraic fields (not differential fields in general). 
\\le follow the book IWael of 13. L. van der Waerden. We shall a.<;sume that the 
fields have characteristic zero. 

1. Definition. An extension OC c L of algebraic fields is called normal if for any 
element {3 E L with its minimal polynomial g(T) = (T - {3 1)(T - {32) ... (T - {3,.) E 
OCIT] (where (31 = (3 and /3j belong to the algebraic closure iK of OC) all the roots 
(3j also belong to L. 
An extension OC c H.. is called the Galois extension if it is normal and separated. 
(T he latter means that g'(/3) '" 0 for t he minimal polynomial g(T) of any /3 E H..; 
in the ca.<;e of characteristic zero this condition is empty.) 
T he automorphism group of a Galois extension is called the Galois group and is 
denoted by GalocH.. . If OC c L is not Galois, then we use the notation Al1tKL. 
For an extension OC CLan element a E L is called primitive if L = OC(a). If a 
primitive element exists then the extension is called simple. 

2. Theorem. 

(a) Any cxtcnsion of thc form H.. = OC((3I, ... , /3,.) is simplc. 

(b) Let H.. = OC(a). Thcn any elcmcnt a of thc group A l1t lKL is lLniqlLely dcfincd 
by the valuc a(a) = a; whcre ai E L is a mot of the minimal polynomial 
g(T). Thc1·cf01·c 

IAutocH..1 ::::: [L : OC] '!1. dimoc L 

and thc cquality holds only whcn the cxtcnsion is Galois. 

(c) If OC c L = OC(co) is Galois, then the 91""OjLP G = GalKL acts transitively on 
thc roots of the polynomial g(T) and LG = OC. 

Proof. (a) Assume that r = 2 (it is sufficient), i.e. H.. = OC(/3,,). If f(T) = (T ­
(31) ... (T - (3k) and g(T) = (T - 'YI) ... (T - 'YI) are be the the min imal polynomials 
for /3 and 'Y, then we put the primitive element in the form a = (3 + a'Y where a E OC 
is such that /3i + a'Y j '" /3 + a, for all (i, j) '" (1, 1). Next one shows that 'Y E OC(a). 
Indeed, the element 'Y is a unique common root of the two polynomials g(T) and 
f(a - aT), both from OC(a)[T]. So, T - 'Y = gcd(g(T),f(a - aT)) E OC(a)[T]. 
(b) Since the OC-vector space H.. = OC(a) = J([T]/(g(T)) has the ba.<;is 1, a, ... , 
a n - I any automorphism a of H.. over OC is determined by its value on a. Of course, 
a(a) = ai for some i. However we can take only those a for which a; E L; thus the 
iUC(luality IAutl ::::: 1t. T he equality holds when all ai E IL, which means normality. 
Finally, (c) follows from (b). 0 
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3. Theor em (Fundamental theorem of Galois theory). Let II{ c IL be a Galois ex­
tension. There exists a one-to-one c011'Cspondcncc between the intcrmcdim'Y fields 
]]{ c MeL and the subgroups 11 c G = AutoclL given by the maps 

Proof. \Ve have to show that the compositions 

/!Ill -.1l _11.,u. 

are identities. Note that above the extensions MeL = OC(a) = M(a) are also 
Galois. 
T he inclusions MI C L fl and JJ C GalML are obvious. The iY!uality L H = M 
follows from T heorem 2(c). Finally, suppose 11 i: HI = GalLHL: then [G: lld = 
[IL: L H]. nut the equality M = ILGal .. L for M = IL,u implies that L U' = 1l.P. T hus 
IG: Nd = IG: H] and the inclusion JJ C H I gives JJ = Ih. 0 

11.34. The mOllodromy group of an algebraic function . Take N' = Cpl \ (critical 
values) and .H' = 1T- 1(N'). The restriction 1I"i.u', which we again denote by 11", is 
a topological covering. \\le fix a base point a E N' and a base point b E II,I' (above 
a), corresponding to the germ fa (from which the construction of the Riemann 
surface has started). We have the distinguished fiber M" = 1I"-I(a). 
T he monodromy group of the algebraic function f is the image of the representa­
tion of the fundamental group 1I"1(N', a) in the permutation group S(M,,) of the 
distinguished fiber. A loop ., E 1I"dN',a) acts on a germ f" a,<; prolongation of 
this germ along ., and defines a permutation .6., E S(JHa). \\le shall denote the 
monodromy group of f by Mon(f). It is called sometimes the topological Galois 
91"O!Ll) of the algebmic flLnction f. 
Because we have assumed that the polynomial F(x, y) defining I is irreducible the 
Riemann surface M is also irreducible. T his means that M \ (singular points) is 
connected and hence also j\1' is connected. T hus any two points in the fiber j\1" 
can be joined by a curve in M'. T his means that: 

Mon(f) acts transitively on thefibc1· Ma. 

T he action of the mOllodromy can be described by means of actions of simple 
loops "Yj around critical values xi E CPl. If p = (Xj,Yi) E M is a ramification 
point of the map 11" of index /J = v(p), then /J branches fi>' ... ' fi. are joined 
together at 1). If properly ordered, they undergo the cyclic permutation Ii; -+ 

Ij;+>. T he decomposition of mOllodromy maps generated by simple loops into the 
product of non-intersecting cycles is the same a,<; grouping of the branches above 
a neighborhood of a critical value into singles and clusters glued at the critical 
points (above this critical value). T his situation is presented in Figure 1. 

Proposit ion. We have ManU) = GalC(N)C( N)(fl , ... ,fn) where the extension 
C(N) C C(N)(fI, ... , In) is Galois (i.e. nonnal). 
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Proof. Here the Galois group is the differential Galois group of the Picard- Vessiot 
extension L of the field [( of rational functions by means of branches /j,,,(x). \Ve 
also treat L as a field consisting of multi valued functions on Cpl \ (critical values). 
Any element of the Galois group CalK L is defined by its action on the local 
branches iJ,,,(x) (roots of the algebraic tYluation F(·,y) = 0): it acts by permuta­
tions of the branches. 
It is clear that the monodromy maps define permutations which belong to the 
Galois group, M onU) c CalK L. If the Galois group were bigger than the mon­
odromy group then there should exist a function g(x) E L which is invariant for 
the action of MonU) and not invariant with respect to CaIKL. g(x) should be 
regular (with power type singularities) and single-valued (invariance with respect 
to the monodromy). Thus the singularities are poles and 9 should be a rational 
function. 

Figure 1 

(The proof using the Schlesinge1' theorem. \Ve can treat L as a Picard- Vessiot 
extension of J( = C(x) associated with an n-th order differential tYluation with 
regular singularities and such that the branches fJ form a fundamental system 
of solutions of this equation. The existence of such an equation was proved by 
Riemann (see T heorem 8.35 and its Corollary 1). The elements of CalKL are 
operators in the vector space V (over C) spanned by the branches fJ ,a. Also the 
monodromy group of f is the same a." the monodromy group of the differential 
equation. T he proposition follows from the Schlesinger theorem 11.21: CalK/Id is 
the algebraic closure of .HonU). Because both groups are finite, they are €(Iual.) 

o 
11.35. The deck transformations group of a r amified covering. The deck tra!LS­
formatiolLS group of the algebraic function f (or of the covering 111 ---+ N) con­
sists of homeomorphisms c]/ M' --+ }d' (where M' = p-l(N \ singlJ/arities) 
which preserve fibers, i.e. <1>' 01" = 1/. (It is ea."y to see that any such 4> ' is an­
alytic and is prolonged to an automorphism <I' of M). T his group is denoted by 
Deck = Deck(j) = Deck(1I1 --+ N). 
The covering 111 -+ N is called the Galois covering if the group Deck acts transi­
tively on fibers. 

Proposition. We have Deck(M -+ N) :::: AutC( N)qM) where Jr. embeds qN) 
into q.H); (but the extension qN) C C(."I) may be not Galois). 
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Proof. (We follow the book IForl. ) Any deck transformation 4> defines an auto­
morphism q,. of C(.H) , which is trivial on functions which are constant on fibers 
of1': thus Deck(f) c AlltC(N)C(M). 

Consider an automorphism a E AlltC(N)C(M). \Ve apply it to the function J 
M --> C, which defines the algebraic function f by f = J 0 p-I. T hen (a j) 0 p-I : 
N --+ C is a multivalued function on N with algebraic singularities and defines 

a Riemann surface All. The surface All is associated with the same algebraic 
equation (2.1 ) as M, i.e. F(x,y) = O. But the Riemann surface M is unique up to 
a fiber isomorphism. T his shows that MI is fiber isomorphic to AI. T hat in order 
defines a deck transformation 4> : M --> AI. 0 

11.36. Theorem. Choose a base point a E N' . Let Ma = {b l , ... , bd} . Denote r = 
11"1 (N', a), fb j = stabilizer of bj in the monodromy action of r, n = 11" . 11"1 (M', bl ) c 
r alld N(O) = {a E r: aOa- 1 = O} the Ilormalizer of o. Then the fol/owing 
pl"Opcl·ties hold: 

(a) ,II,JOIl ~ r / n f bj ; 

(b) D"k~ N( n )/n ; 

(c) the equality Deck = IIIoll holds if and only if 0 is a nonnal subgl"Oup of r, 
the covering is Galois and Man is a 9rouIJ of ol·del· d = deg(M --+ N). It 
means that the covering is Galois iff the cxtension C(N) C C(M) is Galois. 

Proof. (We follow [Zoll[.) (a) Since III is connected the group r acts transitively 
on l\1a . Thus the formula for .Hon expresses the fact that the monodromy group 
is defined precisely by action of r on all elements of IlIa. 
(b) Let 4> be a deck transformation. It is uniquely defined by its restriction to 
Vb , = (neighborhood of bd = (component of 1'-I(Ua) containing bd. Let Vbj = 
4> (Vb , ). There exists a monodromy map 1:::. '1 such that 1:::. 'I (bd = <f:>(bd = bj . It 
follows that the deck t ransformations are defined by those monodromy maps 1:::. '10 
which can be prolonged from Vb , to fiber diffeomorphisms of AI. ~·Ioreover , if , E 0 
then 1:::.'I lVb , = idlVb, and is prolonged to an identical diffeomorphism of M. 
T he prolongation of 1:::. 'I lVb, is realized along paths 6 C M which start at b l . 

In particular, the prolongation along a closed loop 6 E 1I"1(III',b l ) should give 
.I:::.'I lVb , again; this condition is also sufficient. If () = 11"(6) E p.1I"1(M',bd = 0 
then the prolongation tYluals I:::.d- ''Idl Vb , = I:::.d- , I Vbj 01:::. '1 1 Vb , 0 .l:::.d l Vb , and should 
coincide with.l:::. '1 Vb , --+ Vb)" T hus l:::.a -, IVbj = id, .l:::.d lVb, = id and hence 
.l:::.r'd'l IVb, = l:::.a lVb, = id. T his means that , l?, -1 E n p.1I"1(M',bl ). Since this 
holds for any () En we have , E N(O). 
(c) T his follows from (a) and (b) and from the points 11.34 and Il.:J5. 0 

Remark. In the literature the notions of the group of deck transformations and 
of Galois coverings are dominating (see IForl for example). They are naturally 
extended to the case when the Riemann surfaces Al and N are algebraic curves 
defined over number fields of finite characteristics. But there are not so many 
examples of Galois coverings. 
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One example of a finite Galois ramified covering is given by the tYluation yq -
(g(x))P = 0, p,q relatively prime, g(x) rational, with the cyclic Galois group 
Zq, i.e. the radical extens ion. Another example of Galois covering is given by an 
algebraic function y = f(x) = gl(X)"t/ql + ... + g.,,(x)",nlqM for different qi and 
typical rational functions gi. Also the universal covering is Galois, but it is infinite. 
It is not proved in IFor] that for a typical algebraic function (on C) the group 
of deck automorphisms of the corresponding ramified covering is trivial. Take 
for example the algebraic function given by y:l - 3y - x = 0 with the critical 
points 1JI,:.! = (=f2, ±1) and the cr itical values XI,:.! = =f2 (see Figure 1). T he 
Riemann surface M is isomorphic to Cpl (rational and parametrized by y). Any 
deck automorphism of the surface II,-I' = Jll \ {ramification points} , is prolonged to 
an automorphism of M. Near a critical point IJj it either exchanges the two local 
branches near it (then the third branch is fixed) or it keeps all three branches 
/J,:.!,:!(x) fixed. Because this automorphism is analytic it mlL'lt be identity. 
For more information about relations between the monodromy group and t he deck 
transformations group we refer t he reader to [Zo11 l. 

V. I. Arnold in lAm S] says that the Galois theory should be explained via the 
monodromy group, rather than via the group deck or via the algebraic extensions. 
Such an approach is presented in the article of A. G. Khovanski IKh3] and in the 
book (for high school students) of V. B. Alexeev IAI]. T his is done in the next 
point. 

11.37. Non-solvability of a general algebraic equation in quadrature.s. (We follow 
mainly [All and [ZolOl. ) 
1. The radical extensions, i.e. defined by f = (g(x))pfq with rational g(x), are 
extensions by adjoining exponents of integrals and have cyclic monodromy group 
ManU) (tYlual to the differential Galois group). Thus the extension of Theorem 
l1.13(a) to the case of finite differential fields extensions gives the following prop­
erty: 

The algebraic equation F(x, y) = {] is solvable in radicals if and ollly if its mon­
odromy group is solvable. 

2. Consider the case of a general algebraic tYluation. \Ve assume that: 

The projective curve r c CP:.! defined by F = 0 is smooth and the finite mmifica­
tion points of the projection 11" : M -+ CP! have ramification index 2 with dijJef"Cnt 
cI;tical values. 

Algebraic functions satisfying this assumption are typical. For example, F = 5y5 _ 

25y:l + GOy - X defines such a function. 

T he mOllodromy transformation, corresponding to a simple loop in the x-plane 
surrounding just one cr itical value, acts as transposition of two branches joined 
at the corresponding critical point. ~'Ioreover , the smoothness of r implies its 
irreducibility. This implies that: 
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The monodromy group of this algebraic function is generated by transposition and 
acts tmnsitivciy on the fiber. 

3. Lemma. ([Kh3]) Any subgroup G of the symmetric group 8(n) which is transitive 
and gcncmtcd by tmnspositions is equal to 8(n). 

Proof. We say that a subset A C {l, ... , n } is complete iff each permutation of 
A extends to some permutations of {I, ... , n} belonging to G. If a transposition 
(i,j) E G then the set {i,j} is all example of a complete subset. Take Ao a complete 
subset of maximal cardinality. \Ve claim that Ao = {I, ... , n }. 
Suppose that Ao is a proper subset. T here is a transposition T = ('ij) E G with 
i E An and j ¢ Ao. T he group generated by S(Ao) and T is equal to S(Ao U (j}) 
and the set Ao U {j} is complete, which contradicts the maximality of Ao. 0 

4. The above shows that for typical algebraic functions of degree n the problem of 
their representability in radicals is 8(luivalent to the solvability of the group 5( n) . 
T he resolvents for t he groups 5(2), 5(3), 5(4 ) are the following: 

8(2):0 (e), 
5(3) :0 A(3) :0 {, }, 

8(4):0 A(4):O V:o I'}' 

where A (n) is the subgroup of even permutations (the altc17lating gl"Oup containing 
compositions of even numbers of transpositions), A (3) consists of cyclic permuta­
tions, V = {e; (12)(34); (13)(24); (14)(23)} is Klein's ViCf"CIY1'UPpC. 

5 . Theorem. Thc g1"OUpS 5(n), n:::: 5, aI"C nOIl-solvablc. 

Prooj. (We use a proof from [Bro]. ) The non-solvability of 5(n), n:::: 5, is equiva­
lent to the non-solvability of A(n). (In fact , the groups A(n), n:::: 5 are simple, i.e. 
without proper normal subgroups, but we do not prove it here.) The non-solvability 
of A(n) follows from the following observation. 
If the cycles <7 = (123) and T = (345) (with one common element) belong to 
a subgroup H C A(n), then the elements [<7, T] = (<7(3)<7(4)<7(5)) . T-

1 = (145) · 
(354) = (143) and [<7- 1 

,T-
1

) = (253) belong to the commutator [H, H). The latter 
two permutations are also 3-cycles with one common element. 
Repeating this argument we see that all derivative groups A(n)(j) contain two 
3-cycles with one common element and cannot be trivial. 0 

\Ve have proved the following result. 

G. Theorem of Ruffini and Abel (Solvability in radicals). A gencml algcbmic junc­
tion with n branchcs cannot be CX1J1"Csscd by lII.cans oj mdicals iff n < 5. 

7. R emark. In [AI[ (see also [ZolO]) there is a purely topological proof of solvability 
of the monodromy group of an algebraic function expres..<;ed by radicals. It is related 
with the theory developed in further points (see below). So we shortly present the 
appropriate arguments. 
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Assume that algebraic functions f(x) and g(x) have solvable monodromy groups 
F = M on(f), G = Mon(g). \Ve claim that the groups H = IIIon(f±g), .Hon(f·g), 
Mon(f/g) and E = Mon(ifJ) are solvable too. 
Recall that the Riemann surface of the function f (with n branches h (x), . .. , 
fn(x)) is constructed from n sheets of the complex plane cut along radii from 
singular points to infinity. These sheets are next glued along the ridges of cuts in 
the way the monodromy around singular points dictates. Similarly the Riemann 
surface of the function 9 (with branches gl(X), ... ,g",(x)) is realized. 
T he Riemann surface of the function f + 9 is constructed in two steps. F irst we 
take n· m. sheets of C (labelled by h ij ) cut along rays from all singular points (of f 
and g). \Ve glue these sheets in the obvious way: if after surrounding a singularity a 
sheet /;, was glued with Ii, and gjl was glued with gh, then we have to glue hid, 
with h i,h . \Ve obtain a surface MI. In the second step we identify the sheets h ij 

at which the values of the function fi(X) + gj(x ) coincide. \Ve obtain the Riemann 
surface 1H = ,HI / "-'. For example, the function y = ,;x + ,;x has three values 
and satisfies the equation y3 - 4xy = O. (Analogously one constructs the Riemann 
surfaces of the functions 1- g, Ig, I /g.) 
Also the monodromy group H = Mon(f + g) is constructed in two steps. The 
monodromy group associated with the surface IIII is equal to Fx G and is solvable. 
Any element from the group H arises from lifting to the surface III of a loop in 
C \ (singularities). The same loop admits lifting to the surface Ilh and defines an 
element from F x G. T herefore we have a surjective homomorphism F x G --> fJ. 
From this the solvability of H ea..,ily follows. 
Consider now the function e = ::tJ. Its Riemann surface is obtained by multiplying 
each sheet fi, i.e. by replacing it by k sheets eij, j = 0, ... , k - 1. The singular 
points (and the corresponding cuts) correspond to singular points of I and zeroes 
and poles of Ii. It is also clear how the sheets are glued. Here we have a surjective 
homomorphism E = lHon(e) --> F whose kernel is abelian (a subgroup of the 
group of roots of unity). It is easy to see that E is solvable. 

11.38. Khownski 's definition of the monodromy group. We follow A. G. Khovan­
ski's paper IKh31. Here we shall concentrate on functions of one complex variable 
but the results can be generalized to functions on C n with a not too complicated 
singular set. 
A multivalued analytic function is called an 5 -fullction if its set of singular points 
is no more than countable. 
Of course, algebraic functions are 5-functions. Another example is the elementary 
function In(1 - x"'), where a is irrationaL with singularities at 0 and in a dense 
subset of 51. 
T he next result is relatively simple and we present it without proof. 

Proposition. Thc class of 5-functions is closcd with respect to diffc1"Cntiation, 
illtegmtio1l, compositions, solutions of algcbraic equations (with 5-functions as 

coefficients), mcromorphic operations (i. c. (fl, ... , fn) -+ F(fl, J{, ... , f?·), 12, ... , 
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f~I)), F -mC7'011101phic), and solutions of lincm" differential equations. (Note that 
the exponentiation belongs to the class of mcnmlOrphic opcratiom.) 

If f = f(x) is an S-function then we define the Riemanll surface of j, as in 
the case of algebraic fUllctions, by means of analytic continuations along paths in 
C \ (singular points). Denote it by M and the natural projection onto C by 11". Now 

we cannot claim that 1H --> C is a ramified covering. 11" is well defined on those 
branches of fu" which have convergent Taylor expansion, though the point b can 
be singular for another branch of f . 
In what follows we shall assume that the Riemanll surface AI is connected . T his 
holds when the construction of .H ha.'l started from olle germ f L". 

For the fixed base point a E C \ (singularities) we have the fixed fiber Ma. If 

A c C is a countable set containing all singular points of f, called the forbidden 
set, then the fundamental group Jrl (C \ A , a) acts on .Ha by permutations; we 
obtain a subgroup of the group S(Ma) of permutations of the fiber M". \\le call 
it the monodromy group associat ed wit h the forbidden set A and denote it by 
MonA(f). (T he introduction of the notion of forbidden set is necessary when we 
want to perform some operations on multivalued functions.) 
In order to eliminate t he dependence of the (just defined) monodromy group on 

the forbidden set it is useful to consider the closure of the image of Jr l (C \ A, a) in 
S( .Ha), in the T ikhonov topology in the space (M,,)Mu

• The latter topology has 
the following fundamental system of neighborhoods of -id: UL = {a : a lz = -idl z }, 
where Z 's run through finite subsets of AI". 
T he closure of the image of lTdC \ A , a) in S(M,,) does not depend on A: it is 
called the closed monodromy group of the function f and is denoted M on(f). 
T he above monodromy groups MonA(f) and Mon(f) can be defined also in an­

other way. By connectivity of M the fundamental group r = Jr l (C \ A, a) acts 
t ransitively on IlIa. If fj E .Ha t hen we have the isotl"OPY SUbgl"OlLP r fJ c r (or the 
stabilizer of h). T he isotropy subgroups are internally conjugated; r h = T r fj T- 1 

where T E r transforms h to /k. \\le have 

it means that the image of r in S(A1a) is defined by its action on all elements of 
the set Ala. 

T he pair of groups (lTdC \ A ), JrI(C \ A)j,) is called the monodromy pair of f 

associat ed with A and the pair (Mon(f),Mon(f)j,) is called the closed mon· 

odromy pair of f. 
Often the infinite intersection n-rEf'TrOT- 1 can be replaced by finite intersection, 
over T'S from some finite set P. In this ca<;e the image of r in S(M,,) forms a 
discrete subgroup. In such a case one says that f is ahnost normal a nd we refer 
to the monodromy pair of f (it does not depend on the forbidden set) . 
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11.39. Classes of pairs of groups. By a pair of groups we mean a pair (L ro) 
consisting of a group and of its subgroup ro c r . The monodromy group of the 
pair (r,ro) is the group Mon(r ,ro) = r /nTroT- I . The pair (r ,ro) is called 
almost normal if the intersection in the latter expression can be replaced by a 
finite intersection. 

A class M of pairs of groups is called the complete class of pairs of groups if it 
satisfies the following conditions: 

(i) this class is invariant with respect to images and preimages under homomor-
phisms (e.g. (4)(r),4>( r o)) E M for (r ,ro) E M and 4>: r ____ G) and with 
respect to topological closures; 

(ii) if (r , ro) E M and a group r 1 satisfies ro C r 1 C r, then (r , rd E M; 

(iii) if (r , rd E M, (r l , ro) EM, then (r, r o) E M. 

T he natural examples of complete classes of pairs of groups are: the class A con­
taining all abelian groups with their subgroups and the class F containing all 
groups with normal subgroups of finite index. 
~·Iore generally, for a family {La} of pairs of groups satisfying the condition (i), 
the minimal complete class of pairs M(Lo) containing all Lo. consists of pairs 
(r, r o) for which there is a f"Csolution tower of subgroups ro C r 1 C ... c r such 
that each pair (r i+l, f i ) belongs to one of the Co's. If the f i in such a tower are 
normal subgroups in r i +l , then the tower is called the normal tower. 
One can show that if the monodromy group (M on(r , r 0), (e}) of a pair belongs 
to a complete cia.,s, then the pair (r, r o) also belongs to the cia.,s. T he converse 
is t rue only for almost normal pairs. 
T he following minimal complete classes are important: 

- M(A), where A is the cia.,s of all pairs (G, (ell with abelian G. Here the 
resolution towers are normal towers and the monodromy groups of such pairs 
are solvable. 

- M(C), a subclass of the previous cia.,s (i.e. G C C). 

- M(F), where F is the class of pairs consisting of a group r and its normal 
subgroup ro with finite factor group. 

- M(A.F), where F is the class of all finite groups. Here the pairs admit 
normal towers with quotients either abelian or finite. 

- M(A,S(n)). Here the normal towers of pairs have quotients either abelian 
or subgroups of 5(n). 

- M(C,:F) and M (C,S(n)), 

T he reader can see that the pair (S(n), {e l l does not belong to the class M(C, 
5(n - 1)), n > 4 (because the group A(n) C S(n) is simple). 
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11.40. Theorem. ([Khl!) Let M be some minillwl complete class of groups and 

let .Nt be Ihe set of S-functions, whose monodromy pail-s belong to M. Then the 
class M is closed with respect to differentiation, compositions and mcromorphic 
operations. 
If, additionally, M contains (c, (O}), then M is closed with respect to intcgm-
(ions. 

If M contains (S(u), {c}), then M is closed with I'CSpCCt to solving algebmic 
equations of degree at most n. 

Proof. \Ve shall prove only closeness of M with respect to differentiation. (Other 
properties are proved in the same way.) 

If A is the (at most countable) singular set for j, then r = lTJ (C \ A, a) and ro 
consists of those loops l' (with beginning and end at a) for which the distinguished 
germ !I,a is invariant with respect to analytic continuation along 'Y. BecalL'le the 
differentiation operation commutes with analytic prolongation, also the germ Jr ... 
is invariant with respect to t he action of 'Y- This means that r I, the isotropy 
subgroup of the germ fLa, contains ro. 
Next one uses property (ii) from the definition of complete class of groups. 0 

11.41. Corollaries. 

(a) Let a function f be l'epl"Csentable by quadmtures, compositions and memlll.or­
IJhic opemtions. Then its closed monodromy pail' belongs to the class M (C) 
and the closed monodromy group 111 emU) is solvable. In particular, the closed 
monodmmy gmup of a Liouvillian function is solvable. 

(b) Let f be a function representable by genemlized quadmtures, compositions 
and memmOlphic opemtions. Then its closed monodromy lJOir belongs to 
M (C, F ). If, additionally, f is almost nonnal, then its monodromy lJOil' (fo/" 
any A) belongs to the class M (C,F). 

(c) Let f bc a junction l'cpl'cscntable by n-qlLOdmtm'cs (i.c. using solutions of 
algebmic equations of degree at most n), compositions and memll101phic op­
emtions. Then its closed IIwnodromy pail" belongs to M (C,S(n)) and, if f 
is almost "01'11Ial, then its monodmmy pair belongs to M (c, S( n)). 

T he advantage of these results over the results from differential Galois theory is 
obvious. F irstly, the monodromy pairs and closed monodromy pairs form more sub­
tle invariants of functions than the differential Galois groups of the corresponding 
P icard- Vessiot fields. Secondly, we admit more operations: meromorphic opera­
tions (generalizations of exp) and compositions. 

As a particular result we obta.in tha.t: 

A geneml algebraic function with n > 4 bmnches cannot be l-cpresentable via ratio­
nal functions by (n - l)-quadratures, compositions and meml1wlphic operations. 
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11.42. T he monodromy group of Singer 's integrals. (\\le follow the article [Zo7J) . 
Here we are dealing with muitivailled functions on CP" of the forlll 

l1(x) ~ r Rw 

where R(x) = eg f1 It ; is an integrating factor and w = L P;dx; is a polynomial 
I-forlll. Here g(x) is a rational function and Ij(x), P;(x) are polynomials and the 
I-form Rw is closed outside singularities . This kind of function has appeared in t he 
theorem of Singer about Liouvillian first integrals 11.30: in the multi-dimensional 
case it is applied to the P faff equation w = 0 where w is integrable, w /\ dw = O. 
\\le see that the integral 11 has singularities along a finite number of algebraic 
hypersurfaces 5 = L 5 j where 5 j = {h = O} or 5 j is a polar curve of the 
rational function g(x). Let ,H be the Riemann surface of H with the projection 
11" M ---+ c p n. It defines a topological covering outside singularities "IT M ' ---+ 
N' = c p n \ 5 (usually of infinite degree) . We choose also a b8o<;e point a E N' and 
the distinguished fiber M a . 

T he monodromy group Mon(H ), in Khovanski's sense 11.:~8, is defined 80<; the 
image in S(Ma ) of the fundamental group 1I"dN',a) . Although the fiber M" is in­
finite, due to regularity of the singular set 5, we should not consider the topological 
closure of Mon(H). 
T he fundamental group of a complement to an algebraic set is not e8o<;y to deter­
mine. It is described in 4.43- 4.49. In order to see t he action of particular elements 
of "lTJ(N'), one should resolve singularities of the algebraic variety S. In order to 
avoid technical complications we assume that the hypersurfaces 5 i have only nor­
mal intersections as singularities. "lTJ(N',a) is generated by s imple loops which lie 
in a general complex line L = e c en and surround just one point from L n 5. 
If a loop 'Y surrounds a point qj from L n {Ij = O}, then we can parameterize L 
by 11 = hi L and obtain the integral in L of the form 

(2.2) 

where X,</> are analytic functions. 
Assume first that k = 0, i.e. the exponent eg is analytic near qj . T hen we have 
two possibilities: 

(i) the exponent aj is negative integer and the subintegral function h8o<; non­
negative residuum at 11 = 0, 

(ii) aj If. z. 
(Otherwise H is merolllorpiIic and non-singular as a lIlap to CPl. ) 
In c8o<;e (i) we have H = G + Cj In 11 with G(lt ) meromorphic . T he corresponding 
monodromy map takes the form h" ---+ h" + 27ricj . Here h" = lh,a(a) are the 
values of branches lh,.,(x) at x = a 
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In case (ii) we have JJ = d j + uaj C , G analytic, and the lllollodromy takes the 
form hk --+ Ajll!,: + ejl Aj = e2r.iuj, Cj = d j (1 - Aj) . In the ca'le aj > - 1 this 
formula is obvious: in the case aj < - 1 we apply the integration by parts formula 
(a + 1) f" sa4>('~) = ua+ l 4> - I sa+l4>' (several t imes) . The constant d j = lJlfj=o 
is the 'vallLe' of JJ at fJ = o. 
\Ve see that the mOllodromy maps are affine diffeomorphisms of the complex line, 
Mon(lJ) c Alf(C) . . Moreover, these maps are extended to the product N' x C, 
(x, h) --> (x, >.)h + 8)) . T hey preserve the Riemanll surface I\I' (which we can treat 
as embedded into the product) and realize deck automorphisms of the covering 
1\1' --+ N'. \Ve have the following result. 

11.43. Theorem. (lZo7D Let R = f1 f? and the polynomiall-fonn be such that Rw 

is closed and let H = IX R.w with the Riemann surface III. Then the monodromy 
gmup M on( H) embeds itself as a subgroup into A f ftC). The cove ling .lid' ____ N' is 
a Galois coveling with the gl'OllP Deck(M' / N') = Ahm(H). The monodromy gmup 
Mon(H) is abelian iff the illtegml 11 is of the Darbol£x type or of the gwemlized 
Darboux type. 

Proof. \Ve have to prove only the last point. There are two cases of abelian sub­
groups of A f f(C l

), a subgroup of C and a subgroup of C ' . T he first ca<;e occurs 
when the form Rw is rational and H = G + L Cj In 1;, G - rational (see the first 
part of the proof of T heorem 1 t.:~O). T hen ell is of generalized Darboux type. The 

second case takes place when 11 = F f1 f;j with rational F. 
If the form Rw has nonzero residuum at fj and some other exponent Ok is non­
integer, then the monodromy group would contain two non-commuting maps 
(translation and multiplication). T hus we can assume that the only singular hy­
persurfaces for Hare fj = 0 with aj If. Z. 
\Ve have the Darboux ca<;e and abelian group Aloll(ll), when all the constants d j , 

i.e. the 'values' of 11 at 1; = 0 are simultaneously «(Iual (to a constant which can 
be put = 0). 
T he values dj are not defined uniquely, but the property: d j = die for all j, k, is 
correct . T he differences d j - dk can be calculated a<; 

where C(j, k) is the (double) cycle in the complex line L presented in Figure 2. 
\Ve call this cycle the Pochhammer cycle ; (it wa<; introduced by L. Pochhammer, 
see IW W ]). 0 

In IZo71 a result analogous to T heorem 11.43 wa<; proved in the ca<;e when the 
exponential function eg(z) is nontrivial. \Vhen one replaces the line integral in 
(2.2) by a perturbation of an integral with Darboux type factors (replacement of 
eX/ ~ k by a product of Darboux factors) and takes the limit of suitable monodromy 
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Figure 2 

maps, then one obtains the so-called extended monodmmy group. The extended 
monodromy group is abelian if and only if 11 is of generalized Darboux type. 

Remark. Singer's theorem wa.<; used also by M. I3erthier, D. Cerveau and A. Lins­
Neto IBCLI in construction of an example of a real analytic planar vector field 
with non-elementary singular point of center type and such that it does not have 
Liouvillian first integral and is not reversible. The reversibility means existence 
of a (locally) fold-type map and a vector field in t he target plane (without cen­
ter) whose pull-back is our vector field (see the example of quadratic reversible 
center in the Dulac--K apteyn theorem 6.29). In the example from IBCLI the pro­
jective monodromy of the exceptional divisor of the blowing-up of the center is 
non-solvable and the linear parts of the monodromy maps of the separatrices can­
not satisfy any resonant relation imposed by eventual reversibility. Because t he 
situation is local, in [BCLI a local analogue of Singer's theorem was used. 

11.44. The Darboux- Schwarz- Christoffel integrals. Here we present some exam­
ples of polynomial planar vector fields p ax + QOy (or 8(luations 5; = Q I P or Pfaff 
equations w = Qdx - Pdy = 0) with Singer first integral. Any student or teacher 
in mathematics ha.<; encountered problems with integration of concrete differential 
equations. 

Examples: 1. \Ve begin with systems with Darboux integrals. T he following exam­
ple 

dy 3 + xy _ y2 
dx = ~3;';(cCx,f--;4C-) 

from [K am] (Example 1.168) shows how difficult simple equations can be. In [Kam] 
the invariant algebraic curve I = y'! - 6y2 - 4xy - 3 = {] wa.<; found. The Singer first 
integral can be written in the form fh = I R.w, R = (x2 - 4) - 5/6 1- 1/2 . It turns out 
that there is one more invariant algebraic curve g = y4 + 2xy3+ 6y2+ 2xy+x2 _ 3 = {] 
and the rational first integral 112 = (x2 - 4)pg-:I . T he connection between t he 
two integrals can be obtained from the phase portrait of the vector field. Namely, 
the point x = 2, Y = - 1 is a 1 3 resonant linearizable node with local first 
integral 11:1 = (x - 2)(y + 1 + ... )- :1 . T hen we have 111 = Illl s-5/6($ _ 1)-1/2d$, 

112 = (11 :1 - l r l l l:J(14ll:1 - 1)-:1 . 



486 C1JapteJ· 11. Tile Galois TlleOJY 

2. Consider the Chebyshev integral 

Qne asks when f is of Darboux type (modulo a constant). It is so when: 

- 0: and /3 are both integers; 

- either 0: or (3 is a positive integer; 

- 8 (0:, (3) = Iol S",-l (1 - 8 ){1-l d8 = 0, i.e. 0: + (3 is a negative integer. 

Above the Euler Beta-function 8(0:,(3) is t he difference between the 'values' of f 
at 1 and at O. In the case Reo: < 0 or Re (3 < 0 we use the analytic continuation 
of the Euler Gamma-functions. 
T herefore sin-l(x) = h~ d8/Jl - S2 is not Darboux but ['(1 _ S2)-:1/2ds is. 

3. The Darboux- Schwarz- Christoffel integral was introduced in 11.26. Here we 
define the multiple Darboux- Schwarz- ChristoB'el integral as a function of the 
form 

(2.3) 

where U(x,y), V (x,y), W;(x,y) are rational functions of two variables, S( ·), T (·) 
are rational functions of one variable, Vij E C and p/q, aij are rational numbers. 
Some additional restrictions must be imposed on (2 .3), in order to be a first integral 
of a polynomial Pfaff equation. Notice that the poles and zeroes of the function 
So U(x, y) are branching hypersurfaces of the middle term in (2. 3) (and of fl ). 
T he other integrals also should ramify only at these surfaces. T hus \V i = S(U)R~, 
where Ii. are such that if aij = l'ij/qij is not an integer, then the hypersurface 
\Vi = Vij is not a ramification surface , which means that \V i - Vij = Pi~; ' / Q ij 
(Pij, Qij - polynomials). Also, if p/q + L:

j 
aij is not integer, then the integral does 

not ramify along IV; = 00 . 

4. As a more concrete example we take the function, called in IZo71 the Dm·bOlLX­
hypcrclliptic integral, 

= jV r=c " R - /SW) VVS(U) + T(u)V S(u)dlt + L.., ailn' ~. 
R.+VS(U) 

Because 
R~(x) - VS(U) j S(Ul/R; dlt 

In -
R,(x) + JS(U) - fo(" - 1)' 

it is included in the family (2.3). The reader can easily generalize this example to 
the case when the square root is replaced with the p/q-th power. 
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In this example the ramification curves are StU) = 0, StU) = 00, the poles of 
T(U) (with nonzero residuum of the function TIS) and the curves R; = S(U) 
(tangent to StU) = 0). The monodromy maps corresponding to loop .. ., around the 
components StU) = 0 and T(U) = 00 are the same as in the simple Darboux­
Schwarz- Christoffel integral: II. --> ±h + c. T he monodromy maps corresponding 
to the loops around Rj = StU) are of the form II. --> II. ± 271"iaj, where the sign 
depends on the position of the loop near this hypersurface. (Note that for fixed 
StU) the function Rj can take two different values.) 
T he book of E. Kamke IKaml contains several examples of integrals of the type 
V /fJ + a Inl(W + /fJ) /( 1V - IV)]. The above shows that they include themselves 
in the family of simple Darboux- Schwarz- Christoffel integrals. 
It seems that the Darboux-hyperelliptic integrals should play some significant role. 
T he reason for this is that the function exp 11 has monodromy group consisting 
of maps of the form: II. -+ >.;11, It -+ /1,)11.. One quickly recognizes here a solvable 
subgroup G of PSL(2,e) such that the commutator G(i) = IG,Gj consists of 
linear maps (corresponding to diagonal matrices) and G/G(i) = Z2 (compare also 
T heorem 11.15). Also in Khovanski's paper IKh3] the case of functions with such 
monodromy was distinguished. 
O n the other hand, the Darboux-hyperelliptic integrals form a particular case of 
the infinite series of analogous integrals with the exponent 1/2 replaced by 1J/q. 
T here is a striking coincidence between the classification of the (solvable) mon­
odromy groups of the above integrals and the classification of solvable subgroups 
of Dif f (c, 0) (from Section 3 of Chapter 10). The Darboux integrals f1 fja; cor­
respond to linear subgroups of Dif f (e, 0): here the cases aj E Q (rational in­
tegrals) correspond to finite subgroups of Dif f (e, 0). The logarithms of gener­
alized Darboux integrals 9 + I:~ aj In fi correspond to formally non-linearizable 
abelian groups; the latter are typical if 1" > 1 and exceptional if 1" = 1. T he 
Darboux- Schwarz- Christoffel integrals should correspond to solvable groups, but 
the Darboux-hyperelliptic integrals V /fJ + I:~ aj IIl[(Rj - IV)/(R j + /fJ)] with 
r = 1 resemble the exceptional solvable groups. 
Also some French mathematicians have studied the relation between Singer's the­
orem and local properties of holomorphic foliations (see IBT] and IPau]). 

5. This example comes from the work le ha] of Chavarriga where existence of the 
integrating factor was proved. T he equation 

dy x(l + xn + >.y" _ 2x 2y,,-2) 
- ~ 

dx y(l + x" + >'y" 2>.x2y" 2) 

has the multiple Darboux- Schwarz- Christoffel integral 

where a = - (n + 4 )/2n, b = (2 - n)/n, f = 1 + 2(x" + >.yn) + (x" _ >,y")2, 
X l = f(l - xn + >'y,,)-2 , X 2 = f(l + xn - >'y,,)-2. Here the singular points 
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1 + x" = y = {] and 1 + >.y" = x = {] are non-elementary (i.e. both eigenvalues 
vanish) and we must blow them up. After this is done, some exceptional invariant 
divisors appear. Namely, along these divisors the first integral is ramified. 
T he author conjectures that t he above examples reveal sollie general rule. Prob­
ably any Singer's integral with non-abelian llIonodromy group is either a simple 
Darboux- Schwarz- Christoffel integral or multiple Darboux- Schwarz- Christoffel 

integral. Moreover, if the exponential factor c9 is nontrivial or if some ai 1- Z, then 
we should have the simple Darboux- Schwarz- Christoffel integral. SOllie progress 
in this direction was achieved in the paper [Seal by B. Scardua (the proof in the 
so-called generalized curve case) . 

6. If a rational Riccati equation 

dy/dx = A (x) + B (x)y + C(x)y:Z (2.4) 

ha<; algebraic invariant curve, then it has a particular solution of the form y = 4>(x) 
where 4> is an algebraic function. Introducing the variable YI = Y - 4>( x), we obtain 
a Bernoulli e(luation which is solved in quadratures. This shows that rational 
Riccati e(luations with algebraic particular solutions are integrable in generalized 
quadratures; (result of Liouville, see ILio21, IRi t l). We can say even more, we can 
guess the form of the first integral. 

11,45, Theorem (First integrals for Riccati equations) , (I Zo81, IZo121) Assumc that 
thc mtional cquation (2.4) has invadant algcbmic C1L1"VC not containing any vC I·tical 
linc x = con.st. Thcn thcI"C arc fO!Lr possibilitics: 

thc invariant ClLrvc is mtional, Y = IV (x), and thcI"C is a simplc Darbo!Lx­
Schwarz- Christoffel intcgral; 

thc ClLrvc is of thcfonn [y - w Jtx)][y - w :z(x)] = 0 (two rational componcnts), 
and thCI·C is a Dal"ooux intcgml; 

thc curvc is hYPcI"Clliptic y2 + WI (x)y + W2 (x) = 0, and thcI"C is a DOI·bo!Lx­
hYPCl'dliptic intcgral; 

thc curvc has > 2 shcets abovc thc x-planc, and thcI"C is a rational intcgral. 

P1"Ooj. The first three cases are elementary. The fourth ca<;e uses the monodromy 
of solutions y = 4>(x) as x turns around singular points, which are t he poles of 
the right-hand side of (2 .4 ). \\le fix a ba<;e point x = a and consider solutions 
Y = 4>(x;yo) with the initial condition 4>(a;yo) = Yo. T he monodromy group is the 
group of maps of the line {a } x C. Because the evolution operators for Riccati 
equations are fractional-linear (see Remark 11.18(c)), the monodromy group Man 
of the Riccati equation consists of an automorphism of the Riemann sphere {a } xC, 
Mon C PS L(2,Q . 
(T he monodromy group of the first integral defined in Example 11.27(d) is the 
same as the monodromy group 1U on of the equation and is also included in 
PSL(2,C)) . 
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If it> is an invariant algebraic curve then it is preserved by the monodromy op­
erations. It means that the finite set f( = it> n ({ a} x C) is invariant for II,Ion. 
By assumption the cardinality of f( is at least 3. T his means that the subgroup 
!d onK of maps , whose restriction to f( are identities, is trivial. Indeed , three points 
XO,XI,X2 of f( can be transformed via a r-.-fobius map to 0,1,= (composition of 
translation id - x(), of x/(x - X2) and of x/xd and any fractional-linear trans­
formation which has 0,1,= as fixed points is identity. Now the exact sffluence 
{c} ...... AI onK ....... I\Ion. ....... S( f() ....... {e} shows that AI on. is a finite group. 
The finiteness of the monodromy group of Riccati equation means that its solu­
tions behave like algebraic functions. If we knew that these solutions have regular 
singularities, then we would conclude algebraicity of solutions. However the ex­
ample of family y = Ce- I/x' of univalent functions with non-algebraic singularity 
shows that we must work a little more. 
T he corresponding planar vector field takes the form 

:i; = G(x), iJ = D(x) + E (x)y + F(X)y2 

where D,E, F,G = O (x - Xj) are polynomials. The singularities of solutions 
of the Riccati tYluation lie in the points x = Xj' The lines {x = Xj} C C I X 

C I are invariant lines of the polynomial vector field associated with the Riccati 
equation. This field defines a holomorphic foliation F (by complex phase curves) 
of C pl X C Pl. The singular points of the foliation F lie in the projective lines 
{x = Xj} X C pl and {x = =} X CPl. Each such line contains at most two singular 
points. Thus we look at the behaviour of phase curves near such singular points. 
Consider one such invariant line which we may a.<;sume to be x = O. T he curve <P 
intersects it at ::::: 3 points, multiplicity counting. Each local branch of it> represents 
an algebraic solution y = <p(x), where the function <p admits a Puiseux expansion. 
First we perform the pull-back x = u q , in order to remove multi-validity of the 
local branches of <P. \Ve get y = cuI + ... , I - integer , for any such branch and 
the (projective) line u = 0 contains a singular point of the foliation ( induced from 
F) through which at lea.<;t two such branches pass. \Ve choose a pair y = WI(U), 
Y = W2(U) with the greatest order of tangency. Next, we separate the branches 
y = WI 2(1.1.) using a series of changes of the form y = Zltm and/ or y = W(u) + z 
(where ' y = W( u) is some branch). Note that the rational Rlccati form of the 
differential equation is preserved during such operations. \Ve arrive at the situation 
with the branches z = XI,2(u) = CI ,2 + O(u) and CI i: C2 . The third branch 
z = X:l(U) of <P will have the form: either X3(u) = C:l + 0 (11), C3 i: C1,2, or 
X3(u) ""' elt- j , j > O. In the latter ca.<;e the branch z = X:l(U) meets the line 11 = 0 
at the point z = 00. 

Now we have two possibilities. In the first situation, called the dicritical case, the 
line u = 0 ceases to be invariant and all local solutions are analytic, z = X(u) = 
C + O(lt). Therefore all solutions y = <p(x) of the initial system are regular near 
x = O. 
In the non-dicritical case the new Riccati system should have at least three singular 
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points on 1t = 0: either three finite (i.e. z = CI.2,:I) or two finite and one at z = 00. 

T his cannot take place for a Riccati foliation. 0 

11.46. Remark. Using the classification of solvable finite subgroups of SL(2,C) 
(see the next chapter) and the above theorem, one can show that the minimal 
degree (in z) of an invariant algebraic curve for the Riccati C{luation is 1, 2, 4 , 
(j or 12. In the first case there is a Darboux- Schwarz- Christoffel integral, in the 
second case there is a Darboux-hyperelliptic integral and in the latter three ca.<;es 
we have a finite monodromy group associated with symmetries of a tetrahedron, 
cube or icosahedron respectively (see the next chapter). 
Using this and the relation between the Riccati and second order linear equations J. 
J. Kovacic IKovl created an algorithm for solving a second order linear differential 
equation with rational coefficients (see also IR.RI). 



Chapter 12 

Hypergeometric Functions 

T he Gauss hypergeometric equation is the e(luatioll where the monodromy group 
demonstrates its full beauty. It cOllnects such domains as the regular geometric 
polyhedra, hyperbolic geometry, elliptic integrals and modular fUlIctions. In the 
19th century all students and teachers of mathematics knew what the hyperge­
ometric fUlIction looks like and how its monodromy is connected with spherical 
t r iangles (see the lectures of F. Klein). 
Here we present the theory of the hypergeometric equation based on the books of 
Klein [Kil l and [K12 1 and V. V. Golubev [Goli. \Ve calculate the mOllodromy and 
find the hypergeometric equations solved ill quadrature;;. 
Next we briefly present some generalizations of the hypergeometric fUllctions. 
T hese generalizations go in two directions. In the P icard- Deligne-fl'lostow a p­
proach the time remains one-dimensional but the number of singularities and 
dimension of the space of integrals grow. The aim is to obtain new arithmetic 
subgroups of the group of motions in multi-dim ensional complex hyperbolic ge­
ometry. 
In the other approach (I. ivI. Gelfand, A. N . Varchenko and others) the hypergeo­
metric integrals are defined along cycles lying in the complement of a collection of 
affine hypersurfaces in a complex vector space. I·Iere the main effort is concentrated 
011 description of t he ba.'lis of certain cohomology groups. 

§1 The Gauss Hypergeometric Equation 

12.1. The second order equations of Fuchs type. The cla.'ls of these equations was 
described in Lemma 8.33 (h) (in Chapter 8) . They are of the form 

x + p(t )i: + q(t)x = 0, 

where p(t) = P(t)/ R(t), q(t) = Q(t)/ R2(t ), R(t) = (t - td ... (t - tm) and P, Q 
are polynomials of degrees::::; m - 1 and ::::; 2(m - 1) respectively. \\le shall assume 
that one of t he singular points is t",+l = =: in t his case deg P = m - 1 or 
degQ = 2(m. - 1). 
For each singular point tj (or =) we have the defining equation for the Levelt 
exponents >'j,l , >'j,2, such that the basis of the space of solutions is of the form 
(t - tj).\J l (1 + ... ) alld (t - tj)Vo(1 + ... ) (or [.\"".12( 1 + ... ) respectively). If 
1J(t) = Aj/(t - tj) + ... , q(t) = Bj/(t - tj)2 + ... then the defining C(luation takes 
the form 
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If p '"" A"",lt, q '"" B"",le then we get A(A + 1) - A"",A + B"", = O. Note that 
l' = I:Aj/(t - tj) and A"", = I:Aj . 
\Ve obtain the following relations for the exponents Aj,/.:: Aj = 1 - A),I - A),2, 
Ax> = 1 + A"""I + A"", ,2. T he property A "", = I: Aj leads to the following Fuchs 
condition 

m+] 

L (1 - A", - A},,) ~ 2. 
j=] 

T he above shows that the function 1'(t) is defined uniquely by the collection of 
exponents satisfying the Fuchs condition. The relations Aj,]Aj,2 = Bj give only 
m + 1 conditions on the 2m coefficients of the polynomial Q(t). This means that 
Q( t) is defined uniquely by the Levelt exponents only when the number of singular 
points does not exceed three. 
T he case with one singular point, which we put to =, leads to the equation x = O. 
T he case with two singular points, at 0 and at =, leads to the Euler tYluation 
x + (clt)x + (dlt2 )x = 0 with constant coefficients c,d. 

12.2. The Riemann P -equation. T he tYluation of Fuchs cia.'>s with three singular 
points and with given Levelt exponents can be written explicitly. Assume that the 
Levelt exponents at (] are p, p' at 1 are 1.7, a' and at 00 are T, T' and satisfy the 
Fuchs condition 

p + p' + I.7 + a' + T + T' = I. 

T hen we have q(t) = [Pp'(t _ 1)2 + aa'e + at(t _ 1)]/t2 (t _ 1)2 with the condition 
pp' + aa' + a = TT'. Finally we get the so-called Riemann equation 

. (I - P - P' 1 - 17 - 17'). (pp' 1717' TT' - pp' - aa') x + + x + - + + x - o ttl t2 (t 1)2 t(t 1) - . 

Riemann suggested the following rule to encode the solutions of the Riemann 
equation with given singular points a, h, c and with given Levelt exponents (in our 
case a,h,c = 0, 1,=) 

p{ ; 
p' 

b 
a 
a' 

, 
r 
r' 

T he Riemann tYI'mtions have the following interesting property. 

Lemma. If XJtt),X2(t) arc two independent solutions of the Riemann equation, 
then the functiollS tr(t - 1)sxJtt),tr(t - 1) sX2(t) O1·e independent solutions of a 
Riemann equation with changed Levelt exponents. More precisely, 

1 = 
a r 
a' T' 

t } ~ p { p~, 
P' + r 

1 
a +, 
a' + s 

= 
T - r - 8 
T' - r - 8 
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Proof. The linear space generated by the new functions is invariant with respect 
to the mOllodromy transformations. !I'loreover, these functions are also indepen­
dent. Thus by Riemann theorem 8.35 they satisfy a second order linear differential 
equation. From their behaviour at singular points we see that this equation must 
be the Riemann 8(luation. 0 

12.3. T he Gauss hypergeometr ic equation ((Gaul) . By applying a transformation 
from the above lemma, we can reduce two of the Levelt exponents to zeroes. 
Because of the F\lchs condition there remain only three independent parameters 
which we choose in the form 

00 

a 

T he corresponding differential equation. the most important linear differential 
equation in mathematics, is called the Gauss hypergeometr ic equation and takes 
the form 

t(t - I )x + [(a + (3 + l )t - 'YJ± + a j3x = {]. 

T his 8(luation has one analytic solution 1 + La"tn , corresponding to the Levelt 

exponent {]. Simple calculations give the recurrent relations a,,+1 

T he obtained series 

= (0+n)(8+,,) 
(n+l)h+n)a". 

is called the hyper geometric series. Here the symbol (a)n = r(a + n)/r (a) = 
a(a + 1) ... (a + n - 1) for n > {] and (a)o = 1. This series is convergent in the 
disc with center at t = {] and radius 1 and defines a holomorphic function, the 
hyper geometric function. 
T he particular ca.<;es of hypergeometric function include many known elementary 
functions. For example, we have 

F ( - m, (3, (3; t) = 
F l 1, ~,~; t) ~ 

tF(I, 1. 2; - t) = 
limil ..... CXl F(I, (3, 1; t /(3) = 

(1 + t)"', m E Z+, 
(1 - t)-l, 

In(I + t), 
C- I . 

ILl) 

12.4. T hree systems of fund amental solutions. \Ve know one solution of the hy­
pergeometric 8{luation. T he other solution is of the form tl- ""'y(t) with analytic y. 
However here we can use the lemma from 12.2. It says that y(t) belongs to the 
space of solutions of the Riemann 8{luatioll with shifted Levelt exponents: 

t...,.-IP { : 
1 -0 

1 
0 

'Y - a -(3 

00 

a 

~ 

o 
0 - 1 

o 

1 
o 

'Y - a -j3 
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(] 

(] 

1 - (2 - 0) 
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1 
o 

, - n - (3 

= 
cr - , + 1 
(3 - 'Y + 1 

Because F( n - 'Y + 1, (3 - 'Y + 1,2 - 'Y; t) is the unique analytic solution from the 
latter space, we find that it is equal to y(t). 
T hus we have one ba.'lis near t = 0: 

XI = P(n,(3, 'Y; t), X2 = t l -l"P(n - , + l, (3 - , + 1, 2 - 'Y;t) . 

After performing the change t --+ 1 - t we obtain the hypergeometric equation with 
exchanged Levelt exponents at the points t = 0 and t = 1. T he corresponding basis 
of solutions takes the form 

X3 = P(a,(3, a +(3+1 - 'Y; I - t), 

X4 = (l - tp-o-fJP(r - (3,, - n,l - n - (3 + 'Y; I - t). 

Finally, near t = 00 we find the ba.'lis 

X5 = t- a Pta, 1 - , + cr, 1 + n - (3; lIt), X6 = r fJ F((3, 1 - , + (3, 1 + (3 - 'Y; lIt). 

In the ca.'les when the Levelt exponents at some point coincide the ba.'lis of solutions 
is different. For example, if , = 1 then the other solution takes the form X2(t) = 
XI (t) In t + 1j;(t) with tj; analytic. 

12.5. The Euler integr al representation. This is the formula 

It ea.'lily follows from the expansion of the factor (1 - t.~)-o into powers and the 
expression of the Beta-function by means of the Gamma-functions. 

T he above formula needs some explanation. T he integral ~: f(8, t)ds is well defined 
when Re iJ > 0 and Reb - j3) > 0: we must only olllit the point s = l /t along 
a path of integration (from 0 to 1). If j3 1. Z and 'Y - (3 1. Z then this integral 
can be replaced by (1 - e2r. ifJ) - l (1 _ e27rih - fJ») -1 times the integral along the 

Pochhammer cycle C(O, 1), presented in Figure 2 in Chapter 11 (with llJ.. = 0, 
Uj = 1). T he cycle C(O, 1) surrounds each of the points 0, 1 two times in opposite 
directions and the subintegral function f(·, t) is single-valued on this cycle. 
One can even define the function Ic(o,l) f(s, t)d8 as one of the solutions of the 

hypergeometric equation. Here instead of expansion into power series, we use the 
identity {t(t - l)Oi + [( a + j3 + l )t - 'Y]Ot - a (3} f = cro~ [8fJ(1 - S p - fJ+ I (1 - t8 )-a+ I]. 

T he solution IC(O, l ) f is well defined even when, is negative integer (while 

P(cr, (3, 'Y; t) = (0). Moreover, any of the functions I C (a,b) f(s, t)d8, where a, bE 
{O, 1,00, l It} and the cycle C(a,b) is defined analogously as C(O, 1), defines a 
solution of the hypergeometr ic C(luation. 
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T he function I c(o,l) f admits continuous prolongation to the case when one (but 

not two) of the exponents j3 - 1 or ,- j3 - 1 is negative integer. Then it equals 
the factor 27Ti(1 - c2r.''') times the residuum of f(·, t) at the corresponding pole. 
If both exponents are integers, then the integral is zero. 

12.6. Some recurrent formulas. One introduces the new parameters 

(they are the differences between the Levelt exponents). Analogously one defines 
the parameters ..\ = p - p', J.t = a - a', II = 7 - 7' for the general Riemann €(Iuation. 
Note that the hypergeometric (respectively R iemann) equation with one triple 
('>',Jl"v) has the same mOllodromy as the analogous equation , for which these 
parameters differ by a sign. T his is a consequence of the fact that the pairs of 
exponents (p,p'), ... are non-ordered pairs. 
Other relations allow us to represent the hypergeometric series with 'large' param­
eters by means of linear combinations of the hypergeometric series with 'small' 
parameters and its derivatives with rational coefficients. In the formulas below, 
taken from [BEL F = F (a, /3, 'Y; t) and F (a ± 1), ... , F h ± 1) denote the hyper­
geometric series with the distinguished variable shifted, F (a ± 1, /3, 'Y; t) . We 
have 

P(a + 1) ~ lt l-n Ji[t· PI 
n dt ' 

F(a - 1) ~ 1'~"tl+<>-1'( I - t)I+1' -O-fJ 1r[P-""(I _ t)<>+ fJ - 1' F], 

P h+l) ~ , (1 - t)I+1' -o-fJ .!L [(I _ t)o+fJ - ')" FI 
h a)h fJ) at ' 

P h - 1) ~ ....L t 2- 1' .!L[p-I Fl. 1-1' (It 

Because F is symmetric with respect to the parameters 0., 13 analogous formulas 
hold for F( j3 ± 1). 
Note that the right-hand sides are of the form1'( t) F + q( t)F with rational functions 
1J,q. One can also see that the other solution X2 = t l - 1'(1 + ... ) satisfies the same 
relations with shifted parameters. T herefore, using induction with respect to the 
integer parts of the parameters and the expression of F by means of F, F, one can 
express any hypergeometric function in this form with parameters from a fixed 
cube with the edge of length 1. 
(T here are also other relations between the hypergeometric series, called the GOlISS 

relations, allowing us to represent all series like F (a + n) by means of F and its 
adjacent functions F(a ± 1), F (j3 ± 1), F(r ± 1). For example, we have b - 20. ­
(13 - a )tJP + 0.(1 - t)F(a + 1) + (a -,)F(a - 1) = O. There are 15 of them and 
can be found in [BEl and in [KIll). 
T he translation of the parameters 0.,13, 'Y by integers means translation of the 
parameters ..\,11, V by integers, however the sum of these three integers must be 
equal to zero. For example, the change a -+ a + n means the change ..\ -+ >., 
It -+ It - n, II -+ II + n. 
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If we admit also the changes of signs in >., !t, v then we obtain the following prop­
erty. 

12.7. Proposition. Thc monodromy of the hype))]eometric equation with the pamm­
dcn (>.,p.,v) is thc samc as thc monodromy of thc hypcrgeometric equation with 
thc paramcters 

(±>. + I, ±!t + m, ±v + n) 

1IIhen~ l, m, narc illtegel's alld l + m. + n is cvcn. 
If >., /% , v arc real, then onc call rcstrict the analysis of thc hypcrgeomctric cquation 
to thc followillg domain of parametel's: 

0 ::; >' , It,1) < 1; 0::; >' + II,>.+v, 11+V::; 1. ( 1.2) 

12.8. The Schwarz map. The above integral representations of solutions will be 
useful in description of the monodromy group of the hypergeometric e(luation. In 
order to simplify the explanation, we restrict considerations to t he case when the 
parameters n, (3, l' (and >',11, J)) are real. (For the general case we refer the reader 
to IGol], IIKSY] and IDEI) . \\le also assume that we are in the domain (1.2) defined 
in P roposition 12.7. 
Let VI (t), Y2 (t) be two independent solutions of the hypergeometric e(luation. Then 
we have the multivalued Schwarz map 

W: C \ {a, l ,oo} ...... Cpl, W (t) = (yI(t) : V2(t)) . 

In the affine chart in the image, we have w(t) = Y2(t)/v I(t) . The different choices 
of the basic solutions are related by means of Mobius automorphisms of the target 
space. 
T he interpretation of the Schwarz map in terms that do not involve the choice of 
ba.'lis in the space of solutions uses the notion of local system. A non-autonomolL~ 
linear differential e(luation on X = C \(singular points) defines a vector bundle 
K (of rank d <Ylual to the order of the equation) with constant transition maps. 
Recall that such a bundle is called a local syst em . (\\le have met local systems 
in studying the Gauss- !I'lanin connection, see 5.32.) A local system is defined 
uniquely by means of its local horizontal sections . The local horizontal sections of 
the local system K are the solutions of the differential e(luation. Thus K admits 
a unique flat (i.e. with vanishing curvature) connection, called the Gauss-Manin 
connection. I f 'l : [0, 1] ........ X is a loop, then 'Y*KI[o, l) is a trivial bundle [0 , 1) x Cd 
and can be prolonged to a bundle over the circle SI = [0, 1]/0 ,....., 1 by means of 
the monodromy operator M r" The cocycle ( E HI (X , GL(d, C)), defining the local 
system, associates to each loop in X the monodromy operator induced by it. 
In fact, the bundle K is a trivial bundle in the topological sense but is not trivial 
in the geometrical sense (nontrivial flat connection) . 
Consider the trivial bundle X x V ........ X , V = Cd, where we assume that X c C . 
Above each simply connected domain U c X the two bundles, K lu and U x V , 
are isomorphic. T hese isomorphisms K lu ...... U x V together define a multi valued 
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'isomorphism ' <l> : K --> X x V. Of course, this multivalued isomorphism is uniquely 
defined by its restriction <l> a to a distinguished fiber K a j we a.<;sume that <l> a is fixed. 
\Ve have a multivalued holomorphic vector function t ---+ <l> (t) E V. If we choose 
some basis in V, then the coordinates of <lo (t) form a basis of the space of solutions 
of the differential e{luation. 
Consider the projectivizations of the two bundles, P K and X x P(V) . The Schwarz 
map is defined as IV = P 0 1>. 
T he Schwarz map can be also considered as a kind of period mapping. Indeed, it 
is expressed by means of integrals of a holomorphic form along varying cycles, like 
the period mapping from Section 5 in Chapter 7. 
In the literature usually the monodromy group of the Schwarz function is called 
the monodromy group of the Gauss e{luation. We shall call it the projective mOIl­

odromy group of the hypergeometric equatioll. 

12.9. Theorem of Schwarz (Spherical triangle). (ISchw]) The map W I"Cst1"icted to 
the lLppel· half-plane H = {Im t :::-: O} maps H biholomOlphically onto a sphe1"ical 
t1"iangle .6. with the angles 1T >., 1T /1, 1TV, i. e. the inte1"tJOls (- =,0), (0, 1), (1, =) OI"C 

sent to OIoeS of circles in C . 
The ]Jmlongation of a point t E H to the ]Joint t in the lowel· half-IJlane along a 
path going thmlLgh one of the intervals (- =,0), (0, 1), (1,=) I"CslLlts in inversion 
of the point w = W (t) with I"Cspect to the cil"Cle containing the image of the 
cOITesponding inte1"1Jal. 
The projective monodromy gmup of the hypel"geometlic equation, j\1 on, is iso­
mOlphic to the subgroup of index 2 of the sphelical lIiangle gmup, genemted by 
invel·sions with rcslJect to the sides of the tJiangle .6.; IlIon consists of compositions 
of an even nlLmbel· of inversions. 

Recall that the illvers ion in C with respect to a circle 5 c C with center Zo and 
radius r is defined by the e{luality Iz - zol · lz' - zol = r2 and by the property that 
the point z and its image z' lie on the same radius starting from Zo . The inversion 
with respect to a circle passing through =, i.e. a line in C, is the reflection with 
respect to this line. 

Proof. As the ba.<;is of solutions of the hypergeometric equation we choose 

Yl(t) = 11 f(s,t)ds, Y2 = [X} f(s,t)ds. 

T hus we have w(t) = Y2(t)/YI(t). Consider its restriction to the upper half-plane 
H , where we choose the branch which is real on the interval (- 00,0) . Dy the 
Schwarz reflection principle, the function w( t) can be prolonged through the in­
terval (- 00,0) to the lower half-plane with the property w(t) = w(t) . T he image 
of (- =,0) is an interval in the real line in C, i.e. an arc in a circle in Cp l ~ 52. 
If we choose another basis of solutions, then the new tv(t) is related with w(t) by 
m eans of a fractional-linear map, the image of (- 00,0) is still an arc of a circle 
and IV(t) = GIV(t) where G is an inversion. 
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By applying this to the other two intervals (0,1) and (1, (0) we find that the real 
axis is transformed to the boundary of a spherical triangle .<1. Because w(t) is 
holomorphic with open image then w(H ) = .<1. tdoreover, dw/dt = Y1 2(f/2Y2 -
Y1Y2) = Y12 x (\Vronskian) =I- O. 
\Ve should also determine the angles of II and the action of the monodromy. 
Assume that the vertices of II are P = w(O), Q = w(I), R = w(oo). Consider 
two sllccessive reflections in the t-plane: first t ....., f through the interval (- 00,0) 
and the next f ....., t, but through the interval (0,1). In the w-plane we obtain 
two inversions: with respect to the arc (P, R) and with respect to the image of 
the arc (P,Q) (see Figure 1). T he result of their composition is the monodromy 
t ransformation corresponding to a loop around t = O. 
Any two circles in the projective plane CP can be transformed via a .Mobius 
transformation to two circles passing through the point at infinity, so that they 
will form lines in the affine part; (it is enough to move one of the intersection 
points to infinity). Thus we can assume that the arcs (R, P) and (P,Q) form sides 
of a straight angle. T he composition of reflections with respect to these sides is a 
rotation by the angle twice greater than the angle of L1 at the vertex 1J. 
Let us find this angle. \Ve know two particular solutions XL2(t) of the hypergeo.. 
metric tYjuation. \Ve have X2!Xl = t1-' ¢(t) with holomorphic ¢. The monodromy 
around t = 0 acts as rotation by the angle 271">.,). = 1 - 'Y. 
Repeating this with other vertices of L1 we obtain the thesis of T heorem 12.9. 0 

p 

, ' , , , , , 

Figure 1 

Q (w) --c.= 

, , 

12.10. T he Schwarz differential equation. The Schwarz function w( t) is multi valued 
but this multivaluedness exhibits regularities. T he different branches are related 
by means of fractional-linear transformations. T here is a meromorphic operation 
(expressed in terms of wand its derivatives) which is invariant with respect to com­
position of w with M6bilL~ transformations. This operation is called the Schwarz 
derivative and equals 

, 
1 2 Will 3 (Wll) {w,t} = (lnWt)tt - - ((lnwt)t) = - - - - . 
2 w'2w' 

It has the following important properties: 
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(a) FOI' the composition t --> ( --> W we havc {w, t} = {w, (}(~ + {(, t}. 

Indeed, Inwt = (lnwd 0 ( + In(t, (lnWt)t = (lnw()( 0 (. (t + (InC)t and then 
{w, t} = (In w( )« (; + (In w( )«(tt + (In (t)tt - ~ [( (In w()c )2(; + 2(ln w( )«( t (In (t)t + 
((In(t)d2

]. Because (In(t)t = (tt/(t the above formula follows. 
(T he formula (a) implies that composition of several maps with negative Schwarz 
derivative has negative Schwarz derivative. This property is recently widely used 
in one-dimensional real dynamics.) 

(h) {(ot+b)j(ct + d),t) ~ O, 

T he Schwarz derivative forms a differential invariant for a cla.<;s of maps which 
is wider than the class of Schwarz maps. T his class is the following. Namely one 
considers a conformal map v H --+ Cp l onto a circular polygon PI P2 ... Pm 
where Pj = l!(t j ) and tj E IR. Applying the Schwarz principle we extend ·Ii to a 
multivalued map with ramification points t l , ... , t",. 
T he above implies the following. 

T heorem. The Schwarz delivative {w,t} of the mapping 1! (of II on a spherical 
polygon) is a singlc-valucd function. In particlliar, wc havc 

fOl' the Schwarz map associated with thc hypel"!}colnetlic cquation. 

T he latter identity is a particular case of the formula {x21 XI, t} = - p' - ])212 + 2q 
for two independent solutions of the second order 8(luation x + p(t)± + q(t)x = O. 
In IGol1 there is a formula connecting the Schwarz derivative {v, t} with the ver­
tices t j and the angles of the polygon PI P2 ... Pm. T his derivative is determined 
uniquely for m ::::: 3, otherwise there remain 2(m - 3) free parameters. Also the 
polygons are not determined uniquely (up to the action of PSL(2,C)) by m > 3 
angles. 

12.11. The Riccati equation associated with the hypergeollletric equation. As with 
other second order linear differential 8(luations, the Riccati equation 

d, 
dt 

cr.(J (cr. + (J + l)t - ,.. 2 
- z - z 

t(t - l) t(t - l) 

is associated with the hypergeometric 8(luation. Here z = ±Ix. 
As we know from the proof of T heorem 11.45 (in Chapter 11) the Hlccati 8(luation 
ha.<; its own monodromy group; it is a subgroup of the group of automorphisms 
of the Riemann sphere {to} x Cpl, defined by means of prolongation of solutions 
starting at {to} x Cpl along loops with beginning and end at to. It is also the 
monodromy group of the first integral of the Riccati equation. 
It turns out that the later group 8(IUals the projective monodromy group of the 
hypergeometric equation defined by means of the Schwarz map. 
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Indeed, let Xl (t), x:z(t) be a basis of solutions of the hypergeometric equation such 
that 

Xl(t o) = l , ±dto) = 0, X2(tO) = 0, i:2(to) = 1 

and let w(t) = X2/X] be the corresponding Schwarz functioll. A solution of the 
R.iccati tYluatioll with the initial condition z(to) = y equals z(t) = (xJ(t) + 
y±:z(t))/(x!(t) + yx:z(t)). If sOllie mOllodromy operator takes the form (Xl,X2) --+ 

(Xl,X2) (~ ~) then we get the formulas 

T herefore: 

dw + b 
w --+ cw + a ' 

dy + c 
y --+ ---. 

by + a 

The Schwarz junction is tmnsfor7llcd by means of projective maps induced by the 
monodromy IIwtriccs of the lincar equation, whereas the monodromy maps for the 
Riccati equation are induced by the transposed monodromy matrices. 

In other words, one can treat the solutions of the Riccati equation as horizontal 
sections of the local system P(K V) dual to the local system P(K ) associated with 
the linear second order equation (see 12.6). 

12.12. Geometry of the tiling generated by .6. . The triangle.6. and its images under 
successive inversions with respect to its sides generate a system of t r iangles .6. j . 
Usually, i.e. when some of the angles 1TA, 1T/%, 1TlI are not commensurable with 7T, 
this system of triangles is very irregular. T he triangles with fixed vertex begin to 
intersect one another in an irregular way. 

Ii) W) 

Figure 2 

(iv) (v) 

~ 
~ 

Geometrically interesting are the ca.<;es with rational >., /L, lI. In this ca.<;e the cov­
erings are locally finite to 1. Notice also that, when the system {.6. j } realizes finite 
covering, then "/U(t) takes only a finite number of values for fixed t and, because 
it has singularities of only algebraic type, it is an algebraic function. Schwarz 
cla.'isified all such situations (sC€ Theorem 12.17 below). 
\\le describe the situations when the system {.6. j } realizes one-ta-one covering of a 
domain in Cp l, i.e. a regular tiling (or a tessellation). Therefore, we should have 
>. = I lnl' /t = 1/11.2, II = I /n:l for integer Hj . 
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T he three situations: >. + f-t + v = 1 (euclidean), >. + IL + V > 1 (elliptic) and 
>. + It + V < 1 (hyperbolic) are treated separately. 

12.13. The euclidean case and the Schwarz- Christoffel integral. Assume that two 
sides of the triangle .6. are straight intervals. If the sum of its angles is 11", then the 
third side is also a straight segment. T herefore, we have a covering by means of 
euclidean triangles and the (projective) mOllodromy group consists of affine maps 
W --+ -tv = aw + b, Mon C Aff(C) . 

In this situation we do need the Schwarz derivative to obtain an invariant of the 
monodromy group. Because WI = aWl and ·Iva = aWt/ the nonlinearity 

does not depend on the branch of w . 

T he nonlinearity is an invariant of maps, called the Schwarz- Chr istoffel maps, v : 
H --+ C to euclidean polygon PI PZ ... Pm, Pj = v(tj) with singularities at tj E R. 
Near such tj we have W = const+(t - tj)"' j(c + ... ), Wt = aj(t _ tj)", ;-I(C + ... ), 
Wtt = a j( aj - 1)( t - t j)'" J -2 (c + ... ), where aj is the angle of the polygon at the 

vertex Pj . Thus N(w) = ~~~;I + ... near tj and generally Wtt/Wt = L(aj - l)/(t -

lj) . After integration we obtain the Schwarz- Christoffel integral 

z 
, , 

Figure 3 

/y 

---+ 
X 

I t realizes a conformal mapping from the upper half-plane onto a euclidean polygon 
with angles aJ, ... , an-

T his map realizes certain coverings by means of images of the polygon PI ... Pm 
under reflections with respect to its sides. In order to get a tiling we must put 
(a l , ... ,am) = (l /nl, ... , l/nm) with integer n/s. It is easy to check that there 
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are only five possibilities: 

(i) (1/2,1/2, 1/ 2, 1/ 2), 
(ii) (1/2,1/4, 1/ 4), 

(iii) (1/2,1/2, 1/00), 
(iv) (1/2,1/3, 1/ 6), 
(v) (1/3,1/3, 1/ 3), 

The corresponding tessellations are presented ill Figure 2. 
Ca.<;e (i) is realized by mealls of the incomplete elliptic integral 

w(t) = jt d.~/";(l _ 82)(1 _ F S2). 

" 
Cases (ii), (iii), (iv) and (v) are realized by means of the Schwarz map of the 
hypergeometric tYluatioll. Let us look at the solutions of the Gauss equation in 
this case. Because ). + /-1- + 1) = 1 - 2o:then 0: = O. So we have F (a, {3 ,,;t) == 1 (see 
formula (1.1) in 12.3) . As the second solution of the Gauss e!luation we choose 
Il'7tf(.~,t) = f~Tl' (T _ 1)1'- /3 -1dT. Therefore the Schwarz lIIap is tYlual to the 

Schwarz- Christoffel integral. Here the projective monodromy group of the Gauss 
equation is isomorphic with its llIonodrolllY group. 
T he llIonodrolllY groups of the Schwarz- Christoffel integrals are characterized by 
the property : 

M on has one fixed point in C P l,. it means that the cO I"T"Csponding matrices fran, 
C£ (2 ,C) can be simultaneously trianglII01"ized. 

12.14. Finite tilings and the regular polyhedra. Here we consider the elliptic ca.<;e 
with regular tiling, i.e. 1/11. 1 + l /nz + ... + l /n", > m - 2. 

Figure 4 

Qne can check that there are only four ca.<;es : 

(i) (1/ 2, 1/ 2, l /q), 
(ii) (1/ 2, 1/3, 1/ 3), 

(iii) (1/ 2, 1/3, 1/4), 
(iv) (1/ 2, 1/3, 1/5) , 
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T he above tilings are connected with some polyhedra inscribed in a sphere in nfl. 
T his connection is obtained in the following way. 
Let the sphere be 8 = {x 2 + y2 + z2 = 1} and let P be a polyhedron inscribed 
into this sphere. \Ve project the vertices, edges and sides of P from the center 
(0,0,0) to the sphere 8. \Ve obtain some tiling of 8. Next we apply the ste1·CO­
graphic IJ1"Ojection from 5\(0,0,1) toC as in Figure 3: w = (x + iy)/(l - z) . T he 
stereographic projection is a conformal map, infinitesimal circles are transformed 
to infinitesimal circles. ( Proof: dw = [dx + ~dz + i(dy + 6 dz)]/(1 - z) and 
then (1 - z)2ldwl2 = dx2 + dy2 + (x2 + y2)dz2/(1 - Z)2 + 2(xdx + ydy)dz/(l - z) = 
dx2 + dy2 + dz 2 , where we have used xdx + ydy + zdz = 0.) The image of the 
tiling of 8 under the stereographic projection is the tiling of the complex plane by 
means of circular polygons. The latter induces the tiling of the complex projective 
line CPl. 

Case (i) corresponds to a regular polygon Q with 2q vertices inscribed into the 
circle x 2 + y2 = 1, z = O. When joined with the two poles (0,0, ±1) E 8 it gives a 
polyhedron with 2q triangular sides. Projected onto 5 it gives a partition of 5 by 
means of the equator and q longitudes. In C we obtain the partition by means of 
the circle Iwl = 1 and of the lines 1m wq = 0 (see F igure 4). 
T he function w -+ z = :t(wq + w-q ) sends the curves of the partition to real 
segments. T hus the Schwarz map is an algebraic function equal to the inverse of 
the latter map. 

Figure 5 

T he (projective) monodromy group is generated by compositions of an even num­
ber of inversions with respect to the sides of triangles of the tiling. It is the d ihedr al 
group (or the Coxeter group I2(q) of rank 2q) generated by hm holomorphic in­
volutions, tv -+ l /w and w -+ C27ri /q/W (see T heorem 4.35). It is also the group 
of rotations (from 80(3)) preserving the polygon Q: the generators are the axial 
symmetries with respect to two symmetry axes of Q. 
(Note that the triangle group generated by reflections is also a Coxeter group 
whose Coxeter graph is tYlual I 2(q) + A I; it contains three vertices and is not 
connected.) 

Ca<;e (ii) is connected with the regular tetrahcdron inscribed into 8. The angles of 
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the triangles of projection of the tetrahedron onto S are equal to 2rr/3. Dividing 
these triangles by llIeallS of the great circles containing the sides of the large 
t riangles, we obtain a partition of the sphere, and an induced partition of C into 
t r iangles with the angles 7r /2, 7r /3, rr/3 (see Figure 5). 
T he projective mOllodromy group, i.e. the group of even compositions of inversions, 
is equal to the group of rotations preserving the tetrahedron. This group consists 
of rotations by the angles ±21T/3 along the axes passing through vertices and by 
axial symmetries with respect to the lines passing through centers of opposite 
edges. The rank of this group is 4 ·2 + 3·1 + 1 = 12 and the group is equal to the 
alternating group A(4) . It can be identified with the group of even permutations 
of the vertices of the tetrahedron. 
T he group of all isometries of the tetrahedron is the Coxeter group of order 24, 
equal to 5(4), and has the Coxeter graph A :l . 

\Ve do not present the algebraic equation defining the algebraic Schwarz function 
in this case. 

Ca<;e (iii) is connected with the cube inscribed into a sphere. After dividing sym­
metrically each circular quadrangle into eight triangles we obtain our tiling (see 
Figure 6) . Here the group of even compositions of inversions is equal to the group 
of rotations of the cube and consists of: rotations by the angles ±211"/3 around the 
lines joining antipodal vertices, rotations around the lines joining centers of op­
posite sides and axial symmetries with respect to the lines joining opposite edges. 
T he rank is tXjual to 4 . 2 + 3 . 3 + 6 . 1 + 1 = 24 . In fact, this group is equal 
to the group of all permutations of the diagonals of the cube Alon = 5(4). Note 
that the same group is the group of rotations of the octahcdmn, which is the dual 
polyhedron to the cube. 
T he corresponding triangle group is the Coxeter group of type B ;j. It is generated 
by rotations of the cube and by the central symmetry (which acts trivially on the 
diagonals). 

Figure (j 

Ca<;e (iv) is connected with the dodecahedron inscribed into the sphere . The curvi-
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linear pentagons are divided into curvilinear triangles with the angles rr/2, rr/3, 
rr/5. The (projective) monodromy group is C(lual to the group of rotations of the 
icosahedron. It consists of: rotations by ±2rr/3 around the ten axes joining pairs 
of antipodal vertices, rotations by 2rrj /5 around the six axes joining centers of 
opposite pentagons and of axial symmetries with respect to the 15 axes joining 
centers of opposite edges. T he rank is 10·2 + (j. 4 + 15· 1 + 1 = 60. T his group is 
the group of even permutations of the five cubes inscribed into the icosahedron, 
Man = A (5). T he same is the group of rotations of the icosahcdmn, the dual to 
icosahedron. 
T he group of all isometries of the icosahedron is the Coxeter group of type H~. It 
is not C(lual to the group of all permutations of the inscribed cubes; it is generated 
by rotations of the icosahedron and by the central symmetry. 

In [K131 the reader can find the formulas for the algebraic C(luations, defining the 
corresponding Schwarz function in all the cases (ii), (iii), and (iv). 

12.15. The hyperbolic triangles and Fuchsian groups in hyper bolic geometry. Con­
sider now the case when the triangle 6 a'isociated with the hypergeometric equa­
tion has its sum of angles smaller than Jr, i.e. the hype,>bolie case. 

T heorem. If Jr / n I + rr /n2 + Jr /n;\ < rr, then there is a circle C, called the absolute, 
which is o,"thogonal to all three circles containing the sides of 6. 

Moreover, the cilde C is orthogonal to the eil"Cies of all sides of triangles 6 j of the 
tiling defined by 6. This implies that all the triangles 6 j lie in one disc bounded by 
C and that the IJ1'oJective monodmmy gmup forms a discl"I~te subgmlLp of the gmup 
of isometrics in hype,>bolic geometl"y- In othe,> words, it is the Fuchsian gmlLp. 

Figure 7 

Proof. \Ve can assume that two of the sides of 6 = PI P2 p;\ are straight segments, 
with vertex at Pl . Take the circle d containing the arc P2P;\. There are two half­
lines starting from PI and tangent to the circle d at the points B2 and B ;I . T he 
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circle C from the thesis of the theorem is the circle with center at P, and passing 
through B2 and Ba. 
If a circle e is orthogonal to C, then the image of e under reflection with respect 
to a line passing through P, is also orthogonal to C. T he same holds when the 
reflection with respect to a line is replaced by inversion with respect to another 
circle orthogonal to C (the inversion preserves angles and C). This implies that 
the images of .6. under inversions lie in olle component of CP' \ c. 
By applying a suitable !I'lobius transformation we can a.ssume that C = {Imw = O} 
is the real line in C and .6. c H . 
The upper half-plane is called the Lobachevski plane . It is equipped with the 
hyperbolic met1"ic d.~2 = IdwI 2/( lmw)2. The hyperbolic metric is invariant with 
respect to: (i) translations parallel to the absolute C, (ii) dilations 1JJ --+ Oll!, 0 E R, 
(iii) symmetries w --> - iv and (iv) the inversion w -+ l /iv (because Id(l/wW = 
Idwl2/lwl2 and hu(l/HI) = Imw/lwI2). This implies that d8

2 is invariant with 
respect to all the group PSL(2, R), of fractional-linear transformations preserving 
C. !I'loreover, from (iii) it follows that the half-line Rew = {] is geodesic . By means 
of fractional-linear transformation the half line Rew = 0 can be transformed to 
any circle transversal to the absolute C. 
T he above shows that the monodromy transformations are isometries in the Loba­
chevski geometry. If the a.<;sumption about angles of .6. is satisfied, then H is 
covered (without overlapping) by means of quadrangles Rj = oj(R), the images 
of an initial quadrangle R = .6. U 1:::.' (I:::. ' the image of .6. under one inversion) 
under action of the monodromy group jUan. R is the fundamental domain for 
111 on. The above property: existence of a fundamental domain which generates a 
regular tiling, serves as the definition of discreteness of a subgroup in PSL(2, lR.). 
T he T heorem is proved. 0 

c 

Figure 8 

12.16. T he modular function . The modular functions plays a special role in the 
case when the principal triangle has zero angles, ). = ~ = /) = O. One has n = 
(3 = 1/2, l' = 1 and the hypergeometric equation becomes the Legendre equation 
t(1 - t)i: + (1 - 2t )±- x/4 = 0 (see 8.10). In 8.10 we observed that the fundamental 
system of solutions of the Legendre 8{luation is formed by elliptic integrals f ~ 
along two independent cycles in the elliptic curve y2 = (1 - x2)(1 - tx2). T hus 
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the Schwarz function is equal to the ratio of the periods of the holomorphic 1-
form dx/y. It can be written as w(t) = ZiJ(' (k)/Z J( (k), t = k2 where J( = Iol~, 
iJ(' = Ill/I.' ~. 

T he (single-valued) function w --+ t, inverse to the Schwarz function, is called the 
modular function . 
T he monodromy of the elliptic integrals is defined by means of the Picard- Lef­
schet.z formula. The monodromy matrices corresponding to loops around t = 0, 1 
are triangular and the corresponding projective monodromy maps are parabolic 
maps. This explains why the angles of the principal triangle are 8(IUal to zero. 

T he principal triangle for the function w = iJ('/ [( is presented in F igure 9(a); it 
has vertices w(O) = 00, w( l ) = 0, w(oo) = - 1. (Indeed: as t --+ 0 we have 2[( --+ 

const, i[(' --+ fico dx/Jl - x'l = 00: as t --+ 00, W '" - (f ~) / (I; ~) , z = 

J(l X'l)(£'l X'l) and the latter integrals tend to infinity and differ by a con­
stant; as t --+ 1 the integral Zi[(' runs along a vanishing cycle (is finite) and 
2[( tends to infinity.) So the projective monodromy maps are: the translation 
"IV --+ W + 2 (composition of reflections with respect to two parallel lines) and 
"IV --+ w/(2w + 1) (composition of the reflection w --+ - ill and of the inversion 
w - 1/2 _ (1/ 2)'/(w 1/2)) . 
One can notice that the corresponding (projective) monodromy group in S £(2, C) 
is equal to the congruent group r[2] = (A E S£(2, Z) A = J (mod Z)}. T he 
group S£(2, Z) is very important. in number theory and in the theory of elliptic 

curves. It is generated by two matrices ( ~1 ~) and (~ ~) with the fun­

damental domain D (of its action on CPl ) presented in Figure g(c). T he domain 
D is the space of moduli of all elliptic curves. Recall that an elliptic curve is a 
topological torus, but analytically it is equivalent to C/ A where A is a lattice 
and can be chosen as Z + ZT, where 7 E H is the ratio of periods. '1\\'0 elliptic 
curves, defined by means of two such 7'S, are analytically equivalent iff the T'S are 
related by means of a fractional-linear map from PS£(2, Z) . The corresponding 
uniformizing parameter} : D --+ C is called the }-invariant and is defined as the 
inverse of the Schwarz map from H to the triangle with the vertices i, e'l 7ri/:I, 00 

(and the angles rr/2 , Jr/3, 0). \Ve see from F igure 9(c) that the fundamental tri­
angle associated with the Legendre 8(luation contains six fundamental triangles 
associated with the .I-invariant. T hus the index of the congruent subgroup r[2] in 
S£(2,Z) is equal to G. 
There is a formula for the .I-invariant of an elliptic curve in the \Veierstrass form 
v 2 = 4Z:1 - 92Z - 9:1: .I = g~/(g~ - 279~) . T he elliptic curve in the form y'l = 
(1 - x'l)(l - lx2) can be transformed to the Weierstrass form (see 8.1O(iii)). So, 
we can calculate the .I-invariant by means of the modular function: 27.1/4 = 
(1 - t + t'l)3 t -'l(1 - t)-2 (see [Gol]) . 

Finally, Ke note that E. Picard used the modular function to prove his celebrated 
Picard theorem : 
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Thcn~ cannot exist any single-valued holomOlphic junction with isolated essential 
singula!" point whose image docs not contain three values. 

, {hi 
(W ) 

-1 

Figure 9 

1 o 

12.17. Theorem (Integr ability of the hypergeometric equation). ([Schwl, IKim]) 

(a) The hYPC1"!}comctric equation is integrable in generalized quadratures iff: ci­
the)" 

(A) at Ica.st one of the numbc,·s >. + 1-1- + v, - ). + 1-1- + V, ), - /l + /I, ). + Il - V 

is an odd intcgcf', 01' 

(B) the triple (A, It, II) = (±).o + I, ±/l() + nt, ±vo + n), 1IJhcn~ AO, /Jo, Vo take 
vatucs fmm olle of the follo1l!ing 15 se7ics, the signs aI'C indc1Hmdent, 
and I, m, n m"e intcgcf'S with I + In + n even; 

1. (1/2,1/2, I)) 2. (1/2.1/3,1/3) 3. (2/3,1/3,1/3) 
4. (1/2,1/3,1/4) 5. (2/3,1/4, 1/4) O. (1/2,1/3, 1/5) 
7. (2/5,1/3, 1/3) 8. (2/3,1/5,1/5) 9. (1/2, 2/5, 1/5) 

10. (3/5,1/3,1/5) 11. (2/5, 2/5, 2/5) 12. (2/5,1/3,1/5) 
13. (4/5,1/5,1/5) 14. (1/2, 2/5,1/3) 15. (3/5, 2/5,1/3) 

(b) The hYPcl'gcolnctric equation is integrable in quodraturcs iff: cithe,' thc con­
dition (A) holds, or thc condition (B) rcstlicted to the cases 1-5 holds. 

(c) The hYPClyeomctric equation is integrablc in algebraic functions iff all thc 
parametc,'s >., p., II arc mtional and: cithcl· 

- exactly two of the n1L1nbc,'s ). + It + II, - A + J.l + II, A - It + II, ). + It - I) are 
odd integers and none of the singulOl' points t = 0, 1, 00 is log01ithmic, 

"' 
- the condition (B) holds. 

Remark . In the original paper of T . Kimura IKim] in the condition (B) above there 
is no restriction I + m + n even for the cases 1, 2, 4, fi (when one of the A, It, II is 
half-integer); the same is repeated by J .. 1. fo, 'lorales-Ruiz and J.-P. RamisIM.RRI. 
But 1 = - 1 + 1 and Proposition 12.7 allows the changes like A --> ±A. Hence the 
cases with odd l + In + n can be reduced to the cases with even l + In + n. 
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Proof of Thcon~m 12.17. 1. T he 15 rational triples (AO, lto,vo) from the domain 
( 1.2), defined in Proposition 12.7, Kere found by H. A . Schwarz ISchwl. The cor­
responding Schwarz t r iangles Il are obtained as unions of several elementary t r i­
angles (dihedral from case 1, tetrahedral from case 2, cubic from ca.<;e 4 and icosa­
hedral from ca.<;e G) . For example, the t r iangle with angles 211"/3, 11"/3, Jr/3 (ca.<;e 3) 
is obtained by gluing two triangles with angles Jr / 2, Jr /3, Jr /3 (see Figure 5). T he 
triangle 5 (with angles 2rr/ 3, rr/4, rr/4) consists of two triangles of type 4. All the 
triangles 7- 15 are unions of triangles of type G. 
The system of triangles Ilj (associated with Il and obtained by successive inver­
s ions with respect to the sides) does not form a tiling (because of the overlapping) 
but is regular in the sense that each point in the w- plane is covered by only finit ely 
many t r iangles Ilj . So, the Schwarz function w(t) is algebraic. 
On the other hand , if the triple A, It, v satisfies condition (1.2) (i.e . (] ::::: A,It, v < 
1; (] ::::: >. + /1- , A + V,lt + v ::::: 1, see Proposition 12.7) and the function w(t) is 
algebraic , then the numbers>., j.t, v are rational. ~'Ioreover, the circles containing 
the sides of the (possibly overlapping) system {Il j} define a certain regular par­
tition (without overlapping) of the w- plane. The latter partition turns out to be 
a partition induced by one triangle Il' and by invers ions with respect to its sides. 
T he triangle Il' must be of one of the types 1, 2, 4, G. 
Detailed analysis of Figures 4- 7 shows that the list of t r iples from the condition (B) 
(with (t, t , ~ ) in case 1) contains all the cases with algebraic w(t) and satisfying 

the rest riction (1.2). 
If the Schwarz function w(t) = Y"l/Y l is algebraic, then also the solutions Yj(t) are 
algebraic. Indeed , we have 'Ii! = W (YI, Y"l)/yi, where the Wronskian W (YI, Y2) = 
const · t- ""1(t - 1)""1 - a - {J - I is algebraic (because Ct., 13, 'Y are rational ). Because 'Ii! is 
algebraic Yl (t) (and then yz( t)) is also algebraic. 

T he final remark concerns the (projective)monodromy group of the hypergeometric 
equation in the cases with algebraic Schwarz function. This group is a subgroup of 
the group of symmetries of the corresponding regular polyhedron. In particular , in 
cases 1- 5 the monodromy group is solvable. In cases G- 15 the monodromy group 

contains the non-solvable group A(5). This means that , the Schwarz function w(t} 
and the solutions YI,"l(t) are represented by means of radicals (i.e. quadratures) 
only in cases 1- 5. 
T he explicit formula s for solutions in cases 2- 5 were found by fl'!. Hukuhara and 
S. Ohasi in [HO [ (see also [Kim!). 

2. In case 1 from the table in T heorem 12.17 there is the solution 

of the hypergeometr ic equation, found by Hukuhara and Oha.<; i (see IHOI, IKim]). 

In this ca.<;e the other solution, ZI(t) is found from the equation ilz - ZZI = W (t), 
where IV(t ) = IV(z, zt} is the \Vronskian with known quadrature form. T hus 

Zl(t) = z(t) r z(s) -I\V(s)ds is also represented by quadratures. 



510 ChapteJ" 12. HYPeJgeometJ"ic Functions 

3. The hypergeometric equation is called n~d!Lciblc if it admits a degenerate sollLtion 
of the form 

y = t«l - t)ov(t), 

with rational v(t) . (Another definition: y satisfies a first order ffluatioll Y = 1·(t)y, 
r - rational). 
Because the only singularities ofy(t) lIIay lie at 0, 1, 00 then we find that v(t) IIllL'lt 

be a polynomial. ~, .. Ioreover, because the a.'lymptotic of the solution y(t) at each 
singular point is of power type, then y is one of the six functions xJ(t), ... ,X6(t) 
forming the three bases of sol uti OilS (see 12.4). Each of the Xi(t)'S is of the form: a 
power function times a hypergeometric series. T his means that the corresponding 
hypergeometric series should be a polynomial. 

T he series F(a,/3,,;t) = L (j,;(Bl,"t" is finite iff (a )n = a(a + 1) ... (a +n) = 0 
1" ,," . 

or (,8)" = 0 for sufficiently large n's. T his ca<;e occurs when a ol/ and ,8 is negative 
integer. T hus xJtt) = F(a,,8,'Y;t) is a degenerate solution iff a = - j or ,8 = - k 
(k,j - positive integers). 
Similarly, X2(t) = t l - 1" P(a - , + 1,,8-, + 1, 1 - a -,8 + ,; t) is degenerate iff 
a - 'Y + 1 = - j or ,8-,+ 1 = - k. The analogous statements hold for other Xj(t). 
Assume that a = - j. In this ca<;e the number>' + /1 - II = (1 - 'Y) + h + j -,8) ­
(- j -,8) = 2j + 1 is an odd integer. One can check t hat also in other ca<;es of 
a reducible hypergeometric 8(luation one of the numbers>' + /1 + /1, - >. + /t + II, 

>. - j./. + /1, >. + /1 - /1 is an odd integer (i.e. the condition (A ) from T heorem 12.17). 
If the hypergeometr ic equation is reducible then it is solvable in quadratures. 
Indeed, one solution y(t) is represented by quadratures. The other solution yJtt) 
satisfies the linear 8(luation lilY - flYI = W (t), where W (t) = W (y, yd is the 
\Vronskian. 
One can show that the R.iccati 8(luation associated with a reducible hypergeometric 
8(luation ha<; first integral of the Darboux- Schwarz- Christoffel type. 

4. If the hypergeometric equation is reducible, then all its monodromy maps can 
be simultaneously triangularized; (in any ba<;is (Yo, yd with degenerate solution 
Yo). It means that the monodromy group is reducible. 
T he converse is also true. If the monodromy is reducible, then there is a solution 
yo(t) which spans a one-dimensional space, invariant with respect to monodromy. 
By Riemann's theorem 8.35, Yo(t) satisfies a first order differential equation, i.e. 
represents a degenerate solution of the hypergeometric equation. 
T he monodromy group is diagonalizable iff there are two independent degenerate 
solutions. T his occurs when exactly two of the numbers>' + /1 + II, - >. + /1 + II, 

>. - /1 + /1, >. + /t - II are odd integers. If, additionally, the exponents are rational, 
then the monodromy is diagonalizable and finite and the equation is solvable in 
algebraic functions. 
T he Riccati C{luatioll associated with a hypergeometric equation with diagonaliz­
able monodromy ha<; Darboux type first integral. 
Of course, the monodromy group is finite iff the hypergeometric equation is solv­
able in algebraic functions, (i.e. part 1 of the proof). These algebraic functions are 
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represented by quadratures iff the finite monodromy group is solvable. The latter 
occurs in the case mentioned above and in cases 1- 5 from the table. 
In case 1 from the table, i.e . ..\ = It = ~, /) arbitrary (see part (c) of the proof), 
the monodromy group 1I10n containing the normal subgroup 111011.0 of index 2, 
consisting of diagonal matrices. Here also .Hon is solvable. T he corresponding 
Riccati equation has Darboux-hyperelliptic first integral (see 11.44 and 12.11). 

5. In order to finish the proof of Theorem 12.17, one has to consider the ca.<;e when 
the differential Galois group G of the P icard- Vessiot extension, defined by the 
hypergeometric B(luation, has solvable identity component, but is neither solvable 
nor finite. 
Let us reduce the situation to the ca.<;e when G c 5L(2, C) . T his is achieved when, 
instead of the hypergeometric B(luation, we consider the Riemann B(luation 

{ (] 

P (1 - A)/2 
(1+ A)/2 

1 
(1 - 1,)/2 
(1+ ,,)/2 

= 
- (1+ ")/2 
- (1 - ")/2 

associated with it (see 12.2). \Ve have lV(t) == C01l.8t for the latter Riemann 
equation. 
By Theorem 11.15, the only remaining ca.<;e is when the identity component G O is 
diagonalizable and IG : CO] = 2. 
We shall show that ..\ = ±t + l, II = ±~ + nt, I, m - integers, in such situation. 
Let .Ho, l\h, lIh be the monodromy maps corresponding to loops around t = 0, 
t = 1, t = 00 . It is ea.<;y to see that M j E C \ GO, but MiMj EO). We can also 
assume that 

where ab '" O. (\Ve chose the ba.<;is such that one function is an eigenvector for Mo 
and the other is an eigenvector for MI.) \Ve have 

It is diagonalizable iff: either (i) e-2r.i>' = Chi>' and ..\ = ±t + I is half-integer 

(then c-7ri >' + c1ri>' = 0), or (ii) C-hi>' '" C2r.i>. . Anyway, the vector 1! = C~) is one 
of the eigenvectors of M(~. 
On the other hand, we have 

M).Ho = [ " '. J be- 1ri" 

Because ·v is also an eigenvector for t he latter matrix we obtain b = 0 (a cont ra­
diction). T herefore only the first possibility with half-integer ..\ may occur. 
Analogous analysis with Ill? and lUoM ) shows that II is also half-integer. 
Theorem 12.17 is complete . 0 
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12.18. Application to the problem of integr ability of H amiltonian sys tems . T here 
is a nice application of Theorem 12.17 to Hamiltonian systems with the Hamilton 
function of the form 

where (1J, q) E IR?" and the potential V is a homogeneous function of integer degree 

k " 0 (,~ IM-RRI) . 
One can find a particular solution of this Hamiltonian system in the form q = z(t)c, 
l' = ie, where z(t) satisfies the equation z2 = i (l - z /' ) and the constant vector c 
is a solution of the algebraic equation c = V'(c) . 
\Ve get a situation as in Ziglill 's theory (see Section 4 in Chapter 10). \Ve have 
a solution lying 011 an algebraic curve r. As in Ziglin's theory one considers the 
normal variation equation, which here takes the form 

After diagonalization of the Hessian V" (with the eigenvalues Ai), we obtain a 
system of independent equations which, after the change x = z(t)k, take the form 
of the hypergeometric equations 

( )
r121/; (k - 1 3k - 2 ) d1/; Ai 

x I - x -- + -- - --x - + - 1] = O. 
dx'l k 2k dx 2k ' 

T he following result holds (see IM-RRI and IM-RI). 

12.19. Theorem. If the above Hamiltonian system is completely integrable (i.e. 
hM n flLnetionally indewmdent firs t integrals in involldion) then the differential 
Galois group associated with the nonnal variation system has abelian component 
of iden tity . 
This takes place when each pair (k, Ai) belongs to one of the following list (when~ 

l' is an arbitrary illtegef' and A is an arbitrary coml,lex number) : 

(k,p + p(p - l ) ~ ) (2, » (- 2, » 

( - 5, " (10/:J+1O!! )Z) (- 5. " P +lOl')') (- 4, " (4(~+4 !!)' ) 

'" ,10 

(- 3. " (2+6r )Z) (- 3. " (3L'l+61'1' ) (- 3, " (6L5+6r1z ) 

" 
,., 

" 
(- 3, " (l'lL5+6r1z ) (3, 1+{2+61'1z) (3, 1+(:lL2+61')' ) 

" 
,., 

" 
(3. I+ (6L5+6e)' ) 

" 
(3. I+O'lL5+6!!)Z) ,., (4, 1+(4~:I+ 'I f!)' ) 

(5, -9+(lOj;+ lOl')') (5 -9+(4+201')') 
, ,10 

(k k-l+l'II'+I)k') 
' 2k 

T he first property follows from Ziglin's theory (see Section 4 in Chapter 10) and 
from Schlesinger's T heorem 1l.21. T he second property follows from Theorem 
12.17. \Ve refer the reader to the book of J. J. ~l'Ioralez-R.uiz IM-RI for the details. 
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12.20. Algebraic solutions to the P ainleve equation. We describe the results of the 
paper IDMI by B. Dubrovin and M. lvlazzocco about cia.<;sification of algebraic 
solutions for a I-parameter family of the Painleve e!luations, defined by 

and denoted by Painleve up (see 8.54). 
The equation Painleve fi is related with a 2-dimensional linear system 

dY 
-;h = A (z)Y, zEC Y EC2, (1.3) 

where the matrix o4(z) takes the form 

A 
A l A2 Al 

~ -- + -- + --
z - UI z - U2 z - U:I 

and the matrices Aj depend on u!. 112, 113 (and on the parameter /L ). The system 
(l.3) has singular points z = 1LJ,1t2,113,00. We fix a special fundamental matrix 
Foo such that F 00 (z) = d-iag( z -I', zl')(1 + 0(1/ z)) as z -+ 00; here we assume that 
Ax> := - A I - A2 - A :I = diag( - /l,/L).Then the monodromy matrix around z = 00 

equals 
.I\Ioo = diag(exp(21Ti/L),exp( - 21Tip)) 

and does not depend on the parameters 11j. The other monodromy matrices .Hi 
around tlj also should be constant, i.e. the deformation is isomonodromic. Re­
call that the corresponding Schlesinger equation leads to the equation Painleve 6 
(T heorem 8.55). 
Dubrovin and fo"lazzocco a.<;sumed additionally that the matrices Ai are nilpotent , 
i.e. 

Aj = O, j = I ,2,3. 

I t turns out that the corresponding P ainleve equation is exactly Painleve 61" Recall 
the principal relations between the variables Uj in (I.:~ ) and the variables x, t in 
the Painleve 6: 

U2 - 1l 1 q - tll 
t = , x = 

U:I - ll 1 t1:I - UI 

where q is a root of the algebraic equation aI2(q) = 0 for A (z) = (aii(z)) . . _". 
J ' , } _ ', 

Knowing the matrices Aj we will know the solutions of the Painleve C(juation. 
On the other hand, the matrices Aj can be reconstructed from the monodromy 
matrices M j (the Riemann- Hilbert problem). In what follows we work only with 
the matrices Mi' 
Since Ai are nilpotent the M j are unipotent, i.e. trMj = 2 and det.II,Ij = 1. 
r.,-Ioreover, AhM2MI = M;;.,I. It turns out that a general triple (MI. M 2 , A'h ) 
satisfying the above conditions is given by the formulas 

- x, 
I 

1 + X2X3/Xl 
X~/XI 

-X~/XI 
1 - X2X3/XI 
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where 
2 :2 :2 . :2 

Xl + XZ + X:1 - XIXzXa = 4 slII 11"/-t. ( 1.4) 

R.ecall that the braid group B(3) is the fundamental group 11"] ((CI \ .6.)/5(3)) where 
L1 = {(ltl, 1tz, 113) : (UJ - l1Z)(UZ - U:l)(1t3 - ltd = O} and 5(3) is the symmetric 
group. The braid group is generated by two loops: /3 1> along which the points It] 
and 1tz exchange their positions, and (32' leading to the change 112 ..... U:l . \Ve have 
the known relation f3d3z(3] = i3Zf3d32 " 
T he group B(3) acts on the linear system (1.3) via movement of the poles and 
results in the following action on the monodromy matrices: 

(31 Ml --> .Hz, 1112 --> /1,-12 .11,-1 11112-
1

, M3 --> 1113 , 

(32 Ml --> .HJ, 1112 --> 1113, M3 --+ .~ ·l:!M2M:!1. 

In the variables (XI, xz, X:l) we get very simple action 

(31 : (Xl,XZ,X:l) --+ ( - Xl,X3 - XIXZ,X2), 

(32 : (Xl, xz, X:l) --+ (X;l, - X:z, Xl - X:zX;I) . 
( 1.5) 

T he braid group plays an analogous role in the Painleve 8(luation as the mon­
odromy group in the Gauss 8(luation. T he r€(luirement of algebraicity of a given 
solution to the Painleve equation is translated into finiteness of the orbit of the 
point (xl, X:z, X;I) with respect to action of the group B(3). (However algebraicity of 
one solution does not imply algebraicity of other solutions.) Our task is to cia.<;sify 
the triples (XI,X:z,X;I) satisfying €(Iuation ( l.4) and having finite B(3)-orbits. 
Let us pass to variables 1"1, 1"2, 1";1 from the interval [0 , 1) and given by the identities 
Xj = - 2co.5lTJ"j (analogy to the change 0.,(3" --> >.,/l,V ) . It turns out that the 
numbers !"j mlL<;t be rational. For example, the transformation pi : (Xl, X:z, X;I) --> 

(Xl, X:z + XIX;1 - xix:z, X;l - XIX:z) for fixed Xl is equivalent to rotation by the angle 
IT + 2lTJ"1 in the plane (x:z, X;l). 
T he necessary condition for finiteness of the orbit of a triple (Xl, x:z, X;I) with 
rational!"l, 1"2, 1";1 is: (3( Xl, X:z, X;l) = (- 2 cos lTl" ;, - 2 cos lT1"2, - 2 cos lT1·!\) for any (3 E 
B (3) with some rational 1": = 1·;((3) . The problem of cia.<;sification of such triples 
(1" 1,1"2, 1"3) leads to the problem of rational solutions of the trigonometric 8(luations 
cos lTl" ~ = cos lT1·J, + 2 cos lTl"i cos lTl"j (for various permutations (ij k) of the indices 
1, 2 , 3) , or (equivalently) equations 

cos 2m/> 1 + cos 2m/>:z + cos 2m/>;1 + cos 2lT¢l4 = 0, ¢lj E Q . 

Analogous equations were investigated by P. Gordan IGorl. Dubrovin and ~-Iaz­
zocco used Gordan 's technique and proved that there exist exactly five finite orbits 
of the action of B (3). Each such orbit contains a point (I"\, I":z, 1"3) ""-' (X ], X:z, X3) 
from the below list : 

(1/ 2,1 / 3,1 / 3), (1/ 2, 1/3, 1/4), 
(1/ 2, 1/3, 1/5), (1/ 2, 1/ 3,2 /5), (1/ 2, 1/5, 2/5) , 

(Ui) 
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Different cases correspond to the values - t, - t -t, -t, -± of the parameter /1,. 

The nonlinear action (1.5) of the group B(3) can be realized by means of a linear 
action. Take the space V = IR3 with symmetric bilinear form defined via the matrix 

(''>''' ) 9 = XI 2 X2 , 

X I Xl 2 

i.e. (ei,e;) = 2,(el,e2) = XI, etc. Define reflections R i in V, R~ 'I! = 1! - (ei,v)ei. 
T he matrices RI ,"l ,:! are equal 

Cl - x, T)( 1 (] (] H 1 (] (] ) (] 1 - x, 1 - x, (] 1 (] 

(] (] (] 0 1 - X:! - X2 1 

T he braid group acts on the reflections 

this action agrees with (1.5). 
T he group G generated by the reflections R I ,"l.3 is a finite subgroup of the orthog­
onal group O(V, g). We get symmetry groups of some regular polytopes. The first 
t r iple from the list (1.6) corresponds to the symmetry group of the tetrahedron, 
the second one - to the octahedron, and the remaining triples correspond to dif­
ferent choices of generators of the symmetry group of the icosahedron. In fact, 
the last two triples can be associated with the great icosahedron and the great 
dodecahedron respectively. 
In the paper IDMI the corresponding algebraic solutions to Painleve 6 are pre­
sented. For example in the tetrahedron ca.<;e this solution is given in the parametric 
form 

(s - 1rl (1 + 3$) 
(s + lY(1 3$)' 

§2 T he Picard- Deligne- Mostow Theory 

12.21. The Picard's generalized hypergeometric functions. The subject of investi­
gations are the following integrals, introduced first by E. P icard IP iel l, IPie21, by 
L. Pochhammer lPoehl and by G. Lauricella ILaul: 

Wewil\ also write Fut(S) = I~ f1vES(T - V) -Pu dT , where 1I,t E S = {tI. ... ,tN}. 
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T hey can be treated a.<; natural generalizations of the Euler integrals appearing in 
definitions of hypergeometric functions. Namely, we have 

B (/3, , - /3) F( 0:, /3, ,; t) = II SJ3- 1 (1 - S )1"-J3-1 (1 - st) -ads 

" 
= fOO 7"'-1"(7 _ I)1"- J3 -I(T _ t)-odT 

= Floo(O, 1, t, 00), 

with /10 = 'Y - 0:, /1 1 = (3 - 'Y + 1, /1t = 0:, /100 = 1 - (3. 
\Ve shall agree to omit the factor (T - tj)-I' j in the case when tj = 00. If all 

tj #- 00 in (2.1) and the branches of the subintegrall-form are analytic at 00, then 
we have the following restriction on the exponents: 

Of course, the latter identity extends to the case when one tj = oo,where /100 = 
2 - LIES\"" /It is the order of the subintegral1-form at s = l /T = O. 

T he functions Fij are multivalued functions, defined on the space C N\:E of ordered 
subsets S = {t I , ... , tN} of the Riemann sphere; here .6. = U{ t" = tl} is the 
'generalized diagonal ' . T he hypersurfaces t~. = tl are the ramification hypersurfaces 
of F ij . 

\Ve will see that the linear space V generated by all the functions Fij is invariant 
with respect to the monodromy maps corresponding to surroundings of the hyper­
surfaces t" = tl (as in the case of the Gauss hypergeometric functions). One has 
a representation of Jr] (C N \ 6.) in the group PC L(V) with the image AI on (the 
p rojective monodromy group). 
T he aim of P icard's theory [Pic2[ is to generalize the results of Schwarz (series 
of discrete subgroups of PGL(2, q and lattices in PU(l, 1) = PC L(2, IR)) to the 
group jUan for N = 5. In particular, he gave series of sufficient conditions which 

guarantee discreteness and the lattice property of AI Oil. 

D. ~·Iostow and P. Deligne gave in [DMI[new proofs of Picard's results (with a 
generalization to any N) . rVlostow and Deligne are also interested in new exam­
ples of lattices and of arithmetic subgroups of PUll, n) (the definitions are given 
below). T hese examples are provided by the monodromy groups of the integrals 
(2.1 ) (see also IMos21). 

12.22 . Homology theory of local systems. T he integrals Fij have two sorts of 
ramifications. First, the subintegral I-form is multivalued and, secondly, the path 
of integration varies a.<; the endpoints tj change their positions. The proper the­
ory to deal with such kind of objects is the t heory of local systems and their 
(co)homologies . 
T he subintegral function 1> = (T - tl)-I" ... (T - tN)-I' N, treated a.<; a function 
of 7, is of Darboux type. Its monodromy (as the monodromy of a multivalued 
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function) consists of maps <1> --+ e-27ril"q, when the argument varies around t E 5. 
T his leads to the idea that 4' may represent a section of a certain locally constant 
bundle. 
Following this idea one introduces two local systems L and L Y on the space C\ 5, 
5 = {tJ, ... ,tN}. 
T he local system L is a line bundle (of rank 1) over C \8 with constant transition 
maps, such that a simple loop around tj generates the transformation (T, ./J) --+ 

(T, a/v), aj = C27fil
'J of the fibers. T he system a = (aj) can be treated as the 

cocyde from JJ I (C \ 5, O( G L(1 ))), defining the bundle L. 
Any local system admits a natural flat connection, such that the locally constant 
sections form holizontal sections. T his connection is called the GalIss- Manin con­
nection. The Gauss- .Manin connection is given by the formula 'V = d+ (din 4')/\ = 
d- CL: /l, j d Iu( T- tj))/\ and the horizontal multivalued sections s (sudl that 'V s = 0) 
are proportional to <1> -1 (in the trivialization above the universal covering of C-
IS). 
T he dual local syst em L Y is the line bundle, defined by means of the analogous 
t ransformations (T, v) --+ (T, a-Iv). There is the natural pairing L 0 L Y --+ C 
where C denotes the trivial line bundle. 
If K is a local linear system over a manifold X, then one can associate with it the 
homology and cohomology groups with coefficients in J(, denoted by JJ;(X, K ), 
JJi(X, K ) and defined as follows. A simplex of X with coefficients in K is a pair 
(0, sJ) consisting of a simplex 0 in X and a horizontal section SJ of K over o. 
If a E C is a constant, then a· (0, sJ) = (0, aSJ). T hese simplices have naturally 
defined boundaries. T his allows us to construct the chain and cochain complexes 
whose homology groups are the homology and cohomology groups with coefficients 
in K . The usual homologies JJ;(X,q are the homologies with coefficients in the 
t r ivial local system C. 
For any local system K there is a naturally defined and non-degenerate pairing 
H'(X, K ) '" /J,(X, K V) _ C. 
In applications (e.g. to integrals of type (2.1)) it is natural to consider the homology 

groups with closed (locally finite ) supports (with coefficients in K ), JJ;! (X, K ) and 
cohomology groups with compact supports JJ~(X, K ). T he first ones are defined by 
means of locally finite (but maybe infinite) chains and the second ones are defined 
by means of codlains which vanish at too distant simplices. (\Ve treat JJi(X, K ) 
as homology groups with compact support.) 
For example, the (open) interval tit C C\ 5, t, It E 5, with some horizontal section 

'I -Stu of L Y defines an element 0 (t, 11) of JJ I (C \8, L Y). On the other hand, the 
Pochhammer cycle C( t, 11) (the double loop around t and 11 as in Figure 2 in 
Chapter 11) together with a horizontal section defines element of JJI(C \5, L Y). 

\Ve have the non-degenerate pairing JJ; ! (X, K ) 0 JJ~(X, K Y) --+ C. 
T he intersection of finite and locally finite cydes allows us to define the pairing 
JJi(X, K ) 0 JJ:Li(X, K Y

) --+ C, m = dimX. T his pairing is non-degenerate (the 
analogue of the Poincare duality theorem 3.15) and defines the Poincare isomor-



518 ChapteJ" 12. HYPeJgeometJ"ic Functions 

phisllI JJ;!-i(X, K Y
) ~ JJi(X, K ). 

Let us return to the local system L , defined by means of the fUllction it> = n (T ­
tj)-I'; one \S, S = {t1, ... ,tN}. 
T he integral (2.1) is understood in the following way. \Ve have a I-simplex t5(t;, ti) 
= (titj,8) with values in L V. Take the I-form with values in L . 

w = iI> ·e·dT, 

where e is a horizontal section of L . The form w defines all element of JJ I (C 
\5, L ): its value Oil a simplex o(t;,lj) is equal to the integral along this simplex: 

Fi) = (w,i5(t i ,tj )} = .kt;<J.,(c,8)dT = (e,sl (J 4 dr, where (e,sl = const. 

Because the section e is multi valued with mOllodromies 0:; and the mOllodromies 
of q, are a-I , the form w defines a single-valued section of the bundle {11 (L ). (\Ve 
shall return to this subject later.) 
Note also that the Pochhammer cycles C(t, u) are related with the locally finite 
cycles 6(t, 11): C(t, u) = (1 - n;I)(1 - n;;-I ) . tll. If nt, nu #- 1 then this formula 
allows us to regularize the improper integrals. 
\Ve say that the system I-tl,' .. ,ltN of exponents in the I-form w is resonant iff 
some Itj E Z (equivalently iff some nj = 1). 

12.23. Theorem. A ssume that the system It I , ... , J-lN is not resonant. Then 

(a) the natuml homomorphism Ih(C \ 5,LV) --> lJ: /(C \ 5,LV) is an isOl1Wl'­
phism; 

(b) the groll}J 11:1 (C \ 8, LV) is N - 2-dimensional with gCllerators defined by 
means of the cycles 6(t l , t2), J( t I, t;I), ... ,J( t l , tN _ d (with some horizontal 
sections $j above tltj). 

Proof. \Ve begin with calculation of t he dimensions of these groups. \Ve have the 
following equalities between the Euler characteristics: 

Indeed, let 8, be the small ~-neighborhood of t he set 5. By the homotopy equiv­
alence we have H . (C \ 8, LV) = H. (C \ 8" LV) and H~I (C \ 5, LV) = lJ. (C \ 
S" ale \ S,), LV) . 
T he Euler characteristic x(C\ 5,) is calculated using any simplicial partition of the 
compact space C \8, and does not depend on L. In the ca.'le of constant coefficients 
C we have x(C\ 8,) = 1 - (N - 1) = 2 - N. Similarly x(C\ 5,,8(C \8,) = 2 - N. 

T he space 11;1 (C \8, LV) can be identified with the space of global (i.e. single­
valued) horizontal sections of LV: one associates it to the family of 2-simplices of 
a locally finite simplicial partition (a.'l in the definition of the orientation). But if 
at least one nj #- 1 then there are no such sections and H;I = O. 
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Similarly, by the Poincare duality, fI// (C \ 8, L V) Ih(C \ 8, L)* = 0 (be-
- '1 -cause C \ S is contractible to a I-dimensional complex). Therefore dim III (C, L V) 

=-X = N - 2. 
Analogously one shows that III (C \ 8, L V) :::: C N - 2 . 

To show that 8(tl, t2), ... , 8(tl, tN_I) are independent cycles in fI:f we use the 
monodromy. Assume that 8 = I: aj 8(t l ,tj ) = 0 and let ak be the first nonzero 
coefficient. 
Consider the homotopy relying on fixing the points tj , j =I- k, N and rotation of tk 
around tN. From Figure 10 we see that 8( tJ, tk) --> 8 (tJ, tk )+ H;;- I (H~,l - I )8(t N, tk). 
I3y the assumption I~w == O. I3ut (W, Ii(tk,tN)) ;i!§ 0: because when tN = 0, tJ.. = 
f -+ 0, then we have (W, Ii(tk,tN), '"" const· f

l - 11 .-I'N B(I - I1,N, 1 - I1,k ) =I- O. 
I3ecause n;;-l(nN I 

- 1) =I- 0 we get a contradiction. T his proves the point (b) of 
T heorem 12.n. 
(a) follows from the association to the intervals tlt j , the Pochhammer 
C(t l , t j ). \\le omit the details. 

i"i 
, . 

(s,t) • 

Figure 10 

cycles 
o 

12.24. Remark. Another possible choice of the ba.<;is of H:f are the followi ng. We 
divide 8 into two disjoint subsets 8 1,82 such that D IES. Ht =I- O. Let T I , T2 be two 
disjoint tree graphs with the sets 51, 52 of vertices. T hen the system of I-cycles 
Ii(t;,tj), such that the edges titj belong to the set of edges of TI U T2• forms the 

ba.<;is of Ili! (see [OMl]). 

12.25. The de RlJaIll cohomologies of local systems . From now on we assume that 

O<J.t.j<I, L J.t.j = 2, 

i.e. Inj l = 1. Here the dual local system L V is naturally identified with the conju-- , -
gate local system L , (because nj = Hj). The exponents of L are C(!ual to 1 - /l-j 
(and lie in the interval (0,1)). 
T he elements of the first cohomology group of C \ 8 with coefficients in L (re­
spectively the first cohomology group with compact support) are represented by 
means of closed differentiable I-forms with coefficients in L (respectively by closed 
I-forms with compact support). It is a version of the de Rham theorem for coho­
mologies with coefficients in sheaves. 
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T he above form w = <l> . e · dT is closed but has non-compact support. Its value on 
the non-compact cycle t5( t, u) can be defined in two ways: 

- by means of integration along t he corresponding compact Pochhammer cycle 
C(t , u) or 

- by means of replacement of w by the homologically tYluivalent form with 

compact support W I = w - deLj XI/Pt), where ¢t
j 
(T) are the primitives of 

<l>. e Ileal" t j , d¢tj = wand Xj are smooth fUlIc tions wit h compact support 
around t j and Xl, (T) == 1 near T = t j . One can also replace Xt by the 
characteristic functions X(IT - tl ::::; l) (treated as a O-current) and one obt ains 
the so-called Hadamard's reglLlarization of a divergen t integral P (ftU ) <PdT = 

It:~< <P - </> .. (11 - £) + rPt(t + i) . 

Following ID.Ml] we will define a ' I·lodge ' type decomposition H I(e \ S, L) = 
H LO fB H 1u and sOllie Hermit ian form (for real exponents /-I-j) which is posit ive in 
H LO and negative on t he second component . 
T he space H 1,o consists of I- forms 7/ of the so-called jil'st b nd, i.e. of the form 
1/ = 4> . f( T) ' e . dT, where f is a meromorphic funct ion in C such that at each t; we 
have - IL; + ol'd t , f > - 1. T his assumption guarantees convergence of the integrals 
(I}, 8(t;, tj)) and J I} A 1/ along C - S o 
T he expressions 4> f · e represent sect ions of the line bundle O(L: ILj ' tj)(L ) on C 
= Cp l where L: ILj . tj is a divisor with real coefficients. Its local sections have 
orders ol"dtjf :::: It; . Each bundle on C p l is equal to some O(m) where m is the 
degree of the bundle (or the Chern number ) and is «(Iual to the sum of orders of 
zeroes and poles of any of its meromorphic section. The section defined by 4> . e 
(from w) is holomorphic and nonzero in the affine part and near infinity it has a 
zero of order L: JL; = 2. Therefore O(L: /-I-;tJ)(L ) = 0 (2). 
T he forms of first kind are sections of the bundle n 1 (L: /-I-jtj)(L ) = O( - 2)0 0 (2) = 
0 (0), i.e. the trivial bundle. T hus H 1,0 is I-dimensional. I3ecause the form w 
belongs to it and is nonzero (see the previous point) it generates H l,o. 
T he space H O,I consis ts of anti-holomorphic L-valued I-forms p whose complex 

conjugates are of t he first kind , p E n l( L: (I - J.l) tj)(I:) or p = n (T - tj)I,; -I'g(T) ' 
e ·dT . Here 9 is meromorphic in a Cp l function such that - ( I - ILj )+ ordtj g > - 1. 

Repeating the above analysis we find that n1 (L:(1 - /-I-j) tj )(L) = O( - 2)0 0 (L:(1 -
Itj)) = O(N - 4). T he space of global section ofO(N - 4) is t he space of symmetric 
polynomials of two variables of degree N - 4 and is (N - 3)-dimensional. So 
H o,l:::: C N - 3 . 

Using the external product of forms, we define the Hermitian form: 

C.J ' If ' (!" \S, L) x If ' (!" \ S,L ) - C, - 1 J (I], p) = -2 . 1] A jJ. 
il" 1 

It is clear that t his form is: (i) positive definite on H I,o (dT A dT = - 2idx A dy ); 
(ii) negative definit e on H O,I and (iii) these two subspaces are orthogonal. 
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\Ve summarize the above as follows. 

12.26. Theorem. The space H1(C\S, L ) adm-its a Hennitianjo171l (.,.) oj signat1Ll"C 
(1, N - 3) and the ol·thogonal Hodge CX1}(Ulsion H I,o ttl IJO,I onto positive and 
negative subsllaces. MOI"Covel', the space HI ,o is genemted by the class oj the 1-
jO l"m w. 

12.27. The generalized Schwarz map. Let (C)N \ Uij{t; = tj} be the space of 
ordered subsets 5 of the Riemann sphere, 151 = N. T hree elements of 5 can be 
fixed, e.g. at 0,1,00 (by means of the action of PG L (2,C)). 

Let Q = ((C)N \ Uij{t i = t j }) / P G L (2) denote the corresponding space, Q 

(C \ {O, 1,00})N-:1 \ .6.., .6.. = Uij {ti = tj}. T he elements of Q are sets 5 = 
{tI. ... ,tN} such that t l = O,t2 = l,t3 = 00. 
For each 5 E Q Ke have the local system L = L s on C \5 and the correspond­
ing (N - 2)- dimensional space H1 = HI(C \ 5, L ) with (N - 3)-dimensional 
projectivization PH1. Let P : IJ1 \ 0 --> PH1 denote this projectivization map. 
T he system of linear spaces IJ1, 8 E Q forms a vector bundle over Q, denoted by 
K = R;.L or by H I (i.e. the Leraysheaf or the cohomological bundle). T he bundle 
K ha.<; the flat Gau5.<;- l\·Ianin connection and forms a local system over Q, (the 
analogue of the local system K defined by solutions of the classical hypergeometric 
equation in 12.8). T his holds because, as in the case of the (co )homological Milnor 
bundle, we have a lattice in H1(C \8, LV) generated by the basis 05(tI.tj) of cycles. 
T he image in PH1 of the positive cone {I/ E H1 : (1/, 'I) > O} is the ball Bs (of 
real dimension 2N - 6). Indeed, if xo, ... , XN_:1 are the coordinates in H1 such 
that (x,x) = Ixol2 -IX112 - ... -lxnI2, n = N - 3, then Xo '" ° in the positive 
cone and, choosing the coordinates (1 : YI : Yn) ill an affine chart of PH1, 
we get Bs = fL: IY;1 2 < I}. T he balls Bs are equipped with complex hyperbolic 
geometries defined by means of the Hermitian form (., .), (Bs, (.,.) ~ Chn. 
Here Cit" denotes the complex hyperbolic space. T he group of hypel'bolic mo­
tions is generated by the complex I"Cfiections, which are conjugate to the maps 
(XI,""X,,) -+ (e2".iaxl ,X2, ... ,X,,), a E 1ft (i.e. rotations in one complex vari-
able). 
As in the case of classical hypergeometric integrals (N = 4), we choose a multi­
valued trivialization <l> : K -+ Q X cN -2 of the bundle K by means of a ba.<;is of 
horizontal sections (see 12.8). In this sense we have also the multivalued trivial­
ization Po W : U Bs --> Q X Bso of the bundle of balls Bs. 
For each S E Q we have the 1- form w = Ws = TItES(i - t)-I'-, . c· di. T he map 

8 -+ W(5) = Po <I> (ws) 

is a holomorphic map from Q to Bso' \Ve call it the generalized Schwarz map. 
T he map \V is also called the IJCI"iod map, in analogy with the period map defined 
by means of integrals along cycles in varying varietes (see IVar5]). 

12.28. The projective monodromy group. T he fundamental group 1I"1(Q) of the 
space Q is a quotient of the colol'ed braid group B(N - 1) (of N - 1 strands in C). 
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T his follows from: lTl(CN-1 \ .6. ) = B(N - 1) (see 4.48(d)), lTdAff(C)) = Z and 
the property Q = (C N - 1 \ !:::. )/Af ftC). From 4.48 (d) we know that the colored 
braid group is generated by loops a ij which surround just one hypersurface ti = tj 

(from the 'diagonal' .6.). 
T he group 1l"dQ, So) acts Oil the fixed fiber PK so = pJJ l(C \So, L ) . It preserves 
the Hermitian form (.,. ) ill the fiber. T he image of 1Tl(Q,SO) ill A1d(PK so ) is 
a subgroup of the group PUll, 11.) . It is called the projective monodromy group 
of t he hypergeometric integr al wit h exponents M = (J1.t> t E 5) (or simply the 
monodmmy group) and is denoted by I\Ion = !don(jt). 
It is useful to see how the generators of the group lTdQ) act. Take for example 
the case when the space C \ .6. is deformed in such a way that one point t = f:C ill 

overruns the fixed point 11 = 0 and the other points of S are away from zero and 
fixed. It means that we take a loop aut in the colored braid group. Choose the 
basis of H;f(C \8) such that do = d(U,t) = (UI,.~) is one of its elements and 
the other elements OJ are chosen according to some tree graph T2 with vertices in 
5 \ {u,t}. As 0 runs from 0 to 27T, any point in ut undergoes relative rotations 
around 11 and around t . Thus the section Sut is multiplied by (atlD:t)-I . Other 
elements d j of the basis do not change after rotation. 
The generalized Schwarz function IV undergoes a similar monodromy transfor­
mation. We take a coordinate system in JJ i (C \8) defined by the cycles d j: 
xj( IV (S)) = Io .w. It is clear that Xl,X2, . remain unchanged after deforma-, 
tion. However we have Xo = 1;: T-flu(T - t)-/"(C + ... ) ::::: ti-/·u-/·' x (analytic 
function). This means that: 

The action of the loop a "Ion the ball Bso means that the coordinate Xo undergoes 
multiplication by the number C-hi(l'u +/.,) (of module 1), i .e. a ,,/ realizes a complex 
1"Cfiection in the complex hypel"fx)lic space ell" . 
This implies that the monodromy group Mon is a subgroup of the group genemted 
by complex l"Cfiections. 

12.29. T he integrality condition INT. T his condition states that 

From the previous point it follows that the condition INT is necessary when we 
want to obtain a complex analogue of the tessellation of t he ball B so by means of 
the generalized Schwarz map. In that case the inverse to t he generalized Schwarz 
map locally prolongs to a map realizing a ramified covering of the configuration 
space. 
Assume that INT holds. The monodromy group IlIon acts on the ball Bso and the 
orbit Orb(xo) of a point Xo forms a discrete subset in the ball. In the ca<;e n = 1 
there is a fundamental domain, the fundamental quadrangle, which is isomorphic 
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to the homogeneolL'l space PU (1, 1) II\1 on. In particular, the hY[JCf'bolic measure of 
the fundamental domain is the same as the Baal' measure of PU(I , 1)/I\lon. 
In the ca.<;e n > 1 the notion of fundamental domain is elusive. but we have still 
the isomorphism of the metric spaces BSo/Mon and PU(I,n)/.Hon: (we do not 
know if the hyperbolic measure is finite). 

12.30. Defini tion. A subgroup r of a Lie group G is called a lattice if (i) it is 
discrete, i.e. a neighborhood of e E G contains only one element of r , and (ii) the 
Baar measure of G I r is finite. 

12.31. T heorem of Picard , Deligne and Most ow. (ID Ml ]) If the condition INT 
holds, then the monodromy group M 011.(/1) f017llS a lattice in PU (1, n). 

12.32 . Exam ple (The condit ion INT in t he classical case). In the ca.<;e of cla.~sical 
hypergeometric integrals, i.e. with 

/10 = 'Y - 0:, /L l = 13 - 'Y + 1, /1t = 0:, /Lc.o = 1 - (3, 

the space Q is isomorphic to C \ {O, 1, oo}. The monodromy maps correspond to 
the deformations when t runs around 0,1,00. The parameters ..\ = 1 - 'Y, /t = 
(3 - 0:, V = 'Y - 0: - (3, defining the angles of the principal triangle, are equal to 

In the Schwarz T heorem 12.9 we also a.<;sumed that 0 ::::; ..\, /1, v < 1 (see the 
restriction (1.2) in P roposition 12.7). 
T he first condition from INT implies that 0 < 0:,(3 < 1, , - 1 < 0:, 13 < 'Y . T he 
second condition from INT means that 1/..\,11/1, Ilv E Z U {oo}. It is compatible 
with the condition 0 ::::; ..\ , /L , JI < 1. 
Next, we see that ..\ + /1 + v = 1 - 20: < 1. which shows that we are always in the 
hyperbolic ca.<;e. The hyperbolicity is forced by the compatibility of the conditions 
from the Schwarz T heorem 12.9 and of INT. 

12.33. T he scheme of the proof of Theorem 12.30. T he discreteness of the mon­
odromy group follows from the geometry of the Schwarz map. T he finite Baar 
mea.<;ure of PU(I, n)1 Mon is obtained from estimates for the hyperbolic mea.<;ure 
in the ball Bso. 
First one shows that the map IV is a local diffeomorphism, det IV. i: O. ( In 12.40 
below we give a proof of this in a more general situation). T his means that the 

universal development IV : Q --> Bso, corresponding to the universal covering Q 
(of Q), is a covering (Clale) onto the image. Qne takes the covering Q equal to the 

quotient of the universal covering Q by the kernel of the monodromy homomor­
phism 1TdQ) -+ PU(1.n). T he corresponding map IV: Q -+ B is an isomorphism 
onto the image. 
T he residual subset Bso \ 1m IV corresponds to points in a compactification of 
Q ~ (CY \ t.)/ PCL(2). 
\Ve partially complete Q by adding to it: 
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the diagonals ti = tj, whenever /1; + Jlj < 1 (in the cla.'isical case it corresponds 
to adding vertices to the fundamental quadrangle) j 

and (generally) all the multiple diagonals til = ... = tik with /-I" + .. . + Ilik < 
1. 

In this way we ohtalll_the so-called stable compactifica t ion Q .t 0ne defines also 
the ramified covering Q~t of Q.t as the analogous completion of Q. Under the INT 
assumption this covering is finite-to-one. 

It turns out that, if there are 110 s~tuations with LtES, /-It = 1, then Q,:!- is a 

compact manifold and the covering Q .• t is diffeomorphic to a ball. T he map \V ~ a 
diffeomorphism between this ball and Bso' fo, 'loreover, there is a compact J( C Q~t 
which is projected onto the whole Q~t . T his gives discretenes.<; of the action of the 
monodromy in the ball (the set IV(f{) contains only finite part of any orbit of the 

group M on) and the finitude of the hyperbolic measure of B //llon = W (f{ )//Ilon. 
In this case the proof is complete. 

For example, in t!!..e clas;;l.cal case N = 4 and strictly positive para.!!.18ters A,J.t, II, 
we obtain Q .• t = C and Q~t forms an infinite ramified covering of C , with finite 
ramification indices. 

In the case when some sum /1;, + ... + /L;k = 1, one adds to Q .• t the corresponding 
diagonals til = = til and obtains the (compact) space denoted by Q~ .• t (the 
semi·st able compactification). One also has the corresponding ramified cover ing 

Q •.• t -+ Qs.t. However here the ramification index above points from Q .• ~t \ Q~t is 
infinite (because t he angle of the corresponding llIonodromy rotation is zero). The 

latter points are called the cusp point~ T hey are sent by IV to the absolute. T hus 
IV realizes an isomorphism between QUI and the partial compactification of the 
ball Bso, by adding to it the cusp points. Next, it remains to estimate the volume 
of BIMon which is reduced to estimation of the volume of A lMon where A c B 
is a compact neighborhood of a cusp point. In the case n = 1 the local singularity 
of the fundamental domain is indeed of the cusp type and has finite volume; the 
analogous property is proved in the general case. 

For example, in the case of the Schwarz modular function with A = Jl = II = 0, 
Q •.• t is a topological 2·dimensional sphere but, from the analytic point of view, 
the points 0,1,00 must be treated a'l singular (cusps). 
T he space Q s .• t should be treated not a'l a manifold in the usual sense but as an 
orbifold. 

T he above idea of adj oining the stable and semi·stable points wa'l taken from 
r-,-lumford's construction of analytic quotient spaces of actions of algebraic groups 
on algebraic varieties (see [M uml!). In our situation we have the action of PGL(2) 

- N 
ooC. 0 

12.34. Generalizations of Schwarz's euclidean and e lliptic cases. The above theory 
was adapted to the situation when the monodromy group is a subgroup of the 
group of hyperbolic isometries of n·dimensional complex ball B. But the group 
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PU(I, n) contains the subgroup U(n) of rotations of the absolute in B (we prolong 
the rotations of OB to rotations of B), and the subgroup of euclidean motions of 
Ct! (when we replace the ball by the half-space 1m XI > 0 and consider the motions 
preserving the coordinate xd. It turns out that these reductions can be realized 
by means of hypergeometric monodromy. 

(a) The euclidean case. One assumes that 5 = 51 U{oo}, 0 E SI and L.'Es, }.t .• = 1, 
It. > O. Thus 110c = 1 and the form w = n (T - t)-Il, . c· dT has first order pole at 
00 (with nonzero residuum). 
T he (co)homology theory of local systems can be extended to the ca<;e when some 
11. are negative integers. In our case one has nontrivial cycle doc = ("),,81') rep­
resented by a closed loop ., around 00 (with unique section above it) and gener­
ating a nonzero class in JJdC \S, LV) . T he form w represents a nonzero clao;;s in 
JJI(C \ S, L ). In particular, we have (d eo ,WS) = 1 independently of 51 (we assume 
c(oo) = 1). 
T he latter property means that the image of the generalized Schwarz map \V lies 
in the hypersurface E: XN_2 = 1 (for a coordinate system with XN_2 = (deo , -)) . 
T he corresponding space Q~ud is the quotient of the space of S's a<; above by the 
action of C ' c PSL(2,C) (of automorphisms which fix 0 and (0). The map IV is 
homogeneous of degree 0 with respect to this action. T hus we get the multi val­
ued map Q eucl -+ E. T he affine space E can be identified with the linear space 
XN -2 = 0 or with the space JJ1(C\ SJ, L1) where L l is the local system with the 
monodromy defined by Ito t E 51. The calculation of the signature of the corre­
sponding hermitian form, analogous to the one performed in 12.25, shows that the 
hermitian form is negatively defined in HI (C \ 51, Ld. 
It turns out that , when the INT condition restricted to SI holds, then the mon­
odromy group is a subgroup of the group of isometries of the euclidean space E. 
It contains a subgroup of translations of finite index. 
\\le should remark here that the INT conditions restricted to 51 are not compatible 
with the conditions from Schwarz's theorem 12.9. Indeed, if >. + It + V = 1 then 
n = /1-t = O. Thus the form w is holomorphic at t. (Recall that in the basis 

F(O, 13,.,; t) = 1, FO.t = h: T- 1' (T - I P-{J-ldT,we get the Schwarz map in the form 
of the Schwarz- Christoffel integral). According to Proposition 12.7, the case with 
n = 0 has the same monodromy as the case with n = 11t = 1, which fits to the 
above. 

(b) The elliptic casc. Here we have 5 = 51 U {oo}, 0 E 51 and L ,E St I1. < 1. In 
the calculation of the hermitian form we must replace 11eo > 1 by /1-eo - 1 which 
leads to the signature (0, N - 2) (see 12.25). T he map IV is homogeneous of degree 
1 - L s, /1-.• with respect to the C ' -action and defines a map from the corresponding 
quotient space Qell to pJJI. The monodromy group forms a subgroup of the 
compact group U(N - 2). Dy its discreteness, following from the INT condition 
in 51, the group Alon is finite. 
Here also the condition from the Schwarz theorem 12.9 >. + It + V = 1 - 21t, > 1 
is not compatible with INT (p.t > 0). One should again use Proposition 12.7. (In 



526 ChapteJ' 12. HYPeJgeometJ"ic Functions 

IMos21 it is said that the euclidean ca<;e is 8(luivalent to 11() + IL l + Pt < 1; it is not 
exactly so). 

12.35. Other results in the Deligne- Mostow theory. As G. D. !I'lostow writes in 
[Mos21 one of the aims in investigations of generalized hypergeometric functions 
was to look for new examples of non-arithmetic lattices in Lie groups. 
T he simplest example of an arithmetic subgroup r in a real algebraic Lie group C is 
GL(n,Z) c CL(n, IR) . A lattice r c CL(n, IR) is arithmetic if it is commensurable 
with CL(n, 1.) (see IRag l and [Ser2 !). 
If C is an algebraic group, defined over Q , then a lattice r c GQ is arithmetic if 
for any embedding G C G L (n) the subgroups r and CQ n G L(n,Z) are commen­
surable. The ca<;e of general real Lie group C can be reduced to this one. 
Two subgroups A, B eG are commensurable if A n B ha<; finite index in A as well 
as in B. 
G. A. ~-largulis proved that when G has IR-rank k > 1 (contains a real algebraic 
torus (IR' )", k > 1), then any of its irreducible lattices is arithmetic (see Appendix 
to the Rmsian translation of [Rag!). 
T here appeared the problem of finding examples of non-arithmetic lattices, in par­
ticular in PU(I,n) . G. D. fo, 'lostow and P. Deligne found such examples among the 
projective monodromy groups a<;sociated with hypergeometric integrals satisfying 
the integrality condition. 
In [DM1[ they proved that if the INT holds then Mon(J1) is arithmetic iff: 

Fm' any intege,' 1 < a < d - I, "datively prime to the least common denominatol' 
d of ILt 'S, one has L:{altt } = 101' = N - 1. 

(Here {.} denoted the fractional part.) For example, the lattice 111 on( 1, ~, t, 
t, ~) C P U (1,2) is arithmetic but AI on( fz, fi, fz, fi , 12) is non-arithmetic. 
In [DM11 there is a list of hypergeometric monodromy groups for low N's and d's. 

r-.-rostow in IMosl l weakened the INT condition. Namely, if ILt take the same value 
for t from a subset SI c 5 (Itt = It ., $, t E 51), then we can define the new 
configuration space Q' = Q 1fT where IT = 5( 51) denotes the group of permutations 
of S I, with the fundamental group 11"1 (Q') identified with a subgroup of 11"dQ). 
Mostow proved that: 

If 1 < (1 - llt - lt. )-1 E 11. for s,t E SI and 1 < ( l - ll~ - Ilt )-I E 1. othe11lJise, 
then the image M 01l.S(Stl (J1) of 11" 1 (Q' ) is a lattice in PUt 1, N). 

In the book IDM2[ the idea of replacing Q by the quotient Q' = Q/fT by a group 
n of symmetries of S, corresponding to partition of S into subsets with equal 
exponents IL/, ha<; found further development. Series of commensurabilities among 
lattices (obtained in this way) were established. For example, Monn , (a, a, b, b, 2 -
a - b), fT l = ((1, 2),(3, 4)) turns out to be conjugate in PGL(3) to Monn~(I ­

b, 1 - a, a + & - 1,(L + &- 1, 1 - a - b), O2 = ((3, 4)) (see Theorem 10.6 in IDM2!). 
Also the lattices Mml[l(1 - t , t - t , t - t , t + t, 2(t + t )), n = 5(1, 2,3) are 
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commensurable (modulo conjugation in PG L(3)) to Moun(!, f;, f; , ~ - t, t + t), 
t + t = i · 
Some connections of the geometry of hypergeometric monodromy lattices with 
other topics in algebraic geometry are given, e.g. with the theory of line arrange­
ments and the ball quotients. 

§3 Multiple Hypergeometric Integrals 

12.36. Hypergeometric integrals associated with a configuration of hyperplanes. 
([Var41) Let T j = {Ii = O}, j = 1, ... , N, be a configuration of hypelplanes in 
general position in CP" and let ILO' ... , ILN be a collection of complex numbers 
(c:qKments) with Llti = n + 1. \Ve may (and we will) assume that TN is the 
hyperplane at infinity and C" = cpn \ Tv. 
T he multiple hYPClyeometric illtegral is the integral of the form 

(3.1) 

along a cycle 0 which will be specified later. 
As in the single hypergeometric integral we introduce a local system L above CP" ­
S, 5 = U Tj with monodromies around Tj defined by means of the multiplicators 
nj = Chi/' j . T he dual system L V is defined by means of njl. 

T he local system L is a topologically trivial line bundle, e!luipped with the Gauss­
Manin connection which is flat (zero curvature) and is defined as \7 = d + 
LILjd(ln fj}"· 
T he homology and cohomology theories with coefficients in local systems, de­
scribed in 12.22, are valid in our situation. In particular, the cycle 0 from (3.1) 
is an element from the group H;t = H;t (CP" - 5, L V) (locally finite cycle) or 
(better) from H" = H,,(CP" \ 5, L V). tS is a combination (with zero boundary) of 
n-dimensional cells (0", sa) with horizontal sections above them. The integral (3.1) 
is understood as (tS,w) where 

. , -- II I:"j d" '"" ;. c· x, 

with a horizontal (with respect to \7) section e of the bundle L: it represents an 
element of II" = II"(CP" \ S, L) (= (II,,)"). 
Assume that the configuration 5 is ,·eal, i.e. that the affine functions fi have real 
coefficients. 
T hen 1ft" \ 5 is a union of n-dimensional convex domains. Each such domain, 
together with a section of L V above it, defines a locally finite cycle from Ht!. 

12.37. Theorem of Varchenko (Basis). ([Var51) Assume that the system /L = tiLl' ... , 

ILN) is nOll-resonant, i.c. none of /Lj 's is intege,·. Then the natlLral homomOlphism 
H" -+ H;! is an isomolphism and the target group is genemted by the cycles OJ 
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1"cprcscntcd by bounded components of an \ S; in particular, dim JJt! = (N,~l) = 
(- I)"X(C" \ S). 

It is a generalization of Theorem 12.23. In particular, there is an analogue of 
the Pochhammer loop construction (i.e. the cycle C( ll, t)) in the multidimensional 
case) . There are generators C j E 11" related with 8j E JJt! by the formula 

where the product r1' is taken over the sides Ti in the boundary of dj (see IAVGL], 
part II , and [PhI]). 

In IVar51 there is the following construction of t he ba.<;is in IJ". Let us change the 
notation a little bit. Instead of the system of exponents /-tj, we choose a system 
of exponents /Ij, j = 1, ... , N, with L /1) = 0 and as before we put OJ = chi"j . 

r-.-roreover, for simplicity, we a.<;sume that Re Vj > 0, j = 1, .... N - 1. 
For I = {i l , ... ,i,,} C {I , ... ,N - l} one defines 

It turns out that: 

w(I) = II fi-"; . e . dfi~" ;' /\ ... 1\ dfi~" ''' ' 
if{ / 

The system w(I), I e {2, ... ,N - 1} ,fo1"7ns a ba.sis in Hn. 

T here are other results, e .g. [AT!, [Ao[, [Kan[, devoted to description of bases of 
(co)homologies of local systems . \Ve do not present them here. 

12.38. The generalized Schwarz map (or the period map). Consider the space 
of configurations of N hyperplanes in general position. It is Q = ((C P ,,*)N \ E) 
I PC L( n + 1), where E is the discriminant locus, containing singular configurations 
(with non-normal intersections) and C P '" is the dual projective space. T he space 
U SEQ(C p n \5) x {5} is a bundle over Q (with projection 11") and above it we have 
the line local system L = Us Ls (L s denotes the previous L over c p n - 5). T he 
system of cohomology groups H"(cpn \ 5, Ls) = Hs defines a local system K = 
R~.L . (\Ve shall also denote it by Hn together with the bundle HI,! = U H;! (CP"\ 
5, L s))' K is a topologically trivial bundle with flat Gauss-~, .. Ianin connection. T he 
basis of its (multivalued) horizontal sections defines a multivalued trivialization 
K __ Q x HSo ' defined by means of mappings 1JI (S) HS __ Hffo = CH. The 

distinguished n-form w = w(1. ... , n) defines a section of K . T he generalized 
Schwarz map (or the period map) IV : Q __ CpM- l is defined as usual, 

\V = Poil'ow, 

where P denotes the projectivization. 

12.39. The Torelli theorem for multidimens ional hypergeometric integrals . ([Var5[) 
The map \V is a local immel-sion. 
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Proof. Let us assume that h = XI, ... , I" = Xn , In+1 = 1 - XI - . - Xn, 

Ii = 1 + Lj aijXj, i 2: n + 2. Thus Q is parameterized by aij and has dimension 
n(N - n - 2). 
Define the' Hodge' filtration 0 C pn C ... C pO = Us: 

p" = Pg = 8]Jan {w( i i , ... , i,,) : ii, ... , i" E {1, ... , n}}. 

T herefore pn = 0.v and one can show that dim pi, _ dimp"+1 = (")(N-n-2). 
" 71-1, 

T he spaces Pg· define holomorphic subbundles T" C Ti. 
T he 1·lodge filtration is not invariant with respect to the Gauss- t..-Ianin connection. 
However we have the following analogue of the Griffiths transversality theorem 
7.52(b), 

VT" = {'V "s : v E TsQ, s is a germ of section of T"} = T k
·-

1
. 

Consider for example the ca.<;e k = n with the section w(1, ... , n) 
,nN-' I-v , . dx-;V' ... dx:;:v" of Tn. Then simple calculations give i=n+1 ; , " 

dw - Vi . I 
-d ~ - (- 1)1- w(I, ... ,}, ... ,n,i). 

aij aij 

In this way we obtain all sections of Tn-I. T he other identities are shown in an 
analogous way. 
Now, because dimpn-l = n(N - n - 2) + 1 = dimQ + 1 we obtain that the 
derivative W. (5) is a linear embedding. 
Finally, we note that this Hodge filtration for n = 1 coincides with the Deligne­
Mostow filtration pi = pn C po defined by means of the decomposition HI = 
HI '° q, Ho,1 in 12.25. In that case one obtains local isomorphism of IV (see 12.::13). 

o 
T hus we have an analogue of the first point of the P icard- Deligne-ivlostow theo­
rem. T his is also an analogue of the Torelli theorem, which says that an algebraic 
curve can be reconstructed from its periods (see Theorem 7.48). 
Before pa.~sing to the description of the monodromy group we describe the ana­
logues of the hypergeometric C(luations satisfied by the integrals (tI", w). 

12.40. Generalization of the differential hypergeometric equation. Here we follow 
the paper of I. ~,.'1. Gelfand, .M. ~I'I. Karpanov and A. V. Zelevinsky [GKZ [. 
Consider the integrals of the form 

where we use the multi-index notations: /1, = (j1,p ... ,/1,,,), II = (V,,+I, ... , IIN-d, 

Ii = aiO + L aijXj, i = n + 1, ... , N - 1. P is a function of (aij) E (Cn+I)N-n- l. 
\Ve shall derive the differential C(luations for P. 



530 ChapteJ· 12. HYPeJgeometJ"ic Functions 

Let r c ZN-l = zn X zN-n- l be defined as 

N- I 

U {O x ej, el x ej, ... , en x ej} 
j = n+l 

(ej are the basis vectors). \Ve have the following properties: 

(i) r generates ZN- l , 

(ii) r c 4>-1 (1) for some homomorphism 4> : Z N -I --+ Z (e.g. 4> = X n + 1 + ... + 
XN-d · 

\Ve can t reat the system of parameters aij as an element of C r, we denote it a.<; 

a = (al' " E r). 
Denote by L = L( r) c Zr the lattice of relations among elements from r . L 
consists of the systems m. = (m l' E Z) such that 

\Ve underline also the relations 

L m.l' . ' = O. 
, a 

following from application of the homomorphism 4> from (ii) to (3 .2). 
For any m. E L we define the differential operator 

Define also the Euler operators 

where ")'; is the i- th coordinate of ")' in Z N -I. 

Theorem of Gelfand, Karpanov and Zelevills ky. 

(a ) The hypelyeomet1"i.c integmls satisfy the system of equations 

t:. ." F = {] for mE L , EiF = diF, 

(3.3) 

(3.4) 

(b) The n1L1nbc,· of independent solutions of the hypergeometric system (3.4) is 
equal to the (N - I)-dimensional volume of the convex hlLll of r in 4>- 1(1) 
(where the vollLme of elementary simplex is 1). 
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(c) The natural mapping t5 --+ (o,w) from the local system Ji ll = (ll,,(CP" \ 
S, LV) ove,· Q to the system llyp of solutions of the system (3.4) is an 
isomorphism. 

(d) The monodromy rClJ1"eSentation of 7rl(Q) in llyp is ilTeducible . 

\Ve will not give the proof of this theorem. It involves advanced techniques from 
sheaf theory (V-modules, perverse and constructible sheaves etc.). 
\Ve note only that the hypergeometric equations (3.4 ) are immediate. Indeed , 
because r = urj x {Cj}, each m E L( r ) equals (m( I ), ... , m(N - n - 1)) where 
each m(j) E L( r j); i.e. it satisfies the relations analogous to (3.2) and (3.3): 
L"rr . m(j)"t5 = 0, L r. m(j)" = O. Denote c , , 

'Ii) ~ L mli )" ryiJ) ~ L mlj),· ,. 
m(jl. >0 

\Ve have 

T he equations EjF = djF follow from the homogeneity of the integrals with 
respect to dilations X; -t A;X;. 

In IGKZl the authors consider more general situation when Ii are general Laurent 
polynomials; the hypergeometric system and the main theorem remains the same. 

12.41. Local systems associated with quantum deformations of Kac-Moody alge­
b ras and Verma moduli. We follow A. N. Varchenko's book IVar61. 
The configurations S of hyperplanes in cn are 

X; = Xj , i,j = I , ... ,n; x; = z", i = l, ... ,n, k = I , ... . ln . 

T hey are not in general position. The corresponding space of parameters is Q = 

em \ ". 
T he exponents (weights) of the local system L in cn \ 5 are chosen in the form 

i.e. associated with the n-form n (x; - Xj)-I' ;j n (x; - Z,,)-"'k rl"X. 
I·Iere aJ, ... , a" are independent elements of 1)*, dual space to a finite dimensional 
vector space ~ equipped with a non-degenerate symmetric bilinear form (, ); then 
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~* has also the induced bilinear form (, ). AI. are elements of ~ and" is a complex 
number. Define the vectors h; E ~ by the formula (hi,') = ai' 
\\Then one puts aij = 2(0:;, aj)/(o:),O:j) and assumes that: 

(i) a;j E Z; (ii) a;; = 2, a;) ::::: 0 for i #- j; (iii) aij = 0 ~ aji = 0, 

then the matrix A = (aij) is a gcncmlizcd Cartan mat/ix. 
0ne can construct from the generalized Cartan matrix the Kac- Afoody algcbra g, 
generated by ~, c;,J; with the relations 

(ad C;)I-u'; Cj = (ad J;)l-a ;, Ii = O. 

\\Then A > 0 (positive definite) then one obtains a finite dimensional Lie algebra 
g with ~ a.<; its Cartan subalgebra, with 0:; as simple roots and with finite \Veyl 
group generated by the reflections S;: (3 --+ /3 - [2(/3, a;)/(a;, o:;)]ai (see Section 3 
in Chapter 4) . 
In the general case the obtained algebra is infinite dimensional with infinite \Veyl 
group . T he usual construction of the Kac-!l-Ioody algebra starts from a general­
ized Cartan matrix which is symmetrizable (i.e. after multiplication by a diagonal 
matrix becomes symmetric). r-,-Ioreover, some supplem entary extension should be 

performed in the case det A = (] (see [Kac]). 
Any group C (e.g. Lie group) can be investigated from the point of view of its group 
algebra C(C), i.e. algebra of functions on C with values in C. It is a commutative 
algebra equipped with the camultiplicatian .6. : qC) --+ C(C) 0 C(C) (dual to 
the multiplication), with the cmmit ~ : C(C ) --+ C (dual to the embedding of the 
t r ivial group) and with the a1ltipooe a : C(C) --+ qC) (dual to the inversion). 
T hus C(C) becomes the commutative HapJ algebm. The analogue of C(C) for the 
Lie algebra 9 is its univcf'sal algebra Ug, consisting of tensor powers of g modulo 
the ideal generated by 1t 0 V - V 0 It - [11, v]. 
T he quantum g1"QUp is a non-commutative Hopf algebra. 

V-lith the Kac- Moody algebra, the following DrinJeld- .!imba quantum group UiH 9 
(see fOr I) is associated. It is a universal algebra generated by ~ , 1, C;,Ji with the 
relations 

[It, c;] = ai(h)c;, [It, J;I = - a;(II)J;, [c;, Ii] = 6ij (h;)q, 

'~' (1 - a,j) (- 1)' . '-0,, -' _ '~' (1 - a,j) (- 1)'/./ /'-0,,-, _ 0 L..... k c,cJc i - L..... k ' ) i - , 

k = () q k = () 'I 

(3.5) 
where (a)q = qu/2 _ q-a/2, (:)'1 = [(a)q(a - 1),} ... (a - b+ 1)'1)]/[(1)'1 '" (b)q] . Here 

q = Chi/", qa = e27[;"/", where" is the parameter appearing in the definition of 
the exponents It;j of the local system. 
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In IVar61 one defines the algebra U,/g as above but without the Senoe ,"CIations 
(3.5) . It is a Hopf algebra with the comultiplication , COllllit and antipode: t::.h = 
II €l l + l €l 11., .6.Ci = ei 0 qli ;j'! + q-h;j4 €l ei, .6.fi = Ii 0 qli ;J4 + q-li;j .! €l fi; £11. = 
lei = £fi = 0; all. = - II, aei = _ q(a" a;}ei, afi = _ q- (o " a,j fi. 
For A E ~. one defines the Venna modlile M(A) over U'jg (with the highest weight 
A), as the module generated by one vector v subject to the relations 

hv = A(h)"/!; II! = 0, 

for any II E ~ and any f from the subalgebra generated by 1 and f/s. The 
Verma moduli are infinite dimensional (with the generators v, CiV, ejcjv, ... ) and 
are uniquely defined from the relations defining U,/ g. 

One can conclude the above as follows: 

The weights IL ij , Vi).; moe associated with the quantum deformation Uqg of the K ac­
Moody algebm g and with a collection of the Venna moduli .<l.J (Ad, ... , (A",) ove,· 
Uq g. 

12.42. The switched local system on the space of configurations and representation 
of its monodromy via R-matrices. The homology groups l1 ,,(Cn \S, L s) of the local 
system L = Us Ls on the space of configurations Q organize themselves to a local 
system 1t" on Q. \Ve switch this system by the line local system M on Q with the 
weights '1k:1 = - (A~., AI)/n.. We investigate the bundle 1tn 0 M which corresponds 
to the situation when one integrates the form n (Zk· - ZI) -tiki n (Xi - Xj) -I' " n (Xi ­
z).;)-"'kd"x. 
T he fundamental group of Q = Cm \ .6. is the colored braid group of m strands, 
1I"1(Q, So) = B(m). It acts on the distinguished fiber H so = l1,,(C" \ So, L sJ €l 

M so · 
T he homology groups (1t" €l M )so are calculated in IVar6] using a certain (rather 
complicated) chain complex. The action of the mOllodromy group is described in 
terms of the action of the colored braid group B(m) on this complex. 
(In fact, there are many more complexes in [Var6]. Moreover, it is not said that one 

deals with action of the colored braid group B(m); it is said only about action of 

the whole braid group B (m) . But the group 8(m) is more suitable here, compare 
12.27.) 
I t turns out that the chain complex leading to 11" (C" \ S) is quasi-isomorphic with 
so-called Hochschild complex; (recall that quasi-isomorphism induces isomorphism 
of the homologies). T he usual Hochschild complex of an A-module M consists of 
the chain moduli A 0 j 0 M and the differentials aj €l ... 0 010 m -+ - OJ 0 ... €l 
02 €l OI m + L:( _ 1)ioj 0 ... 0 0iOi_ 1 €l ... €l m and its homology groups are called 
the Hochschild homology groups. 
T he (algebraic) complex considered in ]Var6 ] ha.~ the j-chains of the form b] €l 
... €l bm+j , where j of the elements bi 's belong to the quantum group A = Uq g 
and the other are elements of the Verma modules A[(A.d. \Ve omit the definition 
of the differential. 
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T he action of the loop 0"1' (where the points zp and Zp+1 turn around themselves) 
on the Hochschild complex is described by means of the so-called R- matdx, which 
acts on the parts M (AI') and .II,I (A,,+d of the chain moduli. 
( In the simplest c8o<;e Uq sl(2 ), generated by II, e, f, and two moduli VI, V2 we get 
the operator from VI 0 V2 to V2 0 VI, defined 80<; P o R, where P transposes the 
factors and R E Uqg 0 U'j g is given by 

~ (1)' R - h 0 h / 4 ,""", -k(k+I}/4 q ~·1I/4 k 0 -kll/4f') 
- q L q (1) ... (k) q 'q . 

k= O q q 

In the general situation one has R = qD.n/2 L k qhk 0 1-10 hk- D k /4 0k , where the sum 
runs over k = (kl' ... ' k,,), 0 0 represents the bilinear form (., .), hk = L kill i , Dk 
is a complex number and Dk are certain operators in Al(Ap) 0 AI(Ap+d. T he 
fact that the action of PR is compatible with the relation in the braid group is a 
consequence of the Yang- I3axter equations RpRp+I Rp = Rp+1 R"R,+I, where R .• 
acts on the sand s + 1 factors in M(Ad 0 ... 0 M(Am). 
T he rough summarization of all this is the following: 

The action of the fundamental group lTdQ,So) on the jibe,· of the local system 

lJ" 0 M is detennined by the R -1·C]JI"ese ,ltation of the eol01·ed bmid group B(m) 
in the Hochsehild homology groups of the Venna moduli M(Ak) ove,· the quantum 
groups Uq g. 

For example, in the cl8o<;sical hypergeometric case (n = 1, m = 3) 8o<;sociated with 
the form W = O (Zk· - zlt·A,jK O (T - z~.)-Ak/KdT we have g = s[(2 ), IlI (C \ 
(ZI, Z2, z3}, L V) ::::: {x E M(AI) 0 M(A2) 0 M(A:l): ex = 0, hx = (AI + A2 + A:\ -

2)x} and the action of the colored braid group B(3) on the latter module is given 
by means of the operators R~. 

12.43. The Khizhnik- Zamolodchikov equations. T he cl8o<;sical Riemann equation 
from 12.2 (whose particular case is the hypergeometric €(Iuation) is equivalent to 
the following system of first order equations. Put 

Wj = w/(T - Zj), I j = j Wj, , 
where l' is a cycle in H I (C \ S, LV), (e.g . the Pochhammer cycle C(ZI, zz)) . We 
have Al It + AzI2 + A3!;1 = O. 
Qne can check that the vector function I = (I I, Iz , 13) satisfies the Khizhnik­
Zam olodchikov system 

8I - L " 'j [ 3 ,, _ --- , ·i = I ,2, , 
uZ - z- - z-

, j #-i' } 

where O ij are constant matrices. 
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It turns out [Var6[ that also in the general case one can choose a basis of n- forms 
in 1t n 0 M V such that their integrals I = (11 ' ... ' 1M) along cycles from 1tn are 
functions which satisfy another Khizhnik- Zamolodchikov system of the same form 
as the above one. 
T he Khizhnik- Zamolodchikov equations were first discovered in physics; they are 
obeyed by correlation functions in the \Vess- Zumino- \Vitten model of conformal 
quantulll field theory (see 1KhZ!). They began to play sollie role in the knot theory 
(see IKon!). 

12.44. The twisted Picard- Lefschetz formula. Let F = F(x, >.) = FA (x) (C" X 
C/'·,O) -+ (C,O) be a mini-versal deformation of a singularity f = F(·, 0) with the 
multiplicity k. T he classical Picard- Lefschetz formula says that the lllonodromy 
group (i.e. the image of the action of lTI(C I.. \ E) on lln_l\VA), VA = FA- I (0) n B , 
B - ball) is generated by the reflections It. -+ II + (_ I )n(n+1 /"l(h, 1:::./,. )1:::./, .. Here (, ) 
is the intersection form and I:::./,. form the distinguished ba.<;is of vanishing cycles 
(see T heorem 4.18). 
T his formula is not invariant with respect to the operation of suspension (or 
stabilization) of the singularity F -+ F'(x,y,>') = F(x,>.) + y2 in cn+ 1 X C /,·. 
If I:::.k is t he corresponding ba.<;is in the suspension , then we have (l:::. i, l:::. j ) = 
sign(j - -i)( - 1)" (1:::. ;, I:::. j ): anti-symmetric form is replaced by symmetric and vice 
versa. 
In ICivl] A. D. Givental proposed the following way to connect the two kinds 
of monodromy action . Namely, one should consider the homology group of the 
fiber EA = B \ V;. with coefficients in the linear local system L(q), defined by the 
multiplier q arising after surrounding the hypersurface F;. (x) = O. 

Theorem of Givental. 

(a) We have Iln(E;. , L (- I )) :::: 11,,(V;, C), V; = (F~)-I(O) . 

(b) Let V be the uppef·-triangular matrix with the entries (_ 1),,(,,-1)/2 on the 

diagonal and (l:::. i, I:::. )), i ::::: j, above the diagonal. Thef"C exist distinguished 

bases CI, ... , e/,. in ll,,_l (E;. , L (q)) and CI, ... , Ck in Il;!-I (EA, L(q-I)) such 
that the inte1"Section matrix (ej, Ci) equals q V - (- 1)" VT and the monodromy 
group is genem.ted by the reft.ections Ah: II -+ h + (_ I ),,(n+I)/"l(It.,ck)e/, .. 

T he point (a) shows that there is a relation between lln_ I(V;"C) 
Il,,(EA, L ( I )) and 11,,(V;,C):::: 11,,( E;. , L (- l )) . 
T he point (b) implies that (MI.. - (- l )"q)(Mk - 1) = 0: because Mkck = (- 1)"qcJ,. 
(calculate) and J'h is identity in the hyperplane orthogonal to CJ,-. 
In [GivS[ Givental and V. V. Schechtman applied this result to the ca.<;e of A k 
singularity. Here the fundamental group of the complement of the bifurcational 
diagram E is equal to the braid group lTl (CI.·\E) = B(k). Qne obtains the following 
result. 

Theorem of Givental and Schechtman. The rClJ1"Csentatioll of the braid group B( k) 
in 11,,(E;. , L(q)) is isomorphic to the l"Cpl"Csentation of the braid group in the l1ecke 
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algebra Ih (n), n = (_ l )n+l q. 

T he Heeke algebra lh(o:) is generated by elements TJ, ... , Tk_l with the relations 

T;T j 

T;T;+I T; 

(Ti + O:)(T; - 1) 

TjT;,li - jl> L 

T;+IT;T;+I, 

o. 

In the case 0: = 1 we get the relations for the symmetric group S(k). 

It is worth saying that the first twisted Picard- Lefschetz formula was obtained by 
F. Pham in IPhl l (see also rAYLGI, Part II). One integrates monomial forms along 
the hypersurface x~n, + ... x:;'~ = t in Rn associated with the Pham singularity. 
T he change Yj = x';' leads to integration of multivalued forms. T hus we have a 
local system in C,, -l = fLYj = t}, deprived of the hyperplanes Yi = O. 
\\le do not present this formula. 

12.45 . The gener alized hypergeometr ic integr als as functions of exponents. It is 

natural to investigate the hypergeometric integrals I (p.) = f~ n ;\1 f
j
-

I
', dn x a.<; 

functions of the exponents Mj. 
It turns out that I (p.) is a meromorphic function of /1- with poles in hypersurfaces 
in CM corresponding to the so-called resonant exponents. In the case when the 
surfaces Ij = 0 are affine and in generic position the resonances correspond to 
/lj = 1,2,3,. \Ve obtain a series of one-sided sC(luences of parallel hyperplanes 
in C .H defined by means of equations with integer coefficients. 
In the general ca.<;e the analogous statement is true. I (p.) has poles in a finite 
system of series of parallel hyperplanes defined by integer equations. T he proof 
uses the resolution of singularities of the configuration of hypersurfaces (see IDG] 
and rAVGL[). 
T his gives some connection with the results from Chapter 5 about asymptotic of 
integrals along vanishing cycles and of oscillating integrals. 
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of classical monodromy, see trans-
formation P icard- Lefschetz 

of relative monodromy, 09 
quasi-unipotent, 112 
resonant, 437 
semi-simple, 126 
Stokes, 286, 464 
unipotent. 126 
variation, 69 , 3tH 
\VeiL 256 

orbifold , 110, see V-manifold, 247, 
524 

order of holomorphic form, 147 
orientation, 39 
Ortis-Bobadilla L. , 417, 554 
Ossa de la X., 261, 540 
oval, 77, 118, 164 

P -set, see set sub-analytic 
P ainleve P ., vii, :H8, 322, 513, 551 
pair of groups, 481 

almost normal, 481 
parallel transport, 142 
P arkes L. , 261. 540 
partition 

baricelltric, 43 
of unity, 53 
simpliciaL 39, 53 

P aul E ., 551 
P auli \V. , 327 
Perez-lvlarco R., 333 , 391, 551 
period , 254 , 273, 275, 439 
periodic trajectory, see solution peri­

odic 
Perron 0., 3tH, 439 
Petro\' G. 5., ix , 128, 168, 170, 173, 

175, 177, 551 
Petrovski 1. G., 250 , 418, 547, 551 
Petrovski- Oleinik inequalities, 250 
Pfaff J. H., 183, 185, 393 



572 

Phalli F. , 26, 115, 136, 251, 360 , 536 , 
551 

phase, 151 
pha.<;e portrait, 159 
Phragmen E., 4:J3 
Picard E. , vii , 65, 67, 70, 71 , ItO , 128, 

130, 133, 401 , 447 , 491, 507, 
515, 523. 552 

P lucker J. , 408 
Plemelj J" , vii , 296 , 305 , 306 , 434 , 552 
Pochha mmer L., vii , 484, 494 , 515 , 

552 
Poillcare d omain, 347 
Poincare H. , vii- Ix , 9, 43 , 45, 54, 168, 

190, 347, 382,552 
point 

conjugat e (Oil geodesic), 49 
criticaL 3 , 4, 15, 57, 62 , 68 

non-degenerate, 3, 4 , 58 
critical of differential e{luat ioll 

movable, 321 
lIollmovable, 321 

fixed, 55 , Hi! 
hyperbolic, Hi! 

periodic, 113 
ramificat ion , 2, 472 
singular of a nalytic set, 27 , 59 , 

107 
singular of different ial C(luat ioll 

of Fuch s type, 271 
s ingular of different ial system , 269 

irregular, 269 , 279 
of Fuch s type, 271, 311 
regular , 146, 269 , 270 

singular of holomorphic foliation , 
394 

dicritical, 340 
elementary, 339 
resonant, 340 

singular of vector field , 7, HiO 
degenerate, 8, 9 
hyperbolic, 160 

Poisson bracket, 436 
Poisson 5 ., 435, 436 

Polya G. , 552 
Pont ryagin L. S. , 168, 552 
potent ial 

Gromow- \Vitten , 261 
Yukawa, 260 

Prelle [\"1. .1. , 469 , 552 
presheaL 51 
primit ive element, 473 

[lldex 

primit ive parametrization , 28 
principal part of geometrical section , 

148 
principle 

argument, 171 
Descartes, 176 
Rolle, 175 

problem 
center- foc us, 342 
inverse in different ial Galois t he­

ory, 466 
nonlinear R iemann- Hilbert, 

412 , 413 
of center , 193 
of small limit cycles, 193 
of T hom. 411 
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