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Abstract. Approximately invariant elliptic slow manifolds are constructed for the Lorenz–
Krishnamurthy model of fast-slow interactions in the atmosphere. As is the case for many other two-
time-scale systems, the various asymptotic procedures that may be used for this construction diverge,
and there are no exactly invariant slow manifolds. Valuable information can however be gained by
capturing the details of the divergence: this makes it possible to define exponentially accurate slow
manifolds, identify one of these as optimal, and predict the amplitude and phase of the fast oscillations
that appear for trajectories started on it. We demonstrate this for the Lorenz–Krishnamurthy model
by studying the slow manifolds obtained using a power-series expansion procedure. We develop two
distinct methods to derive the leading-order asymptotics of the late coefficients in this expansion.
Borel summation is then used to define a unique slow manifold, regarded as optimal, which is
piecewise analytic in the slow variables. This slow manifold is not analytic on a Stokes surface: when
slow solutions cross this surface, they switch on exponentially small fast oscillations through a Stokes
phenomenon. We show that the form of these oscillations can be recovered from the Borel summation.
The approach that we develop for the Lorenz–Krishnamurthy model has a general applicability; we
sketch how it generalises to a broad class of two-time scale systems.
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1. Introduction. Dynamical systems with two time scales appear in a wide
variety of applications, in physics and chemistry in particular. A central concept in
their analysis is that of slow manifold [28, 18, 19]. Slow manifolds are nearly invariant
submanifolds of the state space of these systems near which the dynamics is slow;
their dimension is the number of slow variables, and they are defined by constraints
slaving fast variables to slow ones (see, e.g., [25]). The advantages of identifying
slow manifolds in two time-scale systems are obvious: projecting the dynamics onto
a slow manifold leads to a dynamical system of reduced dimensionality; this system
approximates the full dynamics while filtering out the fast behaviour, and it can
therefore be integrated efficiently.

The fast behaviour we are concerned with in this paper consists of rapid undamped
oscillations. In this case, the slow manifolds are elliptic and hence fragile. Specifically,
if ǫ ≪ 1 is the small parameter characterising the separation between fast and slow
time scales, the slow manifold that exists for ǫ = 0 cannot be expected to persist
as an invariant object when ǫ 6= 0. This is of course in contrast with the normally
hyperbolic case, for which persistence can be established [13]. Even though elliptic
slow manifolds are generally not exactly invariant, they can be approximately so to
a very high degree of accuracy. Indeed, systematic asymptotic procedures make it
possible to improve this accuracy, estimated by the angle between the vector field
and the manifold, systematically order-by-order in ǫ. For analytic vector fields, it is
possible to construct slow manifolds with O(ǫn) accuracy for arbitrary n ∈ N and
even, by optimal truncation, to achieve exponential accuracy [15, 11, 35, 25, 12, 27].

The non-existence of exactly invariant slow manifolds reflects the fact that fast
activity cannot be completely filtered out by a suitable projection of the initial condi-
tions. In other words, in the elliptic situation, fast oscillations are typically generated
by the slow dynamics, however well the initial data are prepared. The non-invariance

∗School of Mathematics and Maxwell Institute, University of Edinburgh, King’s Buildings, Edin-
burgh EH9 3JZ, UK (J.Vanneste@ed.ac.uk).

1



2 J. VANNESTE

is also manifested by the divergence of the asymptotic procedures used in the con-
struction of slow manifolds. The two aspects are related: the nature of the divergence
— the manner in which the coefficients of ǫn in the power-series expansions defining
slow manifolds grow with n — encodes the generation of (exponentially small) oscil-
lations. Thus, capturing the details of the divergence provides a means of describing
these oscillations. It also gives a way of analysing the differences between the various
slow manifolds that are obtained near optimal truncation. One of the motivations
here is to distinguish, among these slow manifolds differing by exponentially small
terms, a unique one, enjoying special properties.

The exponential accuracy of elliptic slow manifolds, the divergence of the asymp-
totic procedures used in their construction, and the connection between this diver-
gence and the generation of fast oscillations are the themes of this paper. Although
these have a general appeal for a broad class of two time-scale systems, we mainly ex-
plore them in a specific context, and for a specific model. The context is geophysical
fluid dynamics. Because of the fast rotation of the earth, the mid-latitude atmo-
sphere and oceans are typical two-time-scale systems, with the corresponding small
parameter — the Rossby number — taking values of the order of 0.1 and 0.01 in the
atmosphere and the oceans, respectively. Furthermore, the nature of the forcing is
such that the fast degrees of freedom, consisting of inertia-gravity waves, are often
only weakly excited. As a result, the notion of slow manifold is eminently relevant.
(See, e.g., [34, 31] and references therein for more background.)

The specific model that we analyse is the Lorenz five-component model [21], often
referred to as the Lorenz–Krishnamurthy (LK) model [23]. This model, governed
by five ordinary differential equations, was devised by Lorenz in order to explore
the concept of slow manifolds and study their invariance. Since it was proposed,
it has become one of the main testbeds for the study of slow manifolds, reduced
models (termed balanced models in this context), spontaneous wave generation, etc.
in geophysical fluid dynamics [21, 22, 23, 9, 10, 14, 32, 6, 7, 8, 17, 29, 30].

Several asymptotic procedures have been proposed for the derivation of slow man-
ifolds in the LK models (e.g. [20, 32]). Since their divergence properties are identical,
we concentrate here on a particularly simple one (see [34] for a detailed discussion).
Specifically, a slaving relation, which defines the slow manifold by relating the fast
variables to the slow ones, is postulated and introduced into the dynamical equations.
An approximate solution of the resulting partial differential equation is then sought as
a series expansion in powers of the small parameter ǫ. The coefficients in this series,
which we term slaving coefficients, are functions of the slow variables. Our main aim
is to capture their late form, that is, to obtain the asymptotics of the coefficient of ǫn

as n → ∞. Two alternative approaches are discussed. These are interchangeable in
the case of the LK model, but one or the other may be preferable for more compli-
cated models. Remarkably, the leading-order asymptotics of the slaving coefficients
can be determined in closed form, up to a single constant which is readily estimated
by solving a recurrence relation numerically. The accuracy of the asymptotic result
is established by a comparison with the slaving coefficients computed numerically for
a range of values of the slow variables.

We emphasise that our asymptotic results give a precise description of the manner
with which the power series expansion defining the slow manifolds diverges as n→ ∞.
This makes it possible to go beyond the standard optimal truncation arguments (e.g.
[11, 35]), which only provide bounds on the accuracy of the slow manifold, and delve
into the dynamics of the exponentially small terms. Specifically, we use the Borel
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summation of the divergent power series [3, 2] to define a unique manifold, which we
term optimal slow manifold. This is defined in a piecewise manner, with discontinuities
across codimension-one surfaces. Trajectories started on the optimal slow manifold
move away from it by an exponentially small distance when they cross these surfaces,
and fast oscillations develop. The amplitude and phase of these oscillations can be
determined from the late behaviour of the slaving coefficients. In previous work [29],
we derived these amplitude and phase by considering the dynamics along specific
trajectories. The present approach recovers these results by taking a more geometric
perspective, which views the slow manifold as a single object rather that a collection
of slow trajectories.

The analysis we carry out for the LK model is representative of a more general
treatment applicable to more complicated two-time-scale systems. We make this
plain by also considering a broad class of such systems and sketching how the theory
developed for the LK model generalises to this class. The results presented are largely
formal, and they make a number of simplifying assumptions, in particular about the
nature of the singularities of slow trajectories in the complex time plane. Nevetherless,
they provide a first glimpse into the relationship between these singularities, the
divergence of the asymptotic procedures used for constructing slow manifolds, and
the generation of fast oscillations.

This paper is organised as follows. The LK model is introduced in section 2.
There we discuss a systematic approach for the construction of slow manifolds of in-
creasing accuracy. As mentioned, this approach relies on expanding in power series
of ǫ the relations which define the slow manifolds by slaving fast variables to slow
variables. The coefficients of ǫn in this expansion — the slaving coefficients — satisfy
recurrence relations involving partial derivatives with respect to the slow variables.
The nonlinearity of the LK model, involving only quadratic terms, is simple enough
that the slaving coefficients are homogeneous polynomials in the slow variables. It is
therefore easy to derive them by solving simple algebraic recurrences for the coeffi-
cients of these polynomials. Section 3 focuses on these coefficients, which we refer to
as polynomial coefficients to distinguish them from the slaving coefficients. Specifi-
cally, we examine the form of the polynomial coefficients for large n. Two asymptotic
results are obtained. The first result gives a Gaussian approximation to the slaving
coefficients. The second, more general, result improves on this approximation in the
same manner as the large-deviation theory for the probability density of sums of ran-
dom numbers improves on the central-limit theorem. Section 4 then considers the
large-n asymptotics of the slaving coefficients themselves. The asymptotic behaviour
is obtained using two different approaches, one based on the polynomial coefficients,
the other directly considering the partial differential equation satisfied by the slaving
coefficients. The results are exploited in section 5, where we discuss the resummation
of the divergent series defining the slow manifolds. There, we use Borel summation
(e.g. [3, 2]) to define a unique slow manifold which we regard as optimal. The slaving
relation for this slow manifold is given as an integral which is clearly discontinous
across certain surfaces in the slow space. Examining the dynamics across these sur-
faces, we demonstrate that it is characterised by the generation of exponentially small
fast oscillations whose form is encoded in the Borel sum. General two-time-scale sys-
tems with elliptic slow manifolds are considered in section 6. The paper concludes
with a discussion in section 7.

2. Formulation.
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2.1. Model. We consider the model devised by Lorenz [21] and variously referred
to as the Lorenz five-component model or as the Lorenz–Krishnamurthy model (LK,
[23]). In its conservative form, on which we will focus, it can be written as the set of
five ordinary differential equations

u̇ = −vw + ǫbvy,(2.1)

v̇ = uw − ǫbuy,(2.2)

ẇ = −uv,(2.3)

ǫẋ = −y,(2.4)

ǫẏ = x+ buv,(2.5)

for the five dependent variables (u, v, w, x, y). This model, obtained by truncation
of the rotating shallow-water equations, governs the dynamics of a triad of vortical
modes, with amplitudes (u, v, w), coupled to a gravity mode described by (x, y). The
two parameters b and ǫ of the model control the strength of the coupling and the
gravity-wave frequency, respectively.

Following Camassa [9] and Bokhove and Shepherd [6], we note that the constancy
of the u2 + v2, obvious from (2.1)–(2.2), can be used to reduce the dimension of the
LK model from 5 to 4. Specifically, letting

u = u0 cosφ and v = u0 sinφ,(2.6)

reduces (2.1)–(2.5) to the two degree-of- freedom Hamiltonian system

φ̇ = w − ǫby(2.7)

ẇ = −u2
0 sin(2φ)/2(2.8)

ǫẋ = −y,(2.9)

ǫẏ = x+ bu2
0 sin(2φ)/2.(2.10)

Here, u2
0 = u2 + v2 is a constant which could be set to 1 by scaling.

In the form (2.7)–(2.10), the LK model can be recognised as describing the dy-
namics of a pendulum (making an angle 2φ with the vertical), coupled in some way to
a spring of extension x. This interpretation is useful to develop some intuition about
the dynamics of the model; it also makes transparent the relationship between the LK
model and mechanical models such as the swinging spring (or elastic pendulum; see,
e.g., [24]). In what follows, we mostly use the original formulation (2.1)–(2.5), which
gives a more compact form to various mathematical expressions; however, we often
use the variable φ in place of (u, v) to display functions of (u, v, w) in the reduced,
two-dimensional space (φ,w).

We are interested in the dynamics of the LK model when ǫ ≪ 1. In this regime,
there is a large separation between the O(1) time scale of evolution of the slow variables
(u, v, w) and the O(ǫ) time scale of the fast variables (x, y). We also assume that
b = O(1). In the geophysical context, these assumptions correspond to the quasi-
geostrophic regime, in which fast gravity waves interact only weakly with the much
slower vortical motion, termed balanced motion. In the mechanical interpretation of
the LK model, ǫ ≪ 1 indicates that the spring is stiff, so that its frequency ǫ−1 far
exceeds that of the pendulum.

The large time-scale separation implies the existence of slow manifolds. For the
LK model, these are three-dimensional submanifolds of the state space, parameterized
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by (u, v, w), which are nearly invariant and near which the motion is slow. The
dynamics in the neighbourhood of such slow manifolds is approximately devoid of
the fast oscillations which characterise the dynamics elsewhere in the state space.
The slow manifolds are elliptic, since linearising the fast dynamics gives the purely
imaginary eigenvalues ±iǫ−1. Therefore they cannot be expected to be invariant
when ǫ 6= 0. Nevertheless, their accuracy, measured by the difference between the
angle made by the vector field (u̇, v̇, ẇ, ẋ, ẏ) and the slow manifold, can be very high
indeed: systematic improvement procedures make it possible to define slow manifolds
with exponentially small errors.

The main interest of slow manifolds is that they allow a simplified description
of the dynamics. Projecting the vector field onto a slow manifold leads to a reduced
system of slow equations for (u, v, w) which approximates well the full dynamics for
initial condition near the slow manifold. Reduced models obtained in this manner are
termed balanced models in the geophysical context, where they have proved highly
successful.

It is clear from (2.4)–(2.5) that a slow manifold for the LK model can be defined
as the graph

x = −buv and y = 0.(2.11)

The corresponding balanced model is then given by (2.1)–(2.3) with y = 0. The slow
manifold (2.11) is only a leading-order approximation; starting with Lorenz [21], many
authors have considered how this can be improved. In the next sections, we examine in
detail a simple asymptotic procedure of the type described by Warn et al. [34] which
leads to an arbitrary O(ǫn) accuracy. Our aim is to capture the manner in which
this procedure diverges so as to define a slow manifold with a better-than-exponential
accuracy.

2.2. Slow manifolds. Slow manifolds can be sought by introducing the so-called
slaving relations

x = X(u, v, w; ǫ) and y = Y (u, v, w; ǫ),(2.12)

for unknown functions X and Y into (2.4)–(2.5). Eliminating the time derivatives
by means of (2.1)–(2.3) gives what Lorenz [20] termed the ‘superbalance equation’,
namely

ǫ

[

∂X

∂u
(−vw + ǫbvy) +

∂X

∂v
(uw − ǫbuy) − ∂X

∂w
uv

]

= −Y,(2.13)

ǫ

[

∂Y

∂u
(−vw + ǫbvy) +

∂Y

∂v
(uw − ǫbuy)− ∂Y

∂w
uv

]

= X + buv.(2.14)

These are two coupled partial differential equations for X and Y for which approx-
imate solutions can be found using iteration or expansion in powers of ǫ. Here we
employ the latter method which is more suited to derive explicit results. To some
extent the method used is irrelevant, since the slow manifolds obtained by different
means coincide up to terms smaller than the accuracy of the methods. Nevertheless,
specific methods may have some advantage: for instance, the iterative procedure pro-
posed in [25] guarantees that all equilibria of the system near the slow manifold lie
exactly on it. The expansion used here does not have this property.
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Inspection of (2.13)–(2.14) indicates that power series expansions of the slaving
relations (2.12) take the form

x =

N
∑

n=0

ǫ2nXn(u, v, w) and y =

N
∑

n=0

ǫ2n+1Yn(u, v, w),(2.15)

where the functions of the slow variables Xn and Yn are termed slaving coefficients.
These are homogenous polynomials in u, v and w of degree 2n + 2 and 2n + 3,
respectively. We make their specific form explicit by writing

Xn(u, v, w) = (2n)!
∑

i,j=0

Cn
ij u

2i+1v2j+1w2k,(2.16)

with k = n− i− j ≥ 0, and

Yn(u, v, w) = (2n+ 1)!
∑

i,j=0

Dn
ij u

2iv2jw2k+1,(2.17)

with k = n+1−i−j ≥ 0. In defining the coefficients Cn
ij and Dn

ij , we have introduced
the normalization factors (2n)! and (2n + 1)! which roughly capture the dominant
growth of Xn and Yn with n. We refer to Cn

ij and Dn
ij as polynomial coefficients and

emphasise that, unlike the slaving coefficients Xn and Yn which they generate, they
are simply numbers (for fixed b).

Substituting (2.15)–(2.17) into (2.13)–(2.14) leads to the following recurrence re-
lations for the Cn

ij and Dn
ij :

(2n+ 1)Dn
ij = (2i+ 1)Cn

i(j−1) − (2j + 1)Cn
(i−1)j + (2k + 2)Cn

(i−1)(j−1)

− b

n−1
∑

m=0

m
∑

p,q=0

(2m)!(2n− 2m− 1)!

(2n)!
Cm

pq(2.18)

×
[

(2p+ 1)Dn−m−1
(i−p)(j−q−1) − (2q + 1)Dn−m−1

(i−p−1)(j−q)

]

,

where k = n+ 1 − i− j, and

2nCn
ij = −2(i+ 1)Dn−1

(i+1)j + 2(j + 1)Dn−1
i(j+1) − (2k + 1)Dn−1

ij

+ b
n−2
∑

m=0

m+1
∑

p,q=0

(2m+ 1)!(2n− 2m− 3)!

(2n− 1)!
Dm

pq(2.19)

×
[

2pDn−m−2
(i−p+1)(j−q) − 2qDn−m−2

(i−p)(j−q+1)

]

,

where k = n − i − j. The initial condition for this iteration is provided by the
leading-order slow manifold (2.11) which gives

C0
00 = −b.(2.20)

The successive Dn
ij and Cn

ij are then calculated from (2.18)– (2.19), with the conven-
tion that Dn

ij = 0 for i < 0, j < 0 or i + j > n + 1, and Cn
ij = 0 for i < 0, j < 0 or

i+ j > n. The first few coefficients are

D0
00 = 0, D0

10 = b, D0
01 = −b,(2.21)
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Fig. 2.1. Approximate slow manifold with O(ǫ3) accuracy: the slaving functions X(u, v, w) and
Y (u, v, w) are plotted as functions of φ (with u = cos φ and v = sin φ) and w for ǫ = 0.2 and b = 0.5.
Approximate slow trajectories are plotted in the (φ, w)-plane.

and

C1
00 = −2b, C1

10 = −b/2, C1
01 = b/2.(2.22)

For larger n, the coefficients are easily computed numerically for fixed b. The numer-
ical results presented in this paper rely on such computations carried out for n up to
100.

The slow manifold corresponding to (2.20)–(2.22), for which the superbalance
equation is approximated within an O(ǫ3) error, is shown in Figure 2.1. The approx-
imations to X and Y are shown as a function of φ and w, with u0 = 1 in (2.6),
ǫ = 0.2 and b = 0.5. The Figure also shows approximate trajectories in the plane of
the slow variables (φ,w); lifting them to the slow manifold gives an approximation to
full trajectories.

The series (2.15) diverge as N → ∞. In this paper we examine more precisely the
nature of this divergence by considering the late behaviour of the slaving coefficients
Xn and Yn as n → ∞. A possible approach, attempted by Warn [33] for a simplifed
model, consists in deriving approximations for the polynomial coefficients Cn

ij and Dn
ij

as n→ ∞ from the recurrence relations (2.18)–(2.19). This is carried out in the next
section.

3. Late behaviour of Cn
ij and Dn

ij. We consider the behaviour of Cn
ij and Dn

ij

for large n. Numerical computations of these coefficients suggest the asymptotic forms

Cn
ij ∼ (−1)j+1f(ξ, η) and Dn

ij ∼ (−1)jg(ξ, η),(3.1)

where

ξ = n−1/2(i− n/3) and η = n−1/2(j − n/3).(3.2)

The two functions f(ξ, η) and g(ξ, η) introduced in (3.1) are smooth and localized,
peaking at (ξ, η) = (0, 0) and decreasing rapidly for |ξ| → ∞ and |η| → ∞. Thus, the
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coefficients Cn
ij and Dn

ij are maximum for i ≈ n/3 and j ≈ n/3, and O(1) only in a
‘core’ region where ξ, η = O(1). As we now show, it is not difficult to derive explicit
expressions for f(ξ, η) and g(ξ, η) in this core region.

3.1. Core: ξ, η = O(1). We first note that the nonlinear terms in the recurrence
relations (2.18)–(2.19) (the last two lines in each of these equations) can be neglected
in the limit n → ∞; provided that Cn

ij and Dn
ij remain O(1) as n → ∞ this is a

valid approximation because of the rapid decrease of the ratios of factorials. Neglect-
ing the nonlinear terms, we obtain two sets of first-order linear recurrence relations
and, by elimination of Dn

ij , a single set of second-order recurrence relations for Cn
ij .

Substituting the form (3.1) and using Taylor expansions to write, for instance,

Cn
(i+1)j ∼ (−1)j+1f(ξ + n−1/2, η)

∼ (−1)j+1

[

f(ξ, η) + n−1/2 ∂f

∂ξ
(ξ, η) +

1

2n

∂2f

∂ξ2
(ξ, η) + · · ·

]

leads to a partial-differential equation for f(ξ, η). The first non-trivial term appears
at order O(n−1) and is given by

4

(

∂2f

∂ξ2
+
∂2f

∂η2
− ∂2f

∂ξ∂η

)

+ 45

(

ξ
∂f

∂ξ
+ η

∂f

∂η

)

+ 90f = 0.

Separating variables, it is easily verified that the only solution decreasing to 0 for
large |ξ| and |η| is the Gaussian

f(ξ, η) = Λe−15(ξ2+ξη+η2)/2,(3.3)

where the constant Λ remains to be determined. From the linearisation of (2.18) and
from (3.1), we also deduce that

g(ξ, η) = f(ξ, η).(3.4)

With these results, the form of Cn
ij and Dn

ij for large n is known up to the single
number Λ which depends solely on b and needs to be determined numerically. This is
conveniently done by considering the behaviour of the solutions (u(t), v(t), w(t), x(t), y(t))
of the LK model near their poles in the complex t-plane. This approach makes contact
with the exponential-asymptotics treatment of solutions of the LK models in [29].

Let t⋆ ∈ C be one of the poles of the solutions (as discussed below, these are
poles of Jacobi elliptic functions but their location is unimportant at this point). At a
distance from such a pole, the dependent variables can be expanded in inverse powers
of t− t∗ as

u =

∞
∑

n=0

ǫ2nÛn

(t− t∗)2n+1
, v =

∞
∑

n=0

ǫ2nV̂n

(t− t∗)2n+1
, w =

∞
∑

n=0

ǫ2nŴn

(t− t∗)2n+1
,(3.5)

x =

∞
∑

n=0

ǫ2nX̂n

(t− t⋆)2n+2
and y =

∞
∑

n=0

ǫ2n+1Ŷn

(t− t⋆)2n+3
.(3.6)

Note that the coefficients X̂n and Ŷn are just (complex) numbers, unlike Xn and Yn

which are functions of (u, v, w). Substituting (3.5)–(3.6) into (2.1)–(2.5) gives a set of
5 first-order recurrence relations for the coefficients (Ûn, V̂n, Ŵn, X̂n, Ŷn). Observing
that

u ∼ −i/(t− t⋆), v ∼ 1/(t− t⋆), w ∼ −i/(t− t⋆),(3.7)
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Fig. 3.1. Prefactor Λ in the asymptotics (3.1)–(3.3) of Cn
ij as a function of b.

is a possible leading-order behaviour near t∗, we find the initial conditions

Û0 = −i, V̂0 = 1, Ŵ0 = −i, X̂0 = ib and Ŷ0 = 2ib(3.8)

for these recurrence relations. There are other possible behaviours near the poles,
alternative to (3.7). These are obtained by changing the signs of a pair of (u, v, w)
and hence of (Û0, V̂0, Ŵ0), and correcting the signs of (X̂0, Ŷ0) accordingly. (Such an
alternative choice is made [29].)

With the initial conditions (3.8) and for fixed b, it is straightforward to compute
(Ûn, V̂n, Ŵn, X̂n, Ŷn) numerically. The value of Λ can then be inferred from their
behaviour for n≫ 1. Specifically, the late form of X̂n can be verified to be

X̂n ∼ i(−1)n(2n+ 1)!κ,(3.9)

for some constant κ. This constant is easily estimated from the X̂n obtained numer-
ically by approximating the relation

κ = lim
n→∞

i(−1)n+1X̂n

(2n+ 1)!

for a large but finite n (cf. [29]).
Now, the asymptotic form (3.1)–(3.3) of Cn

ij provides an alternative expression for
the right-hand side of (3.9). To obtain it, we substitute the leading-order behaviour
of u, v and w near t∗ given in (3.7) into the expansion (2.15)–(2.16) of the slaving
relation x = X(u, v, w; ǫ). This reduces to

x ∼ i

∞
∑

n=0

(−1)n+1(2n)!ǫ2n

(t− t∗)2n+2

n
∑

i,j=0

(−1)jCn
ij .

Comparing with (3.6) then gives

X̂n ∼ i(−1)n+1(2n)!

n
∑

i,j=0

(−1)jCn
ij .
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Fig. 3.2. Coefficients (−1)j+1Cn
ij as functions of ξ = n−1/2(i − n/3) and η = n−1/2(j − n/3)

for n = 40, 70 and 100, and for b = 0.5. The last panel shows the asymptotic form for n → ∞.

The right-hand side can now be evaluated using the the form (3.1)–(3.3) of Cn
ij .

Approximating the sums by integrals, we obtain

X̂n ∼ i(−1)n(2n)!nΛ

∫

∞

−∞

∫

∞

−∞

e−15(ξ2+η2+ξη)/2 dξdη

∼ i(−1)n(2n+ 1)!
2πΛ

15
√

3
.

This is a second expression for the late behaviour of X̂n. Identifying with (3.9) leads
to the relation

Λ =
15

√
3

2π
κ.(3.10)

Thus, like κ, Λ can be obtained numerically by computing the coefficients X̂n for
n ≫ 1 from the five recurrence relations for (Ûn, V̂n, Ŵn, X̂n, Ŷn). The results of this
computation carried out for values of b in the range (0, 5) are shown in Figure 3.1.
For the value b = 0.5 which we use often in what follows, we find that Λ = 1.6858 · · ·.
Note that Λ vanishes for certain values of b; for these, the growth of the functions
Xn and Yn is slower than in the generic case Λ 6= 0, and it can only be captured by
continuing the expansion beyond the leading-order term considered here.

With our estimate for the prefactor Λ, we now have the complete form of the
leading-order asymptotics of Cn

ij and Dn
ij for n ≫ 1 in the core region ξ, η = O(1).
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Fig. 3.3. Scatter plot of (−1)j+1Cn
ij/Λ, with Λ estimated numerically, against exp[−15(ξ2 +

ξη + η2)/2] for b = 0.5, and n = 40 (×) and n = 100 (◦). The same data are plotted in linear
coordinates (left panel) and in logarithmic coordinates (right panel).

This is compared in figure 3.2 with the values of (−1)j+1Cn
ij computed numerically

from the recurrence relations (2.16)–(2.19) for n = 40, 70 and 100. The figure con-
firms the asymptotic results, and illustrates how the discrete dependence of Cn

ij on i
and j asymptotes to the continuous dependence on ξ and η as n→ ∞. To give a more
precise comparison between numerical and asymptotic results than than afforded by
the colour-scale figure 3.2, we show in figure 3.3 a scatter plot of (−1)j+1Cn

ij , nor-

malised by Λ, against its asymptotic limit exp[−15(ξ2+ξη+η2)/2]. This confirms the
match between asymptotic and numerical results. It also shows that the convergence
towards the asymptotic behaviour is rather slow.

A noticeable feature of figure 3.3 is the cloud of points for small values of Cn
ij .

These correspond to indices i and j far from the core values i, j ≈ n/3 or, in other
words, to |ξ|, |η| ≫ 1. In this tail region, we cannot expect the asymptotics (3.1)–(3.3)
to be valid. Even though Cn

ij and Dn
ij are exponentially small there, the tail region

is important for the evaluation of the coefficients Xn and Yn from the sums (2.16)–
(2.17). Indeed, for u, v, w ∈ R, the largest terms in these sums are not those for which
ξ, η = O(1) but rather ξ, η = O(n1/2). This is because the factors u2i+1v2j+1)w2k

in the sum (2.16), for instance, depend exponentially on n in the core region, since
i, j, k = O(n) there. Thus the asymptotic results derived so far, although providing
valid estimates for the coefficients Cn

ij andDn
ij where they are O(1), are not sufficiently

accurate to estimate Xn and Yn from (2.16)–(2.17).

The situation is analogous to that encountered in probability theory when study-
ing the distribution of the sum of random variables. The central-limit theorem pro-
vides a Gaussian approximation for the core of the distribution, but this approxima-
tion fails in the tails. These can be essential, however, for instance if the expectation
of the exponential of the sum is to be estimated. It is therefore necessary to go be-
yond the central-limit theorem and use the theory of large deviations, which gives an
estimate of the distribution valid in the tails. Here, similarly, it is necessary to derive
an approximation for Cn

ij and Dn
ij for n≫ 1 when ξ, η = O(n1/2). This is done next.
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3.2. Tail: ξ, η = O(n1/2). We start with the ‘large-deviation’ ansatz

Cn
ij = (−1)j+1A(a, b, n)e−nG(a,b),(3.11)

where

a =
i

n
− 1

3
and b =

j

n
− 1

3
.

Here the functions A and G need to be determined to satisfy the recurrence relations
(2.18)–(2.19). The dependence of A on n is assumed to be such that its partial
derivatives (denoted by subscripts) satisfy Aa, Ab = O(1), as n → ∞. We will be
concerned only with determining the function G which governs the dominant, or
controlling, behaviour of Cn

ij . This function satisfies

G(0, 0) = Ga(0, 0) = Gb(0, 0) = 0.

This is necessary to recover the Gaussian form given in (3.1) and (3.3)–(3.4) when
a = n−1/2ξ = O(n−1/2) and b = n−1/2η = O(n−1/2). More specifically,

G(a, b) ∼ 15

2

(

a2 + ab+ b2
)

, as a, b→ 0.(3.12)

Introducing (3.11) into (2.18)–(2.19) and retaining only the leading order term
yields a nonlinear differential equation for G which is too lenghty to reproduce here.
It can however be much simplified by introducing the Legendre transform

S(p, q) = sup
a,b

(ap+ bq −G(a, b)) ,(3.13)

with p = Ga(a, b) and q = Gb(a, b). In terms of S, with p and q as independent
variables, the equation satisfied by G takes the form

[

(1 − e−p)Sp + (1 − e−q)Sq −
1

3
(1 + e−p + e−q)

]2

= eS−2p/3−2q/3.

Taking the square root, we obtain

(1 − e−p)Sp + (1 − e−q)Sq =
1

3
(1 + e−p + e−q) − eS/2−p/3−q/3.(3.14)

The sign choice is justified by considering this equation for small p and q. Assuming
that S is quadratic, (3.14) reduces to

pSp + qSq +
S

2
=

1

9

(

p2 − pq + q2
)

+ · · · ,

where · · · denotes cubic and higher-order terms. Solving gives

S(p, q) ∼ 2

45

(

p2 − pq + q2
)

as p, q → 0,(3.15)

which is the Legendre transform of (3.12), as expected.
The nonlinear equation (3.14) can be solved explicitly. Let

P =
1

2
log [(ep − 1)(eq − 1)] , Q =

1

2
log

(

ep − 1

eq − 1

)

(3.16)
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and

S(p, q) = Ŝ(P,Q) + P − 1

3
(p+ q).(3.17)

We note that the branches of the logarithms in (3.16) need to be specified: a suitable
choice takes −π/2 < arg(ep − 1) ≤ 3π/2 and −3π/2 < arg(eq − 1) ≤ π/2 so that
P (−p,−q) = P (p, q) and Q(−p,−q) = Q(p, q) + iπ for p, q > 0. Introducing the
variable transformation (3.16)–(3.17) into (3.14) leads to the simpler equation

ŜP = − e(Ŝ+P )/2

[(1 + eP+Q) (1 + eP−Q)]
1/2

involving a P -derivative only. Integrating gives the solution

Ŝ(P,Q) = −2 log

(

1

2

∫ P eP ′/2

[(1 + eP ′+Q) (1 + eP ′−Q)]
1/2

dP ′ + C(Q)

)

,(3.18)

where the function C(Q) remains to be determined. It can be shown that C(Q) = 0
if the lower limit of integration in (3.18) is taken as −∞ so that

Ŝ(P,Q) = −2 log

(

1

2

∫ P

−∞

eP ′/2

[(1 + eP ′+Q) (1 + eP ′
−Q)]

1/2
dP ′

)

.(3.19)

Indeed, this choice ensures that the limiting behaviour (3.15) is recovered for p, q →
0. To verify this, note that P → −∞ and hence exp(P ) → 0 as p, q → 0. The
denominator of the integrand in (3.19) can then be expanded, leading to

Ŝ(P,Q) = −2 log

(

1

2

∫ P

−∞

eP ′/2

[

1 − eP ′

coshQ+ e2P ′

(

1

4
+

3

4
cosh(2Q)

)

+ · · ·
]

dP ′

)

= −P +
2

3
eP coshQ− 2

5
e2P

(

1

4
+

3

4
cosh(2Q)

)

+
1

9
e2P cosh2Q+ · · · .

On using the approximations exp(P +Q) = p+p2/2+ · · ·, exp(P −Q) = q+q2/2+ · · ·,
exp(2P ) = pq + · · · and exp(2Q) = p/q + · · ·, this further simplifies into

Ŝ(P,Q) = −P +
1

3
(p+ q) +

2

45

(

p2 − pq + q2
)

+ · · · .

Introducing this result into (3.17) reduces S(p, q) to the form (3.15), as required.
With (3.19) established, the derivation of the large-n behaviour of Cn

ij for ξ, η =

O(n−1/2) is complete: S(p, q) can be calculated from (3.17), and the function G(a, b)
follows by inverting the Legendre transform (3.13). If the asymptotic form of Cn

ij is
only used to approximate the coefficients Xn(u, v, w), as is done in the next section,
the inversion step is in fact not necessary since the Xn can be expressed directly in
terms of S(p, q).

4. Late behaviour of Xn and Yn. In this section, we present two approaches
for the derivation of the asymptotic form of the slaving coefficients Xn and Yn for
n ≫ 1. One approach relies on our approximation (3.11) for Cn

ij ; the other considers
the superbalance equation (2.13)–(2.14) directly. We start with the latter approach,
which turns out to be somewhat simpler.
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4.1. From the superbalance equation. From (2.13)–(2.14), and assuming
that the linear terms dominate for large n, we have that

Xn+1 ∼ −
(

vw
∂

∂u
+ uw

∂

∂v
− uv

∂

∂w

)2

Xn,(4.1)

as n→ ∞. This recurrence relation can be solved using characteristics: let (U, V,W )(t)
be the solutions of the leading-order slow equations, namely

U̇ = −VW,(4.2)

V̇ = UW,(4.3)

Ẇ = −UV,(4.4)

with initial conditions (U, V,W )(0) = (u, v, w). Then the solution of (4.1) can be
written as

Xn(u, v, w) ∼ (−1)n d2n

dt2n

∣

∣

∣

∣

t=0

X̃0(U(t), V (t),W (t)),(4.5)

Here X̃0 is an unknown polynomial, determined by the early iterations when the
nonlinear terms neglected in (4.1) are significant. The details of X̃0 do not mat-
ter: what controls the right-hand side of (4.5) for large n are the singularities of
(U, V,W )(t) nearest the origin of the complex t-plane (e.g. [5]). Let t∗ and t̄∗, where
the overbar denotes complex conjugation, be these singularities, and assume they are
poles of order r. These poles should be thought of as functions of the slow variables:
t∗ = t∗(u, v, w). Then, as t→ t∗,

X̃0 ∼ C

(t− t∗)r
,(4.6)

where C is a constant which may depend on t∗. The complex conjugate behaviour
holds as t → t̄∗. These behaviours control the late asymptotics of Xn. From (4.5)–
(4.6), we obtain this asymptotics in the explicit form

Xn ∼ (−1)n(2n+ r − 1)!C

(r − 1)!(−t∗)2n+r
+ c.c..

Comparison with (3.6) and (3.9) then shows that

r = 2 and C = iκ,

for trajectories (U(t), V (t),W (t)) consistent with (3.7). It follows that

Xn ∼ (−1)n(2n+ 1)!iκ

t2n+2
∗

+ c.c..(4.7)

The relationship t∗ = t∗(u, v, w) can be made completely explicit using the solu-
tion of (4.2)–(4.4). In what follows, we assume that |w| ≥ |u|. This means that we
consider the open trajectories in the (φ,w)-plane represented in Figure 2.1. (The case
|w| < |u|, corresponding to closed trajectories, is treated similarly, by swapping the
roles of u and w.) Defining

u0 = ±
√

u2 + v2 and w0 = ±
√

v2 + w2,
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with the signs those of u and w, respectively, the solution of (4.2)–(4.4) can be written
in terms of Jacobi elliptic functions as

U(t) = u0cn(w0(t− t0); k),(4.8)

V (t) = u0sn(w0(t− t0); k),(4.9)

W (t) = w0dn(w0(t− t0); k),(4.10)

where the modulus k = u0/w0 ≤ 1 (e.g.[1], Ch. 16). The constant t0 is determined
by the initial conditions (U, V,W )(0) = (u, v, w). With φ(u, v) defined as in (2.6) and
taken in (−π, π), we find that

t0 = − 1

w0
F (φ(u, v); k),(4.11)

where F denotes the elliptic integral of the first kind, defined as

F (φ; k) =

∫ φ

0

(1 − k2 sin2 σ)−1/2 dσ.

(e.g.[1], Ch. 17).
Now, the poles of the elliptic functions in (4.8)–(4.10) are located on the lattice

t∗ = t0 + 2r
K(k)

w0
+ i(2s+ 1)

K(k′)

w0
, r, s ∈ Z,(4.12)

where k′
2

= 1 − k2 and K(k) = F (π/2; k) denotes the complete elliptic integral of
the first kind ([1], Ch. 17). The poles nearest the origin clearly have s = 0 or s = −1.
We choose to denote by t∗ the pole corresponding to s = 0; the pole corresponding
to s = −1 is its complex conjugates t̄∗. With this convention, the poles nearest the
origin are given by t∗ and t̄∗, with

t∗ = t0 + 2r
K(k)

w0
+ i

K(k′)

w0
.(4.13)

Here,

r =







−1 for φ ∈ (−π,−π/2)
0 for φ ∈ (−π/2, π/2)
1 for φ ∈ (π/2, π)

,

since, according to (4.11), t0 is a monotonic function of φ in (−π,−π/2), (−π/2, π/2)
and (π/2, π) which satisfies t0 = ∓K(k)/w0 for φ = ±π/2 and t0 = ∓2K(k)/w0 for
φ = ±π. Substituting (4.13) into (4.7) gives the completely explicit form

Xn ∼ (−1)n(2n+ 1)!iκw2n
0

(F (φ(u, v); k) − 2rK(k) − iK(k′))
2n+2 + c.c.(4.14)

for the late asymptotics of Xn. An analogous expression can be derived for Yn.
Three remarks are in order. The first concerns the sign of the right-hand side

of (4.14). Near the pole with r = 0, the behaviour of the solution (4.8)–(4.10) is
consistent with (3.7), as assumed in the derivation. Near the poles with r = ±1,
the signs of U(t) and V (t) are opposite to those in (3.7), but the sign of Xn remains



16 J. VANNESTE

−4

−2

0

2

4

φ

X5

10!

0 ππ/2

−1.5

0

1.5

φ

X20

40!

0 ππ/2

Fig. 4.1. Estimates of Xn(u, v, w) as a function of φ for w = 2 and b = 0.5: numerical results
(solid curves) are compared with asymptotic ones (dashed curve) for n = 5 and n = 20. For n = 5
the asymptotic result obtained by taking into two poles is also shown (dotted curve).

unchanged because the transformation (u, v, w, x, y) 7→ (−u,−v, w, x, y) leaves (2.1)–
(2.5) invariant. The second remark concerns the discontinuous behaviour of Xn at
φ(u, v) = ±π/2, that is, for u = 0. This is immediately remedied by noting that the
two pairs of complex-conjugate poles with r = 0 and r = ∓1 both contribute to Xn

at the same order in a neighbourhood of size O(n−1) of φ = ±π/2. Adding the two
contributions then leads to an approximation for Xn that is continuous at φ = ±π/2.
The third remark is that the factorial growth of Xn described by (4.14) means that
the asymptotic series (2.15) defining the slow manifold is of type Gevrey of order 1;
the divergence of this type of series and their resummability is well understood (e.g.
[2]).

The asymptotic result (4.14) is illustrated by figure 4.1 which compares the
asymptotic and numerical estimates of Xn/(2n)! as a function of φ for fixed u0 = 1,
w = 2 and b = 0.5. Since Xn is a π-periodic function of φ, it is only plotted for
φ ∈ [0, π). The upper panel of the figure corresponds to n = 5, and the lower panel
to n = 20. For n = 5, we show two asymptotic estimates: the first takes into account
only the pair of complex-conjugate poles nearest the origin; the second takes into ac-
count the two nearest pairs. As remarked above, the latter approximation eliminates
the discontinuity at φ = π/2; it also matches the numerical results remarkably well.
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Fig. 4.2. X20 as a function of φ and w for u0 = 1 and b = 0.5. (X20 has been normalised by
w23 for the clarity of the picture.)

For n = 20, the match is already excellent with a single pair of complex-conjugate
poles, and the curves are indistinguishable.

To illustrate further the manner in which the coefficients Xn depend on φ and w,
we show in Figure 4.2 results of the numerical computation of X20 for φ ∈ [0, π) and
w ∈ [1, 3). The values ofX20 increase rapidly with w; in order to make the dependence
on φ visible in the colour scale for the smaller values of w, we have plotted Xn/w

α

rather than Xn, with the parameter α chosen as α = 23 to minimise the variations
in colour in the w direction. A completely indistinguishable picture would have been
produced had we use the asymptotic estimate for X20 in place of the numerical results.

4.2. From the coefficients Cn
ij . We now present a derivation of the asymptotics

(4.14) alternative to that of the previous section. This relies on the results of section
3 providing the asymptotics of the polynomial coefficients Cn

ij with sufficient accuracy
that the sums (2.16)–(2.17) can be estimated. A possible advantage of this approach
is that it is less tied up to the exact solution of the leading-order balanced model
(4.2)–(4.4), and hence to the integrability of that model.

To obtain the asymptotics of Xn from that of Cn
ij , we introduce (3.11) into (2.16)

to find that

Xn(u, v, w) ≍ (2n)!
∑

i,j=0

A(a, b)(−1)j+1e−nG(a,b)u2i+1v2j+1w2k,(4.15)

with k = n − i − j. In this section, we concentrate of the controlling behaviour of
Xn for n ≫ 1 and ignore order-one prefactors. This is indicated by the symbol ≍.
The oscillations introduced by the factor (−1)j+1 in the sum make the validity of
the expression questionable for v ∈ R. However, one can use it safely for instance if
ν = iv ∈ R, then use an analytic continuation argument for v ∈ R. We proceed in
this formal manner. Approximating the sums in (4.15) by integrals over a and b gives

Xn ≍ (2n)!n2(uνw)2n/3

∫

∞

−∞

∫

∞

−∞

A(a, b)en[2a log(u/w)+2b log(ν/w)−G(a,b)] dadb.(4.16)



18 J. VANNESTE

The integrals can be approximated by Laplace’s method to obtain

Xn ≍ (2n)!n(uνw)2n/3eS(p,q),(4.17)

where S is the Legendre transform of G defined in (3.13),

p = log
( u

w

)2

and q = log
( ν

w

)2

.

Several simplifications occur on using the variable transformation (3.16)–(3.17): this
reduces (4.17) to the form

Xn ≍ (2n+ 1)!
[

(w2 − u2)(w2 − ν2)
]n/2

enŜ(P,Q),(4.18)

where

P =
1

2
log

(w2 − u2)(w2 − ν2)

w4
and Q =

1

2
log

w2 − u2

w2 − ν2
.(4.19)

At this point, we can re-introduce iv in place of ν and take v ∈ R. Doing so, we
analytically continue the function given by the integral in (4.16) for v ∈ iR to v ∈ R.
This provides an approximation to at least one branch of (4.15) thought of as an
analytic function of v in the complex plane minus possible branch cuts. Note that the
arguments of the logarithm in P and Q are both positive if we assume, as in section
4.1, that |w| ≥ |u|. However, for our choice of branch for the definition of P and Q,
arg(ep − 1) = arg(u2/w2 − 1) = π, arg(eq − 1) = arg(−v2/w2 − 1) = −π, and hence

P =
1

2
log

(w2 − u2)(w2 + v2)

w4
and Q =

1

2
log

w2 − u2

w2 + v2
+ iπ.(4.20)

We now consider the integral appearing in the expression (3.18) for Ŝ, namely

I =

∫ P

−∞

eP ′/2

[(1 + eP ′+Q) (1 + eP ′−Q)]
1/2

dP ′.(4.21)

and note that the factor 1+eP ′
−Q in the denominator changes sign in the integration

range for P ′ = Q− iπ < P . We introduce the change integration variable from P ′ to
z′, with

z′
2

=
1 + eQ−P ′

1 − e2Q
,

which maps P ′ = −∞ to z′ = ∞, P ′ = Q− iπ to z′ = 0, and P ′ = P to z′ = z, where

z2 =
1 + eQ−P

1 − e2Q
= (v/u0)

2,(4.22)

with the last equality following from (4.20). The change of variables makes it possible
to express I in terms of elliptic integrals as

I =

(

∫ P

Q−iπ

+

∫ Q−iπ

−∞

)

eP ′/2

[(1 + eP ′+Q) (1 + eP ′
−Q)]

1/2
dP ′

= −eQ/2 [F (φ(u, v); k) ± iK ′(k)] ,
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where the ± sign depends on a branch choice and φ(u, v) = sin−1(v/u0) is assumed to
be in (−π/2, π/2). In writing this expression we recover the parameter k appearing
in section 4.1 from the computation

1 − e2Q =
u2 + v2

v2 + w2
=
u2

0

w2
0

= k2.(4.23)

using (4.20). Similarly, we compute eQ/2 = i(w2 − u2)1/4(w2 + v2)−1/4 and finally
reduce (4.18) to

Xn ≍ (2n+ 1)!(−1)nw2n
0

[F (φ(u, v); k) ± iK ′(k)]
2n ,(4.24)

Once the two complex-conjugate contributions are taken into account, this is consis-
tent with (4.14) when −π/2 < φ < π/2. For −π < φ < −π/2 and π/2 < φ < π, other
branch choices must be made in (4.21) to recover (4.14).

5. Resummation. Our main aim for examining the late asymptotics of the
coefficients Xn and Yn is to control the divergence of the power-series expansion of the
slaving relation (2.12) defining the slow manifold. This makes it possible to ascertain
how a unique slow manifold can be defined which, although not invariant, is optimal
in a certain sense. A natural way of achieving this is by using Borel resummation. As
we now show, the Borel summation [2] of the divergent series (2.15) provides a natural
definition of a unique, piecewise-continuous slow manifold, with discontinuities across
what might be termed Stokes surface.

We define the Borel transform of X(u, v, w; ǫ) by the series

BX(u, v, w; ξ) =

∞
∑

n=0

Xn(u, v, w)

(2n+ 1)!
ξ2n+1.(5.1)

The asymptotics (4.7) of Xn ensures that this series converges for |ξ| < |t∗|. Analytic
continuation can then be used to defineBX for larger |ξ|. Formally,X can be recovered
from its Borel transform by Laplace transform, according to

X(u, v, w; ǫ) = ǫ−2

∫

∞

0

e−ξ/ǫBX(u, v, w; ξ) dξ,(5.2)

as a term-by-term integration indicates. We now propose to define the optimal slow
manifold for the LK model by this relation and its counterpart for Y (u, v, w; ǫ). A
crucial point is that we choose the integration contour in (5.2) to be the positive real
line for all values of (u, v, w). A consequence is that the optimal slow manifold defined
in this manner is not analytic and indeed not even continuous in (u, v, w). This is
unavoidable since the analytic continuation of (5.2) that may be obtained by suitably
deforming the contour of integration in the complex plane picks up fast oscillations
across certain surfaces in the (u, v, w)-space. We discuss this next.

The loss of analyticity in X arises when singularities of BX in the ξ-plane cross the
positive real axis. The singularities of BX are, in turn, controlled by the asymptotics
ofXn for n≫ 1. Taking (4.7) into account, we observe that BX has poles for ξ = ±it∗,
with the behaviour

BX(u, v, w; ξ) ∼ ±
∞
∑

n=0

(−1)niκ
ξ2n+1

t2n+2
∗

= ± iκξ

ξ2 + t2
∗

(5.3)
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Fig. 5.1. Location of the poles of BX in the complex ξ-plane for v < 0 (left panel), and for
v > 0 (right panel). The optimal slow manifold, defined by as the integral of exp(−ξ/ǫ)BX along
the positive real axis of ξ, is not analytic for v = 0: the optimal slow manifold for v > 0 differs from
the analytic continuation of the manifold defined for v < 0 by the contributions of the two poles
encircled in the right panel.

near these. Here, as in section 4, t∗ is a function of the slow variables: t∗ = t∗(u, v, w).
The sign should be taken as + if the behaviour of x near the pole is in agree-
ment with (3.7), and as − if the sign of x is opposite. (Note that all poles t∗ of
(u(t), v(t), w(t), x(t), y(t)), not only those nearest the origin, lead to contributions of
this form, although the latter have a dominant role.) Thus, we conclude from (5.3)
that the optimal slow manifold is discontinous for values of (u, v, w) such that there
are poles t∗ with Re t∗ = 0. Taking the location (4.12) of the poles t∗ into account,
this is seen to occur for φ = −π, 0, π, that is, when v = 0. A simple picture therefore
emerges of an optimal slow manifold analytic everywhere in (u, v, w) except on the
surface v = 0, which can be termed Stokes surface. Across this surface, a Stokes
phenomenon occurs, and X(u, v, w; ǫ) and Y (u, v, w; ǫ) jump. Not surprisingly, the
jumps are associated with the generation of fast oscillations.

Let us examine this more closely by considering a trajectory of the slow system
crossing the Stokes surface v = 0. For definiteness, we consider the crossing corre-
sponding to v̇ > 0, i.e. φ = 0 (the crossing with v̇ < 0, i.e. φ = ±π is the identical
modulo a few sign changes). For v < 0, the relevant poles of the slow solution (4.8)–
(4.10) have Re t∗ > 0. Considering only the poles closest to the real axis, and taking
Im t∗ > 0 by convention, the location of the poles of the function BX in the ξ-plane
(the Borel plane) is as represented on the left panel of Figure 5.1, with four poles at
±it∗ and ±it̄∗. As v increases toward 0, Re t∗ decreases, and the poles move toward
the real line which they cross when v = 0. Thereafter, there is a difference between
the function X defined by (5.2) for v > 0 and the function obtained by analytically
continuing X from v < 0. The difference is the contribution of the two poles −it∗
and it̄∗ that have crossed the integration contour. This contribution, computed from
(5.2)–(5.3) (with the + sign) as the residue

Xpole(u, v, w; ǫ) =
πκ

ǫ2
eit∗/ǫ + c.c. =

2πκ

ǫ2
e−Im t∗/ǫ cos(Re t∗/ǫ),(5.4)

corresponds to fast gravity oscillations. This is made obvious by evaluating (5.4)
along the slow trajectory. To leading order in ǫ, the slow trajectory is given by

u(t) ∼ u0cn(w0t; k), v(t) ≈ u0sn(w0t; k), w(t) ≈ w0dn(w0t; k).(5.5)
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Introducing this into (5.4) leads to

xpole(t) = Xpole(u(t), v(t), w(t); ǫ) =
2πκ

ǫ2
e−K(k′)/(ǫw0) cos(t/ǫ),(5.6)

since −π/2 < φ < π/2, and t∗ = −t+ iK(k′)/w0, in the simple case considered with
v̇ > 0. This pole contribution clearly corresponds to fast oscillations that appear
when v goes through 0 and have exponentially small amplitudes, proportional to
exp(−K(k′)/(ǫw0)). The expression (5.6) coincides with that obtained in [29] using
a different approach (up to a sign change arising from a different sign combination in
(5.5)). The computations carried out in that paper, comparing (5.6) with results of
the numerical integration of the LK system, confirms the validity of this expression.

Physically, the pole contribution represents gravity waves that are generated spon-
taneously by the slow balanced motion and cause the exact trajectories to move away
from the optimal slow manifold by an exponentially small amount. Note that we
have considered only the leading-order contribution associated with the pole t∗. In
the full problem, there are not only corrections to the amplitude and phase in (5.6),
but also terms with higher frequencies n/ǫ, n > 1, which appear as a result of the
nonlinearities of the LK model.

6. General slow manifold. In this section, we briefly discuss how some of the
results obtained above for the LK model generalize to a broad class of two-time-scale
systems. The systems that we consider can be written in the form

∂s

∂t
= Ns(s, f),(6.1)

∂f

∂t
+

1

ǫ
L(s)f = Nf(s, f),(6.2)

where s denotes the vector of slow variables, and f the vector of fast variables. Here
Ns(s, f) and Nf(s, f) are vector-valued functions of s and f, analytic in finite regions
around Im s = 0 and Im f = 0. They are assumed to be of order one, and could
depend on ǫ, but we have ignored this dependence. The matrix L(s) governs the
linear dynamics of the fast variables; it is assumed to be analytic in s, and skew
symmetric. Its eigenvalues ±iωk(s), k = 1, 2, · · · of L(s) are assumed to satisfy

1 < ω1(s) < ω2(s) < · · · < ωn(s).

The boundedness from below by a constant, which can be set to 1 by suitably defining
ǫ, is crucial to ensure the time-scale separation between the variables s and f. Note
that the fact that ωk 6= 0 implies that the dimension of f is even. The LK model is
of the form (6.1)–(6.2), with s = (u, v, w), f = ǫ(x, y) and L(s) given by the 2 × 2
canonical symplectic matrix.

The system (6.1)–(6.2) clearly has an elliptic slow manifold which, to leading-
order, is simply given by f = 0. More accurate slow manifolds can be obtained by
seeking a relationship

f = F(s; ǫ)(6.3)

slaving the fast variables to the slow ones. Introducing (6.3) into (6.2) and using (6.1)
to eliminate the time derivative leads to the superbalance equation

ǫNs(s,F(s)) · ∂sF(s) + L(s)F(s) = ǫNf(s,F(s)),(6.4)
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where · denotes summation over the components of s. An approximation solution
F can be derived by iteration or expansion in powers of ǫ. Here we use the latter
procedure, and write F as the formal series

F(s; ǫ) =
∞
∑

n=0

ǫn+1F(n)(s).(6.5)

The successive F(n) are then determined from a recurrence relation, starting with
F(0)(s) = L(s)−1Nf(s, 0).

6.1. Late behaviour of F(n). We now consider the asymptotics of F(n) for
n ≫ 1. In the absence of detailed information on the nature of the terms Ns and
Nf in (6.1)–(6.2), we cannot write F(n) as polynomials in s, as is the case for the LK
model (and, more generally, for any model where Ns and Nf are polynomials in s and
f). However, it remains possible to infer the late behaviour of F(n) directly from the
superbalance equation (6.4) following the approach taken for the LK model in section
4.1.

Introducing the expansion (6.5) into (6.4) and considering the coefficient of ǫn+2,
say, leads to a recurrence relation for the F(n). It would be very tedious to write down
this recurrence explicitly; however, our interest is in the behaviour of the solution
F(n) for n ≫ 1 only. It is therefore sufficient to consider the dominant terms in the
recurrence relation; these correspond to the balance

L(s)F(n+1)(s) ∼ Ns(s, 0) · ∂sF
(n)(s).(6.6)

To see this, assume that F(n) depends on n like (n+r−1)!/an, for some n-independent
parameters r ≥ 0 and a(s), as is confirmed below. The controlling behaviour of the
terms retained in (6.6) (i.e., the fastest dependence on n) is then proportional to
(n − r)!. One of the terms neglected in (6.6) is F(n)(s) · ∂fNf(s, 0), with controlling
behaviour (n + r − 1)!, and hence smaller by a factor 1/n than the terms retained.
All the other terms are nonlinear in F(n) and give contributions behaving also like
(n + r − 1)! or smaller. We demonstrate this for the quadratic terms that arise in
the expansion of the first term in (6.4). Ignoring irrelevant constants, these give a
contribution at O(ǫn+2) of the form

n−1
∑

k=0

F(n−1−j)(s)∂sF
(j)(s) = F(0)(s)∂sF

(n−1)(s) +
n−2
∑

k=0

F(n−1−j)(s)∂sF
(j)(s).

The first term on the right-had side behaves like (n+r−1)!. The controlling behaviour
of each of the terms in the remaining sum can be bounded by (n + r − 2)!, so that,
together, they also yield a contribution bounded by (a multiple of) (n+ r − 1)!. All
the nonlinear terms neglected in (6.6) can be treated using a similar argument relying
on the fact that multiple sums of powers of F(j) are dominated by the terms involving
the coefficients F(j) with the largest possible indices j.

Now, the late behaviour of F(n) can be captured by solving the approximate
recurrence relation (6.6). To do this, we define

v = Ns(s, 0) · ∂s,(6.7)

which we will think of either as a differential operator or as a vector field in the space
of the slow variables s. The dynamics associated with this vector field is that of the
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simplest balanced model, obtained by substituting the lowest-order slaving relation
f = 0 into (6.1). The approximate recurrence relation (6.6) can be rewritten in terms
of v as

L(s)F(n+1)(s) ∼ −vF(n)(s).(6.8)

This can be solved using the method of characteristics. We denote by

S(t) = exp(tv)s

the solution of

Ṡ = v(S) with S(0) = s.

Thus exp(tv) gives the approximate slow trajectory obtained on the leading-order
slow manifold f = 0. In terms of this trajectory, we integrate (6.8) as

F(n+1)(s) ∼ −L(s)−1 d

dt

∣

∣

∣

∣

t=0

F(n)(etvs).

This gives the general solution of (6.6) and hence the leading-order form of the late
coefficients as

F(n)(s) ∼ (−1)nL(s)−n dn

dtn

∣

∣

∣

∣

t=0

F̃(0)(etvs; s),(6.9)

where F̃0 is an unknown (vector) function, determined by the early behaviour of the
recurrence, when the approximation (6.6) does not hold.

As in the case of the LK model, the large-n behaviour of F(n) is controlled by the
singularities of the function ψ(t; s) = F̃(0)(etvs; s) nearest the origin of the complex t-
plane. It is difficult to make general statements about the nature of these singularities,
since etvs is the solution of a nonlinear, typically non-integrable system of ordinary
differential equations. Poles, branch points, essential singularities, but also more
complicated behaviour such as natural boundaries are all possible. Here, we restrict
our attention to the simplest situation, where the singularities nearest the real t-axis
are a pair of complex-conjugate poles t∗ and t̄∗. It should be emphasised that these
poles depend on s, though we do not make this explicit. Near t∗, ψ takes the form

ψ(t; s) = F̃(0)(etvs; s) ∼ g

(t− t∗)r
,(6.10)

where g is a time-independent vector, depending on s only through t∗. In a manner
similar to that used to determine κ (or Λ) for the LK model, it should be relatively
easy to determine g by considering solutions of the equations (6.1)–(6.2) in the limit
t→ t∗ as expansions in powers of (t− t∗)

−1.
Introducing (6.10) into (6.9) and taking the complex-conjugate pole into account

give

F(n)(s) ∼ (n+ r − 1)!

(r − 1)!(−t∗)n+r
L(s)−ng + c.c.,(6.11)

Now, for generic g,

L(s)−ng ∼ αe1

(iω1)n
+

βē1

(−iω1)n
.(6.12)
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Here ±iω1 are the lowest eigenvalues of L(s), e1 and its complex conjugate ē1 are
the associated eigenvectors, normalised so that ē1 · e1 = 1, where · denotes the (non-
Hermitian) scalar product. The constants α and β are given by α = ē1 · g, and
β = e1 · g. Taking (6.12) into account reduces (6.11) to

F(n)(s) ∼ (i)n(−1)r(n+ r − 1)!

(r − 1)!ωn
1 t

n+r
∗

(αe1 + (−1)nβē1) + c.c..(6.13)

In this expression, the dependence on s of the right-hand side is through that of t∗,
α, β, ω1 and e1. If L is independent of s, however, ω1 and e1 are constant, and α
and β depend on s through t∗ only. This is the situation of the LK model. Note that
(6.13) indicates that the slow manifold is again determined by an asymptotic series
of type Gevrey of order 1. Note also that (6.13) has the form (n+ r−1)!/an assumed
to obtain the approximate recurrence relation (6.6).

6.2. Resummation. Once the asymptotic behaviour (6.13) is determined, it is
possible to use the Borel summation of the divergent series (6.5) to define a unique
optimal slow manifold piecewise. Specifically, we define

BF(s; ξ) =
∞
∑

n=0

F(n)(s)

(n+ r − 1)!
ξn+r−1,(6.14)

which, according to (6.13), converges for |ξ| < |ω1t∗|. The formal inversion is given
by

F(s; ǫ) =
1

ǫr

∫

∞

0

e−ξ/ǫBF(s; ξ) dξ,(6.15)

as is readily verified. Like for the LK model, we can choose to define an optimal slow
manifold by this expression, insisting that the contour of integration be the positive
real line. This slow manifold is discontinuous for the values of s such that the poles of
BF(s; ξ) in ξ lie on the positive real line. The poles of BF(s; ξ) are found from (6.13)
to be located at ±it∗ and ±it̄∗. Thus the Stokes surfaces, across which the optimal
slow manifold is discontinuous, are simply defined by the condition Re t∗ = 0.

The analytic continuation of (6.15) across the Stokes surface includes fast oscilla-
tions, as we now demonstrate. From (6.13), we obtain that the behaviour of BF(s; ξ)
near the poles ξ = ±it∗ is of the form

BF(s, ξ) ∼ (−1)riω1

(r − 1)!

(

ξ

t∗

)r (
α

ξ + iω1t∗
e1 −

β

ξ − iω1t∗
ē1

)

.(6.16)

A similar expression gives the behaviour near the complex-conjugate poles ξ = ±it̄∗.
When a Stokes surface is crossed, the difference between the value of F on the optimal
slow manifold and that on the full trajectory is given by the contribution of the
poles which cross the positive real axis when Re t∗ = 0. Taking ω1Im t∗ > 0 for
definiteness, these poles are −iω1t∗ and iω1t̄∗. Computing their contribution using
the residue theorem gives

Fpole(s; ǫ) = ± 2πi(iω1)
r

ǫr(r − 1)!
eiω1t∗/ǫαe1 + c.c.,(6.17)

where the sign depends on the direction in which −it∗ crosses the positive real axis
when Re t∗ = 0. Evaluating this expression along the approximate slow solutions
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s(t) = evts(0) confirms that the pole contribution corresponds to fast oscillations.
Their amplitude is the exponentially small ǫ−r exp(−ω1Im t∗), their frequency is the
lowest frequency ω1/ǫ, and their polarisation (relative size of the various components
of f) is fixed by the eigenvector of L(s) associated with the eigenvalue iω1. The other
frequencies ωk > 0, k 6= 1, give contributions that are smaller than (6.17) by the
exponentially small factors exp[(ω1 − ωk)Im t∗/ǫ].

7. Discussion. In this paper, we have examined in detail the divergence of
the asymptotic procedures leading to approximately invariant slow manifolds for the
Lorenz–Krishnamurthy (LK) model. This divergence was initially observed by Lorenz
[20], and considered in some of the subsequent literature [32, 33]. Here we derive an
explicit expression for the leading-order behaviour of the slaving coefficients Xn as
n → ∞. This makes it possible to employ Borel summation to define a unique slow
manifold. In this manner, we resolve the ambiguity that exists for finite-accuracy slow
manifolds which are not uniquely defined even for fixed accuracy ǫn. The Borel sum-
mation requires to make a choice of integration contour in the Laplace integral that
defines it. Our choice is the obvious one which minimizes the oscillations that appear
in the slaved fast variables along slow trajectories. The oscillations are not completely
eliminated, however: as the trajectories approach the Stokes surface, oscillations ap-
pear with the characteristic error-function switching on that characterises the Stokes
phenomenon [4]. The definition of the slow manifold that we propose ensures that
the oscillations are reduced to sub-exponential levels away from the Stokes surfaces.

We emphasise that our optimal slow manifold differs from Lorenz’s slowest invari-
ant manifold [20]. The latter is a truly invariant manifold consisting of periodic orbits.
These periodic orbits exist because the slow system with ǫ = 0 is integrable: its phase
space is foliated by periodic orbits most of which persist when ǫ 6= 0 (see [6, 25, 16]).
The periodic orbits with ǫ 6= 0 contain exponentially small fast oscillations, with the
same amplitude as the oscillations switched on by the Stokes phenomenon that we
consider here. In fact is it easy to obtain an approximation for these orbits from our
results. This is achieved by adding to a solution which starts on the optimal slow
manifold a certain amout of oscillations. The amplitude and phase of these oscilla-
tions are chosen such that after a period of the slow solution, when extra oscillations
have been switched on by (two) Stokes phenomena, the complete solution returns
to its initial value. This is a consistent approximation because, to leading order, the
added oscillations are an approximate solution of the LK equations, and because their
(exponentially) small amplitudes makes their superposition possible.

We have limited our computations to the leading asymptotics of the slaving co-
efficients Xn and Yn for n ≫ 1. As a result, our estimate for the pole contribu-
tions associated with the spontaneous generation of oscillations approximates only
the leading-order part of these oscillations. In other words, our computations are
carried out to an exponential accuracy that is sufficient to capture the dominant part
of the oscillations only. Higher accuracy would require to obtain several terms in the
large-n expansion of Xn. A complete expansion for Xn includes terms of different
origins. In particular, it includes contributions from all the poles t∗ associated with
the slow dynamics rather than from those nearest the real axis only. Furthermore,
because of the nonlinearity of the recurrence relations for Xn, contributions mixing
the different poles arise.

We present two approaches for the determination of the asymptotics of the slaving
coefficients. The first, which applies the method of characteristics to the superbalance
equation, is readily generalised formally to a large class of two-time scale systems. This
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approach makes plain the connection between the exponential asymptotics carried out
in [29] for solutions of the LK model and that carried out here for the slow manifold
as a whole. In essence, it treats slow manifolds as unions of slow trajectories; in
doing so, it turns the problem of exponential asymptotics for the partial-differential
equation that is the superbalance equation into a problem of exponential asymptotics
for ordinary differential equations. Practical use of this approach requires to compute
the location of the poles of the leading-order slow trajectories in the complex time
plane. For integrable systems such as the LK model, this is possible very explicitly;
however, this can be much more problematic for more complex, non-integrable models.
Our second approach relies on the observation that the slaving coefficients Xn and
Yn are polynomials in the slow variables; it concentrates then on first obtaining the
asymptotics for the corresponding polynomial coefficients, then summing these. It is
clear that the integrability of the LK model underlies the fact that the polynomial
coefficients can be obtained in quite an explicit form. It is however possible that this
type of approach remains useful in non-integrable problems, provided that the slaving
coefficients continue to take polynomial forms,. Of course, some numerical work
may be required, for instance to evaluate the function G (or its Legendre transform)
governing the asymptotics.

We conclude by noting that the control of late coefficients together with Borel
summation have been used for two-time-scale systems in the context of averaging [26].
Slow manifolds are of course closely related to averaging, and averaging order by order
provides a means of constructing slow manifolds, at least for single-frequency systems,
when the difficulties associated with resonances do not arise [15]. In this context, the
control of the divergence of asymptotics series can be used as an alternative to the
more standard iterative approach, with an incomplete Laplace transform in the Borel
summation used in place of the optimal truncation argument to bound error terms by
exponentially small quantities. In this paper, we use Borel summation as a practical
tool in situations simple enough that the late coefficients in the asymptotic expansions
can not only be bounded but also be approximated accurately.

The author thanks J. G. Byatt-Smith, T. N. Bailey, A. M. Davie and A. B. Olde
Daalhuis for contributions to this work.
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