
What controls the decay of passive scalars in smooth

flows?

P.H. Haynes

Department of Applied Mathematics and Theoretical Physics,

University of Cambridge, UK.

J. Vanneste∗

School of Mathematics,

University of Edinburgh, UK.

Final manuscript, July 2005

∗Corresponding author address: J. Vanneste, School of Mathematics, University of Edinburgh, King’s

Buildings, Edinburgh EH9 3JZ, UK. email: J.Vanneste@ed.ac.uk



Abstract

The exponential decay of the variance of a passive scalar released in an homogeneous random

two-dimensional flow is examined. Two classes of flows are considered: short-correlation-time

(Kraichnan) flows, and renewing flows, with complete decorrelation after a finite time. For

these two classes, a closed evolution equation can be derived for the concentration covariance,

and the variance decay rate γ2 is found as the eigenvalue of a linear operator. By analysing

the eigenvalue problem asymptotically in the limit of small diffusivity κ, we establish that

γ2 is either controlled (i) locally, by the stretching characteristics of the flow, or (ii) globally,

by the large-scale transport properties of the flow and by the domain geometry.

We relate the eigenvalue problem for γ2 to the Cramer function encoding the large-

deviation statistics of the stretching rates; hence we show that the Lagrangian stretching

theories developed by Antonsen et al. and others provide a correct estimate for γ2 as κ→ 0

in regime (i). However, they fail in regime (ii), which is always the relevant one if the domain

scale is significantly larger than the flow scale.

Mathematically, the two types of controls are distinguished by the limiting behaviour as

κ→ 0 of the eigenvalue identified with γ2: in the local case (i) it coincides with the lower limit

of a continuous spectrum, whilst in the global case (ii) it is an isolated discrete eigenvalue.

The diffusive correction to γ2 differs between the two regimes, scaling like 1/ log2 κ in regime

(i), and like κσ for some 0 < σ < 1 in regime (ii). We confirm our theoretical results

numerically both for Kraichnan and renewing flows.

1 Introduction

We consider the advection–diffusion of a passive scalar by a spatially smooth, non-divergent

velocity field. The assumed spatial smoothness of the velocity field makes this problem rele-

vant to a number of applications: Batchelor-regime turbulence, chaotic-advection flows, and

more generally flows (such as geophysical flows) dominated by their large-scale component.

A topic of recent theoretical investigation and discussion has been the extent to which the

evolution of a scalar in such flows can be predicted given quantitative information on stretch-
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ing histories following fluid particles. We shall use the term ‘Lagrangian stretching theories’

to denote theories1,2,8,25 that develop such a description. A separate line of investigation has

introduced the idea of a ‘strange eigenmode’19 that dominates the long-time evolution of the

advection–diffusion equation and analysed the properties of the strange eigenmode 9,15,26,27

through numerical simulations and analytic techniques. The term ‘strange’ is used since the

spatial scales of the eigenmode reduce indefinitely as diffusivity tends to zero.

The relevant governing equation is the advection–diffusion equation

∂tC = AC := κ∆C − v · ∇C, (1.1)

for the concentration C of the scalar. The velocity field is prescribed and satisfies ∇ ·v = 0;

in the two-dimensional case on which we concentrate, this implies that v = (−ψy, ψx) for

some streamfunction ψ. We shall follow many previous authors in taking ψ to be a stationary

random function of time. We also assume that C has zero spatial average.

If ψ were independent of t then we would expect the decay of C to be determined by the

smallest relevant eigenvalue of the time-independent operator A. If ψ were time-periodic

we would expect it to be determined by the smallest relevant Floquet exponent of the time-

periodic operator A. This structure carries over to the case where ψ is a random function of

time and there, for almost all initial conditions and realisations of the flow, we expect that

C decays exponentially in the long-time limit in the sense that

C(x, t) ∼ exp(−γCt)B(x, t) as t→ ∞, (1.2)

where B(x, t) is a stationary random function of time. Here, −γC is the largest Liapunov

exponent of the operator A and controls the rate of decay of the concentration; B(x, t) is the

corresponding Liapunov (eigen)function and controls the spatial structure of the decaying

scalar field. The behaviour (1.2), with a deterministic γC > 0 is expected from Oseledec’s

multiplicative ergodic theory17 and its infinite-dimensional generalisation22. 1 A major aim

of studies of passive-scalar decay is then to determine the decay rate γC as well as the

statistics of its finite-time counterparts and the statistics of B(x, t), in particular in the limit

κ→ 0.
1Note that, because of the small-scale cutoff imposed by diffusivity, (1.1) can in effect be treated as a

finite-dimensional system, at least for two-dimensional flows,15
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We concentrate on flows that are random in time with spatially homogenous statistics.

These flows are mixing, so that the decay rate γC tends to a non-zero value as κ→ 0. This

contrasts with flows in which particle trajectories do not explore the entirety of the fluid

domain. In such flows, the scalar decay is limited by diffusion, and γC → 0 as κ → 0.

This is the relevant situation for many time-periodic flows in the presence of invariant tori

21. The assumption of spatial homogeneity also rules out the application of no-slip boundary

conditions to the flow (as would be appropriate for viscous flows in bounded domains). Such

boundary conditions lead to the suppression of mixing near the boundary and to a κ1/2

scaling for the scalar decay rate5,14. Including the effects of the no-slip boundary condition

is essential to explain many laboratory experiments4. The work we present here applies

most directly to the periodic domains employed in numerous recent numerical simulations of

passive-scalar decay, but the general conclusions are relevant to many applications in which

the no-slip boundary condition is not appropriate, particularly geophysical and astrophysical

flows and flows confined by free surfaces.

An a priori expectation is that the decay rate γC of the random operator A, like the

eigenvalue and Floquet multiplier in the time-independent and time-periodic cases, respec-

tively, is determined by the global structure of the flow and by the domain for (1.1). If

this holds it limits the usefulness of the Lagrangian stretching theories, which take account

only of local information. Indeed several recent papers have demonstrated numerically 10,26,27

that the predictions of the Lagrangian stretching theories are quantitatively incorrect. The

limitations of Lagrangian stretching theories are perhaps best demonstrated by their incon-

sistency with the results of homogenisation theory16, valid for domain sizes large compared

to the velocity scale, which predict decay rates inversely proportional to the square of the do-

main size. Voth et al.29 (in experiments) and Fereday and Haynes9 and Schekochihin et al.24

(using theoretical and numerical approaches) all demonstrate clear differences in this regime

between the actual decay rate and that predicted by the Lagrangian stretching theories.

Nonetheless, when the velocity scale and domain size for the advection–diffusion problem

are similar, there seems to be some agreement between the decay rate predicted by the

Lagrangian stretching theories, in particular the decay rate of the scalar variance first derived

by Antonsen et al.1, and the actual decay rate9 (E. Ott, personal communication). Firm
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conclusions have proved elusive, however, partly because of the apparent slow approach of

decay rates to their limiting value as κ tends to zero.

In this paper we analyse further the scalar decay problem and the relevance of the La-

grangian stretching theories, considering in particular how the decay rate changes with the

ratio of velocity scale to domain size. We consider spatially homogeneous random flows for

which a closed evolution equation can be obtained for the covariance

Γ(x, t) := 〈C(x + y, t)C(y, t)〉

of the scalar field, where 〈·〉 denotes the average over all realisations of the random flow. We

focus our attention on the decay rate γ2 of 〈C2〉 = Γ(0, t), which satisfies

〈C2〉 ∼ exp(−γ2t), as t→ ∞.

This provides a first characterization of the decay of the scalar-field fluctuations.

For the flows that we consider, the decay rate γ2 is obtained as the eigenvalue of the

‘transfer operator’ that governs the time evolution of Γ(x, t). We relate this operator in the

limit κ → 0 to the equation governing the probability density function of line elements (or

inter-particle separation). This makes it possible to derive the conditions under which the

Lagrangian stretching theories provides a valid approximation to γ2 in that limit. For κ = 0,

the spectrum of the transfer operator has a continuous part and, sometimes, depending on

the flow and domain size, isolated discrete eigenvalues. We show that Lagrangian stretching

theories correctly predict the decay rate γ2 for κ→ 0 if there are no such isolated eigenvalues.

This situation is what we refer to as the ‘locally controlled’ case. If there are isolated

eigenvalues, however, the Lagrangian stretching theories fail in their prediction of γ2; this

we refer to as the ‘globally controlled’ case. In each of these two cases we obtain the κ-

dependence of γ2 using matched asymptotics or similar methods.

The structure of the paper is as follows. In §2 we briefly summarise aspects of the

Lagrangian stretching theories that are important for the detailed comparison to follow. In

§3 we consider the Kraichnan(–Kazantsev) limit of random flows with very short correlation

time. In §4 we consider flows with finite correlation time, specifically ‘renewing’ flows in

which time is divided into equal intervals and the velocity field within a given interval is
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assumed statistically independent of that within any other interval. In both §§3 and 4, we

verify theoretical predictions against numerical simulations. The paper concludes with a

Discussion in §5.

Throughout the paper we make reference to some of the literature on the kinematic

dynamo (e.g. Ref.6 and references therein). This concerns the transport and diffusion by

a random velocity field of a vector (the magnetic field) rather than a scalar as is the case

here, but the close analogy between the two problems means that our results have direct

analogues, some obtained previously, in the kinematic dynamo theory.

2 Lagrangian stretching theories

The Lagrangian stretching theories of Antonsen et al.1, Son25 and Balkovsky and Fouxon2 8

relate the decay rate of the tracer variance (and higher-order moments) in the limit κ → 0

to the stretching statistics of the flow. These statistics concern the line elements d, which

evolve according to

ḋ = d · ∇v, (2.1)

where ˙ denotes the time derivative. The line elements typically grow exponentially with

time, making it convenient to introduce the finite-time stretching factors

h :=
1

t
log

d(t)

d(0)
, where d = |d|. (2.2)

The statistics of the stretching factors can be captured in the framework of large-deviation

theory: for large t, h behaves as the average of a large number of independent random

variables, and its probability density function p(h; t) can be approximated as

p(h; t) ∝ exp[−tG(h)], (2.3)

where G(h) is the so-called Cramer function (or entropy, using the thermodynamic analogy

3), a non-negative convex function.2,8 The Liapunov exponent for the line elements d is then

simply the average h̄ of the stretching factors in the limit t → ∞ and corresponds to the

minimum of the Cramer function:

G(h̄) = G′(h̄) = 0.
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The Cramer function depends on the details of the stretching accomplished by the flow,

and can be determined analytically only for very special flows (e.g. isotropic flows in the

Kraichnan limit of zero correlation time). Its usefulness stems from the fact that, according

to the Lagrangian stretching theories, it encapsulates all the information about the flow that

is necessary to describe the scalar decay in the limit κ→ 0.

In place of the Cramer function, it is sometimes convenient to use its Legendre transform,

the so-called free energy

F (m) = sup
h

[mh−G(h)]. (2.4)

This function estimates the growth rate of the m-th moment of the line elements: indeed,

approximating

〈dm〉 =

∫ ∞

0

emhtp(h; t) dh

using (2.3) and Laplace’s method gives

〈dm〉 ∝ exp[F (m)t] as t→ ∞. (2.5)

From this, it is clear that F (0) = 0; it can also be shown that F (−2) = 0 and F ′(0) = h̄.30

The Lagrangian stretching theories of scalar decay relate the decay rate of 〈C2〉 to G(h)

or, equivalently, to F (m). To achieve this, the scale separation between scalar and velocity

fields is exploited to replace the velocity v by its linear approximation x · ∇v, where ∇v is

evaluated along a trajectory and is a function of time only. The scalar field C(x, t) may then

be written as a superposition of elementary solutions (sine functions for Antonsen et al. 1;

Gaussian functions for Balkovsky and Fouxon2), and its moments are derived by averaging

such elementary solutions over an ensemble of trajectories. The approaches of both Antonsen

et al.1 and Balkovsky and Fouxon2 lead to an expression for the scalar variance of the form

〈C2〉 ∝

∫ ∞

0

e−htp(h; t) dh ∝

∫ ∞

0

e−t[h+G(h)] dh.

Approximating the integral for t → ∞ implies that the predicted decay rate γL
2 of 〈C2〉

should be either h∗ + G(h∗), where h∗ is the solution of G′(h∗) = −1, if h∗ ≥ 0, or G(0) if

h∗ ≤ 0. In terms of the free energy (2.4), this prediction can be rewritten as

γL
2 =







−F (−1) if F ′(−1) ≥ 0

G(0) if F ′(−1) ≤ 0
. (2.6)
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3 Decay rate in the Kraichnan limit

We first consider flows in the Kraichnan limit corresponding to velocity fields with infinites-

imal correlation time. These flows can be regarded as limiting cases of the more general

renewing flows examined in section 4. It is nonetheless worthwhile providing a specific treat-

ment of the Kraichnan limit: the calculations in this case are particularly straightforward

and lead to a number of results which, as will be seen, carry over to the general renewing

flows.

In the Kraichnan limit, the velocity field v formally satisfies

〈v(x, t)〉 = 0 and 〈vi(x, t)vj(x
′, t′)〉 = 2Bij(x − x′)δ(t− t′),

assuming homogeneity. For such a velocity field, closed equations can be derived for the

multipoint correlation functions of C.8,13 In particular, the covariance satisfies12

∂tΓ = 2κ∆Γ + 2Dij(x)∂2
ijΓ, (3.1)

where

Dij(x) := Bij(0) − Bij(x).

Note that, in contrast with most previous work5,24, we do not make an assumption of isotropy

so that (3.1) does not reduce to one spatial dimension.

We now consider the spectrum of (3.1), i.e. the values λ satisfying

LκΓ := −2
[

κ∆ +Dij(x)∂2
ij

]

Γ = λΓ, (3.2)

with suitable boundary conditions. In what follows we assume that the velocity field, and

hence Dij(x), are 2π×2π-periodic. We take C to be also periodic but with period 2πP×2πP

for some integer P ; this provides boundary conditions for Γ. For κ 6= 0, the spectrum of

(3.2) is purely discrete. Clearly, the decay rate γ2 of the variance will be the smallest positive

eigenvalue λ of Lκ.

In general, the eigenvalues λ of Lκ are determined by the global behaviour of Dij(x) and

by the domain period P . However, in the limit κ → 0, the leading-order approximation

of at least some of the eigenvalues is entirely determined by the local form of Dij(x) near
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x = y = 0 (mod 2π). As we now show, this is because they emerge for κ 6= 0 from the

continous part of the spectrum of the operator L0 = −2Dij(x)∂2
ij and because this part of the

spectrum depends only on the local form of Dij(x) where it vanishes. The local control of the

variance decay occurs when these eigenvalues associated with the continuous spectrum of L0

are the only eigenvalues of Lκ. In this case, γ2 is predicted correctly Lagrangian stretching

theories. The global control of the variance decay occurs when Lκ has other eigenvalues,

related to isolated discrete eigenvalues of L0; this case is treated in §3.2.

3.1 Continous spectrum of Lκ — local control

The theory of singular elliptic partial differential equations7,11 indicates that the spectrum

of L0 (in L2) has a continuous part on the half line [`,∞). Its lower limit ` > 0 depends only

on the local form of Dij(x) near its singularity x = y = 0 (mod 2π). Specifically, ` is the

smallest value of λ such that L0Γ = λΓ, or equivalently the local version of this equation,

namely

Sijklxkxl ∂
2
ijΓ = λΓ (3.3)

admit oscillatory solutions as x → 0. (Oscillatory means that there are zero level curves

for |x| arbitrarily small; see Dunford and Schwartz7, Glazman11, Piepenbrink18 .) Here, the

constant tensor

Sijkl := − ∂2
klDij(x)

∣

∣

x=0
= ∂2

klBij(x)
∣

∣

x=0

satisfies Sijkl = Sjikl = Sijlk and Sijil = Sijkj = 0. This provides a relatively straightforward

procedure for calculating ` which we now describe.

We consider solutions of the form

Γ(x) = rσ−1fσ(θ), (3.4)

where (r, θ) are polar coordinates, and σ is a parameter to be determined. Introducing into

(3.3) leads to an ordinary differential equation for fσ(θ):

Tσfσ(θ) := Sijklxkxlr
1−σ∂2

ij[r
σ−1fσ(θ)] = λfσ(θ). (3.5)

With the periodicity condition for fσ(θ), this is an eigenvalue problem whose solution pro-

vides a relationship between λ and σ. Let λ = Λ(σ) denote the branch of this relationship
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corresponding the smallest value of λ at given σ ∈
�

. Then, ` is obtained as the turning

value of λ (since larger values correspond to at least one complex value of σ and thus to an

oscillatory solution). Denoting the turning point by σ∗, we have a first characterization of `

` = Λ(σ∗), with Λ′(σ∗) = 0. (3.6)

A second characterization is deduced from the fact, established in Appendix A, that Λ(σ) is

an even function. It follows that σ∗ = 0, and therefore that Λ′(0) = 0 and

` = Λ(0). (3.7)

In other words, ` is the smallest eigenvalue of T0.

The continuous spectrum [`,∞) of L0 is relevant to the scalar-decay problem because it

is the limit as κ → 0 of (part of) the discrete spectrum of Lκ. In fact, for our purpose it

is best to interpret the continuous spectrum as such a limit and regard the points in this

spectrum as approximate eigenvalues. The corresponding approximate eigenfunctions can

then be viewed as the non-smooth limits of the (necessarily smooth) eigenfunctions of Lκ

with κ 6= 0. In Appendix B, we use matched asymptotics to shed some light on the limiting

process. We show, in particular, that Lκ has an eigenvalue near ` given by

λ = `−
2π2Λ′′(0)

log2 κ
+ o(1/ log2 κ) as κ→ 0. (3.8)

We also show that to the right of `, Lκ has an infinite number of eigenvalues separated by gaps

whose size scales like 1/ log κ. The continuous spectrum of L0 and the corresponding part

of the spectrum of Lκ are therefore as illustrated in Figure 1. (A result equivalent to (3.8)

has previously been deduced for the growth rate of the magnetic field in the corresponding

dynamo problem by Schekochihin et al.23, but making the assumption of spatial isotropy of

the flow statistics, which reduces Lκ to an ordinary differential operator.)

The eigenvalue (3.8) is the smallest eigenvalue that emerges from the continuous spectrum

for non-zero κ. Potentially, it can be identified with the variance decay rate γ2; whether this

is the case (and hence whether γ2 is controlled locally) depends on whether Lκ has other,

globally controlled, smaller eigenvalues, not associated with the continuous spectrum of L0.

The existence of such eigenvalues is discussed in the next section.
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Figure 1: Schematic of the spectra of L0 and Lκ both for flows the Kraichnan limit and for

renewing flows. For κ = 0, the spectrum of L0 consists of the continuous part [`,∞) and,

possibly, of discrete eigenvalues (x). For κ 6= 0, discrete eigenvalues (|) replace the continous

spectrum. The scaling of distances between points in the two spectra as κ→ 0 is indicated.

3.2 Discrete spectrum of L0 — global control

In addition to its continuous part [`,∞), the spectrum of L0 can have a discrete part, with

isolated eigenvalues λ < ` that depend on the global structure of L0 and on the domain

period P . As mentioned before, it is clear, in particular, that for large P such isolated

eigenvalues always exist: in this limit, homogenisation theory can be used to approximate

L0 by its spatial average, and deduce that L0 has eigenvalues that are O(1/P 2) as P → ∞.

To define the eigenvalue problem for L0 properly, the behaviour of potential eigenfunc-

tions at the origin needs to be specified. This is best done by requiring that the eigenfunctions

of L0 be the limit as κ→ 0 of eigenfunctions of Lκ. Matched asymptotic calculations detailed

in Appendix B show that this is the case if they satisfy

lim
r→0

rΓ = 0. (3.9)

Together with the periodicity of Γ, (3.9) specifies the eigenvalue problem for L0 com-

pletely. If this problem admits eigenvalues, λ0 say, with 0 < λ0 < `, the corresponding

eigenfunctions behave like Γ ∝ r−1+σ0fσ0
(θ), where σ0 is the positive solution of Λ(σ0) = λ0.

We show in Appendix B that Lκ then has eigenvalues near each λ0 given by

λ = λ0 + cκσ0 + o(κσ0), as κ→ 0, (3.10)
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for some constant c (see Figure 1). The smallest of these then gives the variance decay rate

γ2.

3.3 Connection with Lagrangian stretching theories

We have shown that the variance decay rate γ2 is given by (3.10) if a discrete eigenvalue

λ0 < ` of L0 exists, or by (3.8) if not. We now relate these results to the Lagrangian

prediction (2.6). Our main result is that

` = G(0) = −F (−1) (3.11)

Thus, the Lagrangian stretching theory predicts the correct variance decay rate (in the limit

κ → 0), provided that there are no discrete eigenvalues λ0 < `. Furthermore the predicted

decay rate lies precisely on the boundary, corresponding to F ′(−1) = 0, between the regimes

of validity of the two expressions (2.6) given by the theory.

The key to deriving (3.11) is the close connection that exists between the covariance equa-

tion (3.1) and the Fokker–Planck equation for the line elements d, which evolve according to

(2.1)12,16. In the Kraichnan limit, ∇v is a white noise and the corresponding Fokker–Planck

equation for p(d; t) follows as

∂tp = −Sijkldkdl∂
2
ijp. (3.12)

This is identical to the covariance equation (3.1) in the local limit x → 0 and for κ = 0. This

connection leads to a direct relation between the lower bound of the continuous spectrum

` on the one hand, and the distribution of finite-time Liapunov exponents as described by

G(h) or F (m) on the other. To see this, we look for an asymptotic solution of (3.12) of the

large-deviation form

p(d, t) ∼
1

d2t
e−G(h)tq(θ; h, t), (3.13)

consistent with (2.3). Here, d = (d cos θ, d sin θ), and q is assumed to depend weakly on h

and t. Introducing (3.13) into (3.12) leads, at leading order, to

(hG′(h) −G)q ∼ −Sijkldkdld
2+G′(h)∂2

ij

{

d−[2+G′(h)]q
}

.
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This differential equation, which governs the θ-dependence of q, is identical to (3.5), with

the correspondence

λ = G(h) − hG′(h) and σ = −[1 +G′(h)]. (3.14)

This relates the Cramer function G(h) to the function λ = Λ(σ) which can be obtained by

solving the eigenvalue problem (3.5). In fact, up to a shift and a change of sign, the function

λ = Λ(σ) is nothing other than the Legendre transform of G(h), i.e. the free energy F (m):

F (m) = −Λ(−m− 1). (3.15)

Now, differentiating (3.14), we find that

dλ

dh
= −hG′′(h) = Λ′(σ)

dσ

dh
= −Λ′(σ)G′′(h),

and hence that h = Λ′(σ). Noting that, by definition, ` is the maximum value of Λ(σ), it

follows from that ` = G(0) as announced. The evenness of Λ(σ) can then be used: as we have

seen, it implies that ` = Λ(0) and hence, using (3.15), that ` = −F (−1). This completes

the proof of (3.11).

We remark that the evenness of Λ(σ), on which the second equality in (3.11) rests, also

implies that

F (m) = F (−m− 2). (3.16)

In view of (2.5), this reflects an interesting property of the line-element dynamics: the

moments 〈dm〉 and 〈d−m−2〉 grow at the same rate. In the Discussion we examine how this

property generalizes for flows in dimensions higher than 2 and with finite correlation time.

3.4 An example

In this section, we illustrate our theoretical results for a particular flow. We choose the flow

to be a limiting form of the alternating sinusoidal shear flow considered by several previous

authors, which will be used in §4. We take the streamfunction

ψ = a [cos(x + φ1(t)) + cos(y + φ2(t))] (3.17)
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Figure 2: Function Λ(σ) for the flow with streamfunction given in (3.17) in the Kraichnan

limit.

where a is a constant, and φ1(t) and φ2(t) are independent random functions identically

and uniformly distributed in [0, 2π] with specified correlation time τa, say. It follows that

a2〈cosφ1(t) cosφ1(t
′)〉 = a2f(t/τa), where the function f satisfies f(0) = 1 and f(s) →

0 as s → ∞. Hence a suitable limit τa → 0, a → ∞ is possible with a2τa fixed and

a2〈cosφ1(t) cosφ1(t
′)〉 → 2δ(t− t′). Under these choices, (3.2) becomes

LκΓ = −2κ∆Γ − 4
[

sin2(y/2)∂2
xx + sin2(x/2)∂2

yy

]

Γ = λΓ. (3.18)

and its local version (3.3) becomes

−
(

y2∂2
xx + x2∂2

yy

)

Γ = λΓ. (3.19)

Equation (3.5) defining the relationship λ = Λ(σ) takes a convenient form when the

substitution

fσ(θ) = (3 + cosχ)σ/4gσ(χ), with χ = 4θ,

is performed. This leads to the self-adjoint eigenvalue problem

[(3 + cosχ)g′σ]′ +

[

σ2(1 − cosχ)

8(3 + cosχ)
−

3 cosχ+ 1

16

]

gσ = −λgσ, (3.20)

where gσ is 2π-periodic. This can be solved numerically for fixed σ, e.g. using a shooting

method, leading to the relation λ = Λ(σ) displayed in Figure 2. As expected, Λ(σ) is even,
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with Λ(1) = Λ(−1) = 0; it is not parabolic, as would be the case for an isotropic flow, but

it is nevertheless very well approximated by a parabola for −1 < σ < 1. For σ = 0, we find

` = Λ(0) = 0.22578138 · · · .

Estimating the second derivative Λ′′(0) ≈ 2Λ(0) ≈ 0.45, we derive from (3.8) the estimate

γ2 = 0.226 + 8.88/log2 κ + o(1/ log2 κ) (3.21)

for the variance decay rate.

This is only a relevant estimate if L0 does not have discrete eigenvalues λ0 < `. For the

operator in (3.18), it is easy to show that there are such eigenvalues when the domain size

satisfies P ≥ 3. This follows from the upper bound on the lowest eigenvalue of L0 afforded

by the Rayleigh quotient:

λ0 ≤

∫ ∫

uL0u dxdy /

∫ ∫

u2 dxdy

= 4

∫ ∫

[

sin2(y/2)(∂xu)
2 + sin2(x/2)(∂yu)

2
]

dxdy /

∫ ∫

u2 dxdy,

where the test function u(x, y) integrates to zero over the periodic domain 2πP × 2πP .

Taking u(x, y) = cos(x/P ) leads to the bound

λ0 ≤ 2/P 2,

which is smaller than ` for P ≥ 3. Note also that in the limit of large P , homogenisation

can be used to approximate Lκ by −2(κ+ 1)∆, leading to the globally controlled decay rate

γ2 ∼ 2(κ+ 1)/P 2 as P → ∞.

We have solved the eigenvalue problem (3.18) numerically. The smallest eigenvalue, i.e.

the decay rate γ2, obtained for several values of P is shown in Figure 3 as a function of

1/ log2 κ in accordance with asymptotic formula (3.8) for the locally controlled decay rate.

For P = 1 and P = 2, the results are consistent with a local control of the decay, and

the predicted slow approach to the asymptotic value `. For P = 1, the numerical points

convincingly line up with the straight line predicted by (3.8) as κ→ 0. The smallest values

of κ that we were able to achieve were too large to demonstrate a comparable agreement for

P = 2, although the convergence to ` as κ→ 0 can reasonably be inferred in this case too.
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Figure 3: Decay rate γ2 as a function of 1/ log2 κ for the flow with streamfunction (3.17) in

the Kraichnan limit. Numerical results obtained for the domain sizes P = 1 (+), 2 (x), 3 ( � ),

4 (◦) and 5 (4) are compared with the asymptotic formula (3.8) for the locally controlled

decay rate (straight line).

For P ≥ 3, the decay is globally controlled and the approach of γ2 to the asymptotic

value λ0 is much more rapid than the 1/ log2 κ dependence of the locally controlled case, in

agreement with the asymptotic result (3.10). The validity of this result is demonstrated in

Figure 4 which shows γ2 for P = 3, 4 and 5 as a function of κσ0 . For each P , the value of σ0

has been estimated by extrapolating λ0 from the numerical results, then solving Λ(σ0) = λ0.

The solutions are σ0 = 0.40, 0.70 and 0.81 for P = 3, 4 and 5, respectively. The linear

dependence of γ2 on κσ0 predicted by (3.10) is clear on the Figure. Note also that as P

increases, γ2 for κ = 0 tends to the limit 2/P 2 given by homogenisation theory.

4 Renewing flows

We now examine how the results obtained in the previous sections for the Kraichan limit

extend to finite-correlation-time flows. As in previous sections we continue to consider flows

that are spatially homogeneous. We extend the time behaviour to flows that become com-

pletely uncorrelated after some finite time τ ; more precisely, the velocity fields in each time

interval of length τ are assumed to be independent, identically distributed processes. Such
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Figure 4: Scaled decay rate P 2γ2 as a function of κσ0 for the flow with streamfunction (3.17)

in the Kraichnan limit. The numerical results obtained for the domain sizes P = 3 ( � ,

σ0 = 0.40), 4 (◦, σ0 = 0.70) and 5 (4, σ0 = 0.81) are shown to be consistent with the linear

dependence on κσ
0 predicted by the asymptotic formula (3.10) for the globally controlled

decay rate. Homogenisation theory predicts that P 2γ2 ∼ 2 as P → ∞.

flows have been considered previously in the dynamo literature, first by Zel’dovich et al. 30,

who refer to the associated random process as an ‘innovating process’. Childress and Gilbert 6

review relevant dynamo results and use the alternative terms ‘renovating’ or ‘renewing flows’.

We use the latter term.

The advantage of the assumption of a renewing flow is that it leads to a closed dynamics

for the covariance Γ(x, t), as is also the case in the Kraichnan limit. In this present case,

this dynamics is governed by the time-τ map of the variance which we now derive. Let

Gκ(x,x
′, t) denote the Green’s function of the advection–diffusion equation (1.1). We relate

Γ(x, τ) to Γ(x, 0) as follows:

Γ(x, τ) = 〈

∫∫

Gκ(x,x1, τ)Gκ(0,x2, τ)C(x1, 0)C(x2, 0) dx1dx2〉

=

∫∫

〈Gκ(x,x1, τ)Gκ(0,x2, τ)〉Γ(x1,x1) dx1dx2,

where we have used spatial homogeneity and the statistical independence between Gκ(·, ·, τ)

and C(·, 0) which follows from the assumed statistical independence of the velocity field
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between different time intervals. Defining

Gκ(x,x
′, τ) =

∫

〈Gκ(x,x
′ + y, τ)Gκ(0,y, τ)〉 dy, (4.1)

we obtain a linear map between Γ(x, τ) and Γ(x, 0) in the form

Γ(x, τ) =

∫

Gκ(x,x
′, τ)Γ(x′, 0) dx′.

The large-time decay of the tracer covariance, and in particular of the variance, are clearly

controlled by the spectrum of this map. Using ν as the spectral parameter, we consider the

eigenvalue problem

LκΓ(x) :=

∫

Gκ(x,x
′, τ)Γ(x′) dx′ = νΓ(x). (4.2)

Again, the boundary conditions impose that Γ(x) be 2πP × 2πP periodic. The variance

decay rate γ2 is related to the largest value of ν according to τγ2 = − log ν.

In the Kraichnan case, the eigenvalue problem analogous to (4.2), i.e. (3.2), is a straight-

forward (elliptic) differential eigenvalue problem. There is a well developed theory for the

spectrum of such operators, and we relied, in particular, on the established relationship be-

tween the location of the continuous spectrum and the oscillatory nature of solutions. Here,

in contrast, we need to determine the spectrum of an integral operator. We are not aware

of theoretical results analogous to those we invoked in the Kraichnan case, although such

results can be expected to extend to integral operators.

However, we showed in the Kraichnan case that interpreting the spectrum of the singular

operator L0 as the limit of the spectrum of Lκ as κ → 0 made the reliance on the estab-

lished theory of singular differential operators inessential. We will use this interpretation for

renewing flows and we will show that the qualitative properties of the spectrum deduced in

the Kraichnan case continue to hold for these flows. Specifically, the variance decay rate can

be either locally controlled and given by (3.8), or globally controlled and given by (3.10).

The equalities (3.11) relating the predictions of Lagrangian stretching theories to the locally

controlled decay rate also continue to hold.
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4.1 Local control and global control

For κ = 0, the Green’s function Gκ(x,x
′, τ) reduces to

G0(x,x
′, τ) = δ(x − φτx

′),

where φτ denotes the time-τ flow of the velocity field. Introducing into (4.1), and using

incompressibility in the form det∇φτ = 1 leads to

G0(x,x
′) = 〈δ(x′ − φ−τx + φ−τ0)〉. (4.3)

Note that the function G0(x,x
′) is singular (and equal to δ(x)) at x′ = 0. It is this singularity

that allows the possibility of an continuous spectrum for L0.

We now consider the limit x → 0 which controls the continuous spectrum. In this limit,

φ−τx − φ−τ0 ' S−τx,

where

Sµ = ∇φµ|x=0

is a random matrix with detSµ = 1, and hence G0(x,x
′, τ) ' 〈δ(x′ − S−τx)〉.

The spectral problem (4.2) thus reduces to

〈Γ(S−τx)〉 = νΓ(x). (4.4)

(Note that the operator on the left-hand side is self-adjoint if S−τ and S−1
−τ have the same

statistics, i.e., if the random flow is time reversible.) The scale invariance of this problem

suggests considering solutions of the form

Γ(x) = rσ−1fσ(θ),

where fσ is 2π-periodic. This leads to the one-dimensional eigenvalue problem

Tσfσ(θ) := 〈r′σ−1fσ(θ′)〉 = νfσ(θ), (4.5)

where r′ and θ′ are functions of θ given by

r′





cos θ′

sin θ′



 = S−τ





cos θ

sin θ



 . (4.6)
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The eigenvalue problem (4.5) defines a relation between ν and σ. For fixed σ, the branch

corresponding to the largest value of ν is of interest; we denote it by

ν = N(σ). (4.7)

Correspondingly, we can define a function Λ(σ) by

Λ(σ) = −
1

τ
logN(σ)

which generalises that defined in the Kraichnan limit. At this stage, the reasoning performed

in the Kraichnan limit can be repeated: in terms of λ = − log(ν)/τ , the lower limit ` to

the continuous spectrum is given by Λ(σ∗), where Λ′(σ∗) = 0. We show in Appendix A that

Λ(σ) is again an even function; hence the characterization (3.7) of ` continues to hold.

For κ 6= 0, the continuous spectrum [`,∞) turns into a discrete spectrum, with gaps

that become vanishingly small as κ → 0. The matched-asymptotic calculation reported in

Appendix B, which allowed us to describe this in the Kraichnan limit, may be extended to

apply to the renewing flows of this section. Details are given in Appendix C.

The important point is that the leading-order solution is determined by the solution of

the local eigenvalue problem ((3.5) in the Kraichnan limit; (4.5) in the general case) and

other details of the operator Lσ are important only in determining higher-order corrections.

Thus, the approximation (3.8) for the smallest eigenvalue of Lκ emerging from the continuous

spectrum of L0 remains valid. Again, this eigenvalue is a useful approximation to the variance

decay rate only if there are no discrete eigenvalues λ0 < ` of L0. If there are such eigenvalues,

with the smallest being λ0 then the decay rate is approximated by (3.10), with σ0 defined

by Λ(σ0) = logN(σ0)/τ = λ0. Continuity with the Kraichnan case and with corresponding

homogenisation results in the non-Kraichnan case make it clear that such isolated eigenvalues

can exist for renewing flows.

4.2 Connection with Lagrangian stretching theories

The connection discussed in section 3.3 between Λ(σ) and the Cramer function G(h) for

the stretching factors h (and hence with the free energy of the Liapunov exponent F (m))
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extends from the Kraichnan limit to renewing flows. To see this, we note that line elements

d(t) satisfy

d(nτ) = ∇φτd((n− 1)τ) = S−1
−τ d((n− 1)τ).

Correspondingly, their probability density function obeys the recurrence relation

p(d, nτ) =

∫

〈δ(S−τd − d′)〉p(d′, (n− 1)τ) dd′,

Introducing the large-deviation form (3.13) with t = nτ gives at leading order

q(θ; h) = eτ [G(h)−hG′(h)]

∫

q(θ′; h′) (d′/d)
−(2+G′(h))

〈δ(S−τd − d′)〉 dd′.

Rewriting this expression as

〈(d′/d)−(2+G′(h))q(θ′; h)〉 = e−τ [G(h)−hG′(h)]q(θ; h),

where

d′





cos θ′

sin θ′



 = dS−τ





cos θ

sin θ



 ,

we recognise that q satisfies the same eigenvalue problem (4.5) as fσ, with the relations

σ = −[1 +G′(h)] and ν = exp[−τ(G(h) − hG′(h))].

In terms of λ = − log(ν)/τ , we thus extend (3.14) from the Kraichnan case to the more

general case of renewing flows. It follows that (3.15)–(3.16) remain valid. Therefore the

equalities (3.11) which encapsulate the connection between Lagrangian stretching theories

and the spectrum of L0 (and hence the decay rate γ2 in the locally controlled case) extend

to renewing flows.

4.3 An example

As an example, we consider the alternating sine flow whose velocity field for t ∈ [0, τ) is

given by

u =







U sin(y + φ1) for 0 ≤ t < τ/2

0 for τ/2 ≤ t < τ
, v =







0 for 0 ≤ t < τ/2

U sin(x+ φ2) for τ/2 ≤ t < τ
(4.8)
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Figure 5: Function N(σ) for the alternating sine flow defined by (4.8), for different values of

α

where φ1 and φ2 are independent random phases uniformly distributed in [0, 2π]. The flow

in successive time intervals [nτ, (n + 1)τ), n = 1, 2, · · · is of the same form, with phases

independent from those in previous time intervals. The decay of a scalar in this type of flow

has been studied in many of the papers already referenced.

For this flow, the time-τ map φτ is given by

φτ





x

y



 =





x + α sin(y + φ1)

y + α sin[x+ α sin(y + φ1) + φ2]



 , (4.9)

where α := Uτ/2. Correspondingly,

S−τ = ∇φ−τ |x=0
=

(

∇φτ |x=φ−τ0

)−1

=





1 + α2 cos(φ1 − α sinφ2) cosφ2 −α cos(φ1 − α sinφ2)

−α cos(φ2) 1



 .

For this ensemble of matrices S−τ , we have solved the eigenvalue problem numerically (4.5).

The resulting curve ν = N(σ) or rather λ = Λ(σ) is displayed for several values of α in

Figure 5.

We test our asymptotic results (3.8) and (3.10) against numerical simulations obtained

not by solving the equation (4.2) for the covariance, but by performing many realisations

of the evolution of the scalar under a random flow and taking a suitable average of the
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Figure 6: Decay rate γ2 as a function of 1/ log2 κ for for the alternating sine flow defined by

(4.8), with α = π. Numerical results obtained for the domain sizes P = 1 (+), 2 (x), 3 ( � ),

4 (◦) and 5 (4) are compared with the asymptotic formula (3.8) for the locally controlled

decay rate (straight line).

results. The reason is that, while the kernel appearing in the integral operator could be

evaluated numerically in principle, the memory required to store the information defining the

kernel increases very rapidly with spatial resolution. Rather than solving the full advection–

diffusion equation for the velocity field (4.8) in each time interval [nτ, (n + 1)τ), we follow

Pierrehumbert20 and alternate applications of the random map

C(x) 7→ C(φ−τx),

corresponding to pure advection, with applications of the diffusion map

C(x) 7→ exp(κτ∆)C(x),

the latter being carried out efficiently in Fourier space. The asymptotic behaviours (3.8) and

(3.10) for the decay rate γ2 hold for these maps alternating advection and diffusion as well

as for the maps corresponding to continuous advection–diffusion.

The decay rate of the variance is shown as function of diffusivity κ and spatial periodicity

P in Figure 6. The results shown are based on averages over 500 realisations for each values

of κ and P and the value of α is taken to be π (cf. Figure 5). Again the results for each
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by (4.8), with α = π. The numerical results obtained for the domain sizes P = 3 ( � ,

σ0 = 0.25), 4 (◦, σ0 = 0.68) and 5 (4, σ0.80) are shown to be consistent with the linear

dependence on κσ
0 predicted by the asymptotic formula (3.10) for the globally controlled

decay rate. Homogenisation theory predicts that P 2τγ2 ∼ π2/2 as P → ∞.

P are shown as a function of 1/ log2 κ in accordance with asymptotic formula (3.8) for the

locally controlled decay rate. As in the Kraichnan case, for P = 1 and P = 2 the results are

consistent with a local control of the decay and the predicted slow approach to the asymptotic

value `. Also as in the Kraichnan case, for P = 1 the numerical points convincingly match

the asympotic prediction (3.8), here given by

γ2 ≈ 0.589 + 24.9/ log2 κ

as κ → 0, and indicated by the straight line. Once again, the smallest values of κ that

we were able to achieve were too large to demonstrate a comparable agreement for P = 2,

although the behaviour shown is consistent with the asymptotic prediction. For P = 3, 4, 5

the facts that the values of the decay rate are below the value predicted by the local theory

and that the dependence on κ is weak are strong evidence for global control.

This evidence is strengthened when the form of the dependence on κ is examined more

closely. Figure 7 shows γ2 for P = 3, 4 and 5 as a function of κσ0 . For each P , the value of σ0

has been estimated by extrapolating λ0 from the numerical results, then solving Λ(σ0) = λ0.
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The solutions are σ0 = 0.25, 0.68 and 0.80 for P = 3, 4 and 5, respectively. There is good

agreement with the linear dependence of γ2 on κσ predicted by (3.10). Note also that as

P increases, there is apparently good agreement between the limiting value of γ2 for κ = 0

and the estimate π2/(2P 2) = 4.94/(τP 2) given by a simple homogenisation theory (which

approximates the effective diffusivity by the mean-square displacement divided by τ).

5 Discussion

In this paper we have analysed the advective–diffusive decay of a scalar in a two-dimensional

velocity field that is a stationary random function of time. For simplicity we have assumed

that the flow is (statistically) spatially homogeneous. In principle the analysis could be

repeated without this assumption, but the number of space variables would double. We

have also focussed on the behaviour of the spatial covariance Γ(x, t). We have identified a

crucial property of the operator L0 which is the limit as κ→ 0 of the operator Lκ describing

the time evolution of Γ(x, t).

If L0 has no isolated eigenvalues then, as κ → 0, the leading eigenvalue ν of Lκ tends

to `, the upper limit of the continuous spectrum of L0, with the difference tending to zero

as (log κ)−2. In this case the limiting value of the decay rate of the variance is precisely

that predicted by the Lagrangian stretching theories of Antonsen et al.1, Son25, Balkovsky

and Fouxon2 and others. We term this case ‘locally controlled decay’. If L0 has isolated

eigenvalues then, as κ → 0, the leading eigenvalue of Lκ tends to the smallest isolated

eigenvalue of L0, with the difference tending to zero as κσ, where 0 < σ < 1. We call

this case ‘globally controlled decay’. σ may be determined from knowledge of the globally

controlled decay rate and from the Lagrangian stretching properties, as encoded by the

Cramer function G(h) or equivalently the free energy F (p).

Of course, whether or not the decay is locally or globally controlled can be determined

only by global analysis of the operator L0.

The globally controlled regime is relevant in particular when the spatial scale of the scalar

is significantly larger than the spatial scale of the velocity field (large P in our notation).

The decay of the scalar is then well-captured by homogenisation theories and is continuously
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a diffusive decay. Voth et al.29 have noted the need for uniting such an approach with a

stretching-based model that might apply when the spatial scale of the scalar is smaller. Our

analysis has gone some way towards that: it shows how the variance decay rate predicted

by the Lagrangian stretching theories fits within the framework provided by the idea of

a strange eigenmode (itself simply a manifestation of the ergodic multiplicative theory of

Oseledec17 applied to the advection–diffusion equation) and gives a correct estimate in the

locally controlled case.

Note that this agreement in the predictions of the variance decay rate does not contradict

the conclusions of Sukhatme and Pierrehumbert26 and Fereday and Haynes9 concerning the

predictions about higher-order spatial moments of some of the Lagrangian stretching theories

2,25. (By spatial moments, we mean the Lp norms Cp, where the average is over space

but not realisations of the random flow; see comment (vi) below). Because at sufficiently

large times the decay is dominated by the slowest decaying strange eigenmode, the decay

rate of the spatial moments Cp will be linear in the moment index p and, equivalently,

the probability density function of the scalar concentration approaches a self-similar form.

The important point seems to be that the Lagrangian stretching theories are valid only for

a finite time. But this allows those theories to represent the structure of the advection–

diffusion operator acting over finite time and hence to approximate part of the spectrum of

that operator.

We make further remarks.

(i) Our results are derived first under the short-correlation-time approximation (the Kraichnan–

Kazantsev regime) and then under the assumption of renewing flows. Childress and

Gilbert6 note, in the context of the dynamo problem, that ‘there appears to be no

evidence that renewing flows are qualitatively different from more general classes of

random flows with finite correlation times’. One way to prove this might be to approx-

imate a given random flow by a renewing flow with time interval τ . If the correlations

of the given flow decay sufficiently fast, then any statistical measure of the given flow

(or its advective–diffusive action on a scalar) should be approximated arbitrarily well

by taking τ large enough. Therefore we expect our results to apply to a large class of
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random flows.

(ii) A mechanistic description of the difference between locally controlled and globally

controlled cases is as follows. Consider the action of the advection–diffusion operator

over some finite (but sufficiently large) time, as described by Fereday and Haynes 9.

In a first regime described by a local picture, an initially localised scalar anomaly

is stretched out to the scale of the flow (this covers stages I and II of Fereday and

Haynes9). In a second regime (stages III and IV), the global structure of the flow is

important, the anomaly is dispersed across the flow domain by repeated stretching and

folding on the flow scale. The long-time decay is determined by the repeated action of

the operator, and either the local process (first regime) or the global process (second

regime) may be rate determining.

(iii) The slow (log κ)−2 approach to the limiting value of decay rate in the locally con-

trolled case explains the difficulty of direct numerical verification or falsification of the

Lagrangian stretching prediction of variance decay1,9. The much weaker κσ dependence

of decay rate on diffusivity in the globally controlled case is consistent with the argu-

ment that it is the global dispersion properties of the flow that are rate-controlling in

that case. As noted previously, similar dependence of the small-scale dynamo growth

rate on magnetic diffusivity in the locally controlled case has been found by Schekochi-

hin et al.23, who note the possibility of global control as an alternative. Presumably,

as for the scalar decay problem, a globally controlled kinematic dynamo would exhibit

a much weaker dependence on diffusivity that the locally controlled case.

(iv) In the specific examples that we have considered (alternating sinusoidal shear flows)

global control appears only when the scale of spatial periodicity of the scalar is larger

than that of the flow – three times larger (P = 3). However, it is straightforward to

show that there are flows for which global control occurs when the spatial periodicities

of scalar and flow are the same. A trivial example is generated by modifying the

definition of the flow given in §4.3, replacing sin(·) by ε sin(·) + (1 − ε) sin 3(·). The

decay in such a flow will be globally controlled for small ε but locally controlled for
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ε near 1. The transition between the two regimes corresponds to coalescence of the

isolated discrete eigenvalue that exists for small ε with the continuous spectrum. In the

limit κ→ 0, the decay rate γ2 is a continous function of ε with discontinous derivative.

(v) Our analysis, so far limited to 2-D, shows that when the (global) eigenvalue problem

for the variance decay is locally controlled, the predicted decay rate, equal to the lower

limit ` of the continous spectrum, is ` = G(0) = −F (−1). We emphasize that the first

equality is general and holds both for Kraichnan and renewing flows in any dimension.

The second equality, by contrast, generalizes in the case of arbitrary dimension D to

G(0) = −F (−D/2), but only for certain flows (which include the Kraichnan case). To

see this, let us briefly describe how our analysis extends to the D-dimensional case.

We first note that solutions of the local eigenvalue problem should be sought in the

form

Γ(x) = rσ−D/2fσ(n),

where n denotes a generalized angle. The corresponding function Λ(σ) is then related

to the free energy F (m) according to

F (m) = −Λ(−m −D/2), (5.1)

cf. (3.15). The general result ` = G(0) follows from this and from the characterization

(3.6) (which holds for Kraichan and renewing flows in any dimension). The general-

ization of ` = −F (−1), to dimension D, on the other hand, reads ` = −F (−D/2)

and follows from (5.1) only if Λ(σ) is even or, equivalently, if F (m) = F (−m − D).

This always holds true in the Kraichan limit as a direct extension of the proof in §A.1

shows. For renewing flows, however, it only holds if the stretching statistics are time

reversible (see §A.2). This reversibility is guaranteed in 2-D, because incompressibility

implies that the matrices Sτ and S−1
τ have the same eigenvalues, but not in higher

dimensions.

(vi) We have considered the decay rate of the ensemble-averaged variance 〈C2〉. It has been

previously noted, again in the context of the kinematic dynamo problem, that this need

not be the decay rate of the (spatially averaged) variance C2 that is observed over long
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times in any single realisation of the flow (e.g. Ref.6 and references therein). The

problem here is analogous to that of the stretching rates of line elements. Whilst there

is a well defined Liapunov exponent h̄, to which the stretching rate of a line element

tends at large times in any single flow realisation, the manner in which the probability

density function for finite-time stretching factors approaches its limiting form as t→ ∞

implies, for example, that ensemble-averaged second moments of lengths 〈d2〉 does

not increase asymptotically at twice the Liapunov exponent. The difference between

ensemble-averaged behaviour and single-realisation behaviour (the intermittency) is

encoded in the line-element Cramer function G(h), or equivalently in the free energy

F (m): specifically, the growth rate of the ensemble-averaged m-th moment 〈dm〉 is

F (m), that of dm in a single realisation is mh̄, and generally F (m) 6= mh̄.

As noted previously for the advection–diffusion problem we expect a well-defined Lia-

punov exponent, with the decay of the scalar field matching that in the large-time limit

in any single flow realisation. But we also expect that the decay rates estimated after

a finite-time, in other words the finite-time Liapunov exponents for the advection–

diffusion problem, have a non-trivial distribution. The large-time collapse of this

distribution towards the (infinite-time) Liapunov exponent is presumably described

by a Cramer function, and a free energy can be defined as its Legendre transform.

This free energy gives the decay rate of arbitrary (ensemble-averaged) moments, and

there is no obvious reasons why it should be linear in the moment index. However,

at present, numerical simulations for the flow of §4.3 over a wide ranges of κ and P

show that the difference between the decay rate of the ensemble-averaged variance and

twice the Liapunov exponent (for the scalar advection–diffusion problem) is small (less

than 5%). Therefore, it appears that our results for the decay rate of the ensemble-

averaged scalar variance also provide an estimate for the true Liapunov exponents of

the advection–diffusion operator.

(vii) The covariance Γ(x, t) gives information on the spatial structure of the scalar field

as well as the decay rate. The Fourier transform of Γ(x, t) implies a spatial power

spectrum, but not necessarily a power spectrum that will be observed in any single
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realisation, since the covariance is an average over all realisations. Nonetheless it is

interesting to note that the fact that Γ(x, t) ∼ |x|σ−1 implies that the wavenumber

power spectral (integrated over angle) density E(k, t) ∼ k−σ, where k is wavenumber.

In the locally controlled case, σ = 0, and in the globally controlled case it is determined

by γ2 = Λ(σ), i.e. by (3.14). This prediction for the power-law decay of the power

spectrum is precisely that obtained by more heuristic means by Fereday and Haynes 9,

who show good agreement with power spectra evaluated from single-flow realisations.

(viii) The predictions for probability density function for scalar concentration

P(C, t) ∼ C−β, with β = 1 +
2G(0)

γ2
,

for |C| � 1 given by Fereday and Haynes9 may be re-interpreted in the light of

the locally versus globally controlled regimes that we have described here. In the

locally controlled case we have shown that γ2 ' G(0) (with the need for approximation

discussed in (vi) above) and hence β ' 3. In the globally controlled case, on the other

hand, γ2 < G(0) and hence β > 3 and the probability density function therefore has

more rapidly decaying tails. This difference between locally and globally controlled

cases is manifested in the scalar fields. Two examples are shown in Figure 8, for

P = 1 and P = 4 respectively (using the same parameter values as in §4.3). For

P = 1 there are small regions where the scalar concentration is relatively high. These

are associated with fluid elements that have recently experienced weak stretching and

account for the shallow tails of the probability density function (see discussion in

Fereday and Haynes9). For P = 4 the overall structure corresponds to the gravest

mode of a diffusion operator (here cos y), and this structure is modulated on small

scales.
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A Evenness of Λ(σ)

A.1 Kraichnan limit

We start with the integral

I :=

∫ ∫

A12

r−1−σg(θ)Sijklxkxl∂
2
ij [r

−1+σf(θ)]dxdy (A.1)

where A12 denotes the annulus r1 ≤ r ≤ r2, and f(θ) and g(θ) are arbitrary functions.

Integrating by parts using Sijil = Sijkj = 0 and Green’s theorem, this can be rewritten as

I =

∫ ∫

A12

r−1+σf(θ)Sijklxkxl∂
2
ij[r

−1−σg(θ)]dxdy (A.2)

+

∫ 2π

0

[

nir
−σg(θ)Sijklxkxl∂j[r

−1+σf(θ)]
]r2

r1

dθ

−

∫ 2π

0

[

njr
σf(θ)Sijklxkxl∂i[r

−1−σg(θ)]
]r2

r1

dθ,

where ni denotes the components of the unit radial vector. The two integrals in θ vanish

identically: this is because their integrands are variations between r1 and r2 of functions of

θ only. Using the definition of Tσ, (A.1)–(A.2) thus lead to
∫ r2

r1

r−1 dr

∫ 2π

0

g(θ)Tσf(θ) dθ =

∫ r2

r1

r−1 dr

∫ 2π

0

f(θ)T−σg(θ) dθ.

We conclude from this result that Tσ and T−σ are adjoint of one another and, therefore,

have the same spectrum. Hence if λ is an eigenvalue of Tσ so that λ = Λ(σ), it is also an

eigenvalue of T−σ and λ = Λ(−σ). This proves the evenness of Λ(σ).

A.2 Renewing flows

Let us denote Tσ the operator defined in (4.5) by T S
σ , to emphasize the dependence on the

ensemble of matrices S (from which the S−τ are drawn). We start by showing that

T S
σ =

(

T S−1

−σ

)†

, (A.3)

where † denotes the adjoint. For two arbitrary periodic functions f(θ) and g(θ), we compute

from the definition (4.5)
∫ 2π

0

g(θ)(T S
σ f)(θ) dθ =

∫ 2π

0

g(θ)r′σ−1f(θ′) dθ
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where r′ and θ′ are related to θ according to (4.6). Now, we change the integration variable

from θ to θ′, noting that detS = 1 (i.e. area preservation) implies that30

dθ′ = r′−2dθ.

This leads to

∫ 2π

0

g(θ)(T S
σ f)(θ) dθ =

∫ 2π

0

g(θ)r′σ+1f(θ′) dθ′ =

∫ 2π

0

g(θ)r−σ−1f(θ′) dθ′,

where r and θ are related to θ′ according to

r





cos θ

sin θ



 = S−1





cos θ′

sin θ′



 .

Using (4.5)–(4.6), we therefore find that

∫ 2π

0

g(θ)(T S
σ f)(θ) dθ =

∫ 2π

0

f(θ)(T S−1

−σ g)(θ) dθ.

This proves (A.3).

Now, (A.3) implies that the spectra of T S
σ and T S−1

−σ coincide, that is, ΛS(σ) = ΛS−1

(−σ)

or, equivalently,

F S(m) = F S−1

(−m− 2). (A.4)

On the other hand, in two dimensions, the area-preservation condition detS = 1 implies

that

F S(m) = F S−1

(m). (A.5)

In other words the stretching properties of the flow are time reversible. This is because the

products of n random matrices SnSn−1 · · ·S2S1, where the Si are independent realisations of

the matrix S−τ , and their inverses S−1
1 S−1

2 · · ·S−1
n−1S

−1
n have the same eigenvalues. Combining

(A.4)–(A.5) leads to the symmetry property (3.16) and hence to the evenness of Λ(σ) for

renewing flows in two dimensions.

For completeness, we give an alternative derivation of (A.4) which makes no reference to

the operator T S
σ . After a time nτ , a line element d0 with d0 = |d0| = 1 is stretched into

dn = SnSn−1 · · ·S1d0.
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The corresponding free energy obeys

exp[nF S(m)] ∝ 〈dm
n 〉 =

1

2π
〈

∫ 2π

0

dm
n dθ0〉, as n→ ∞,

where θ0 denotes the angle between d0 and a fixed direction. We now change the integration

variable to θn, satisfying

dn





cos θn

sin θn



 = SnSn−1 · · ·





cos θ0

sin θ0



 ,

and find

exp[nF S(m)] ∝ 〈

∫ 2π

0

dm+2
n dθn〉.

Consider now the stretching of the initial line element d̂0 = dn/dn by the random independent

random matrices S−1. We have

d̂n = S−1
1 S−1

2 · · ·S−1
n d̂0 =

d0

dn

,

so that d̂n = 1/dn. Therefore, denoting θ̂0 = θn the angle between d̂0 and a fixed direction

we find that

exp[nF S(m)] ∝ 〈

∫ 2π

0

d̂−m−2
n dθ̂0〉 ∝ exp[nF S−1

(−m− 2)],

thus establishing (A.4).

B Asymptotics: Kraichnan limit

In this Appendix, we use matched asymptotics to determine the nature of the spectrum of Lκ

for κ → 0. This spectrum contains two types of eigenvalues: locally controlled ones, which

emerge from the continuous spectrum of L0, and (possibly) globally controlled ones which are

perturbations of isolated eigenvalues of L0. The locally and globally controlled eigenvalues

are separated (they are respectively > ` and < `); the behaviour of their eigenfunctions as

x → 0 is different (oscillatory vs. non-oscillatory); and as a result, they have very different

asymptotic behaviours which we now examine.
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B.1 Locally controlled eigenvalues

Among the locally controlled eigenvalues, the most important is the one nearest `: in the

absence of globally controlled eigenvalues, this is the smallest eigenvalue, and hence it gives

the variance decay rate. We start by estimating the location of this eigenvalue.

Let `+µ be the sought eigenvalue. Here µ� 1 is a small parameter to be determined; we

expect µ→ 0 and µ� κ1/2 as κ → 0. Outside an neighbourhood of x = y = 0 (mod 2π),

the corresponding eigenfunction is approximated at leading order by Γo satisfying

−Dij(x)∂2
ijΓo = `Γo

and the boundary conditions ∂xΓo = 0 at x = π and ∂yΓo = 0 at y = 0 which follow from the

symmetry of the problem. For κ1/2 � |x| � 1, the behaviour of Γo is governed by the local

form (3.3) of this equation; because ` corresponds to the double root σ = 0 of λ = Λ(σ),

this behaviour takes the form

Γo ∼ r−1
[

(a+ log r)f0(θ) + f̃0(θ)
]

for r � 1. (B.1)

Here, a is a constant, and f̃0 is the derivative of fσ(θ) with respect to σ evaluated at

σ = 0. In a neighbourhood of the origin of size κ1/2, the diffusive term in (3.2) cannot be

neglected. Rescaling the independent variables according to (x, y) = κ1/2(X, Y ), we find

that the leading-order approximation Γi to Γ in this region satisfies

−2
(

∂2
XX + ∂2

Y Y

)

Γi + SIJKLXKXL∂
2
IJΓi = `Γi,

where ∂I = ∂/∂XI
. The corresponding asymptotic behaviour for |X| � 1 is found to be

Γi ∼ R−1
[

(A +B logR)f0(θ) +Bf̃0(θ)
]

for R � 1, (B.2)

where R := κ−1/2r, and A and B are constants.

The correction µ to the eigenvalue ` is then derived by matching (B.1) and(B.2) with the

solution in an intermediate region where µ appears in the leading-order approximation to Γ.

In this region, where both |σ log r| � 1 and |σ logR| � 1, the approximation

Γ ∼ r−1
[

γ+r
σfσ(θ) + γ−r

−σf−σ(θ)
]

(B.3)
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holds, with

µ ∼
1

2
Λ′′(0)σ2, (B.4)

and where γ± are constants. Expanding (B.3) for σ � 1 and matching with (B.1) gives

γ+ + γ− = a and σ(γ+ − γ−) = 1.

Matching with (B.2) gives

κ−1/2
(

κσ/2γ+ + κ−σ/2γ−
)

= A and κ−1/2σ
(

κσ/2γ+ − κ−σ/2γ−
)

= B.

Solving for γ± and µ gives

κσ = −
1 − 1/σ

a + 1/σ

B + Aσ

B − Aσ
∼ 1

since σ � 1. Hence, the correction to the eigenvalue ` is found from (B.4) to be

µ ∼ −
2π2Λ′′(0)

log2 κ
as κ→ 0. (B.5)

This gives the estimate (3.8) for the variance decay rate. We note that the dissipative correc-

tion decreases rather slowly to 0 as κ→ ∞; this implies that ` can be a poor approximation

to an eigenvalue of Lκ unless κ is exceedingly small.

Away from `, the continuous spectrum of L0 turns for κ 6= 0 into a set of isolated

eigenvalues, separated by small gaps. To estimate the size of these gaps, we consider an

eigenvalue λ > `, i.e. any interior point of the continuous spectrum. Solving the local

eigenvalue problem (3.3) or (4.5) gives solutions fσ(θ) with σ = ±is purely imaginary (since

for a given real λ, σ, −σ and σ∗ are all solutions). For |x| � 1, the outer solution of the full

eigenvalue problem (3.2) or (4.4) has the asymptotics

Γo ∼ ar−1 sin (s log r + φ) ,

where a and φ are constants, the latter being fixed by the boundary conditions. Similarly,

the inner solution (of the local problem with diffusion) behaves like

Γo ∼ AR−1 sin (s logR + Φ) ,

with A and Φ two constants. Matching these two solutions gives the condition

ν = 2
Φ − φ+ nπ

log κ
, n ∈ � .
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Since away from `, dλ/dν = O(1), this translates into a set of eigenvalues λ separated by

gaps whose size scales like 1/ log κ.

B.2 Globally controlled eigenvalues

We now consider the asymptotic behaviour of possible isolated eigenvalues λ ∼ λ0 < ` as

κ→ 0. Their asymptotic study clarifies in what sense their limits λ0 are eigenvalues of L0.

In the limit κ → 0, and away from (x, y) = 0 (mod 2π), the eigenfunctions of Lκ are

well approximated by the solution Γo of L0Γ = λ0Γ. For κ1/2 � |x| � 1, this has the

asymptotic behaviour

Γo ∼ r−1
[

a+r
σ0fσ0

(θ) + a−r
−σ0f−σ0

(θ)
]

, (B.6)

where a± are constants and σ0 is the positive solution to λ = Λ(σ0) (thus σ0, λ and fσ0

satisfy the eigenproblem (3.20)).

As |x| → 0, Γ is regularized by the diffusion, which is significant in an O(κ1/2) neighbor-

hood of the origin. In terms of the scaled coordinates (X, Y ) = κ−1/2(x, y), the approxima-

tion to Γ in this inner region satisfies

−2
(

∂2
XX + ∂2

Y Y

)

Γi + SIJKLXKXL∂
2
IJΓi = λ0 Γi.

The asymptotic behaviour of the inner solution for R = |X| � 1 is

Γi ∼ R−1
[

A+R
σ0fσ0

(θ) + A−R
−σ0f−σ0

(θ)
]

,

where A± are constants. Since the inner equation is regular, we expect both these constants

to have the same order; the second term in the solution is therefore negligible for R � 1,

and

Γi ∼ A+R
−1+σ0fσ0

(θ).

Matching with the outer solution (B.6) imposes the conditions

a+ = κ(1−σ0)/2A+ and a− = 0.
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The latter condition provides the boundary condition needed to complete the definition of

the (generalized) eigenvalues λ0 of L0: to impose it, it is sufficient to demand that

lim
r→0

rΓ = 0.

This gives eigensolutions of L0Γ = λ0Γ where Γ is periodic in (x, y) and behaves like

rσ0−1fσ0
(θ) as (x, y) → (0, 0) (mod 2π). It is near these generalized eigenvalues that the

eigenvalues of Lκ lie. The dependence on κ can be estimated by noting that for κ 6= 0 the

contribution of the inner solution proportional to A− requires a correction to the leading-

order inner solution whose relative magnitude is O(κσ
0). This can be accounted for by a

correction to the eigenvalue of a similar order of magnitude. Thus, we expect eigenvalues of

Lκ to behave like

λ ∼ λ0 + cκσ0 as κ→ 0, (B.7)

for some constant c, near discrete eigenvalue of L0.

C Asymptotics: renewing flows

In this Appendix we give further details of the analysis leading to (3.8) and (3.10) for

renewing flows.

We first note that if κ is sufficiently small then the Green’s function Gκ(x,x
′, t) is well

approximated by solving the advection–diffusion equation (or, more strictly, its adjoint)

along a backwards trajectory starting at x and approximating the flow as a linear function

of space. This gives the expression

Gκ(x,x
′, t) =

[detB(x, τ)]1/2

π
exp [−(x′ − φ−τx)B(x, τ)(x′ − φ−τx)]

where

B(x, τ)−1 = κ

∫ τ

0

S−τS
−1
−τ ′S

−T
−τ ′S

T
−τ dτ ′,

closely related to results derived previously in Balkovsky and Fouxon 2, Son25, and Falkovich

et al.8 and to earlier work on the magnetic field problem (Vishik28; see also Childress and

Gilbert6).
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Substituting into (4.1), it follows that

Gκ(x,x
′, τ) = 〈

�
detB(0, τ) detB(x, τ) � 1/2

�
det[B(0, τ) +B(x, τ)] � 1/2

π
(C.1)

exp {−(x′ − φ−τx + φ−τ0)B(0, τ)[B(0, τ) +B(x, τ)]−1B(x, τ)(x′ − φ−τx + φ−τ0)}〉.

Note that when κ is small the Gaussian function in (C.1) may for most choices of x and

x′ be approximated by a delta function to give (4.3). However it turns out to be crucial

to account for the finite spread in the Gaussian when x and x′ are close to 0, in particular

when |x| ∼ |x′| ∼ κ1/2. In this case Gκ(x,x
′, τ) may be approximated by

Gκ(x,x
′, τ) ' 〈

[detB(0, τ)]1/2

2π
exp

[

−
1

2
(x′ − S−τx)B(0, τ)(x′ − S−τx)

]

〉. (C.2)

The approximate expressions (4.1) and (C.2) may now be used as a basis for investigation

of the κ-dependence of the eigenvalues of the operator Lκ defined in (4.2).

C.1 Locally controlled eigenvalues

The locally controlled eigenvalues of Lκ emerge from the continous spectrum [`,∞) of L0

which is is obtained in §4.1 by approximating the spectral problem (4.2) by its local version

for κ = 0. Two approximations are involved in the local version: the Green’s function G0 is

approximated by 〈δ(x′ − S−τx)〉, and the domain of integration is extented from [0, 2Pπ] ×

[0, 2Pπ] to the whole plane. With κ 6= 0, these remain valid approximations in the range

κ1/2 � |x| � 1. Outside this range, however, the more complicated expressions (C.2) (for

|x| � κ1/2) and (4.3) (for |x| = O(1)) must be employed.

We treat the eigenvalue problem for Lκ as κ → 0 and λ ≈ ` in two steps: (i) we first

consider a modified eigenvalue problem, where the Green’s function Gκ is replaced by the

regularized, scale-invariant function

G̃κ(x,x
′, τ) = 〈δ(x̃′ − S−τ x̃)〉 | det∇x̃′|, with x̃ =

|x| + κ1/2

|x|
x, (C.3)

and the domain is [−π, π]× [−π, π]; (ii) we regard the exact eigenvalue problem as a regular

perturbation to this modified problem. It turns out that the second step leads to a negligible

correction to the eigenvalue.

38



The modified eigenvalue problem

∫ π

π

∫ π

−π

G̃κ(x,x
′, τ)Γ(x′) dx′ = ν̃Γ(x), (C.4)

where ν̃ denotes the eigenvalue, can be rewritten as

〈Γ̃(S−τ x̃)〉 − ν̃Γ̃(x̃) = (C.5)
∫ 2π

0

dθ̃′
∫ κ1/2

0

〈δ(x̃′ − S−τ x̃)〉Γ̃(x̃′)r̃′dr̃′ +

∫ 2π

0

dθ̃′
∫ ∞

ρ(θ̃′)

〈δ(x̃′ − S−τ x̃)〉Γ̃(x̃′)r̃′dr̃′ ,

where Γ̃(x̃) = Γ(x), (r̃′, θ̃′) are polar coordinates for x̃′, and ρ(θ′) describes the boundary

of x′ ∈ [−π, π] × [−π, π] in these coordinates. Following §4.1, we consider a solution of the

form

Γ̃(x̃) ' r̃−1
[

γ+r̃
σfσ(θ̃) + γ−r̃

−σf−σ(θ̃)
]

, (C.6)

where σ > 0, ν̃ and f±σ satisfy the eigenvalue problem (4.5). The choice of the modified

Green’s function (C.3) ensures that this solution is well behaved as |x| → 0.

We are interested in particular in the eigenvalue λ̃ = − log ν̃/τ = ` + µ for µ � 1, so

that (B.4) also holds. By construction, the solution (C.6) cancels the left-hand side of (C.5);

it provides an approximate solution to the modified eigenvalue problem (C.4) provided that

the two integrals on the left-hand side of (C.5) also vanish at leading order in κ. These are

significant for |x̃| = O(κ1/2) and |x̃| = O(1), respectively. Using the smallness of σ, which

allows the approximation of f±σ(θ̃) by f0(θ̃) and r̃±σ by 1 for r̃ = O(1), the conditions for

the required vanishing are found to be of the form

κ−1/2
[

γ+κ
σ/2 + γ−κ

−σ/2
]

C(x̃) = 0 and (γ+ + γ−)D(x̃) = 0, (C.7)

for two σ-independent functions C(x̃) and D(x̃). This leads to the condition κσ = 1 and, on

using (B.4), to the same expression (B.5) for the diffusive correction to the eigenvalue ` as

in the Kraichnan case. It follows that

λ̃ = `−
2π2Λ′′(0)

log2 κ
+ o(1/ log2 κ). (C.8)

We finally show that the exact eigenvalue λ (or equivalently ν) differs from λ̃ (ν̃) by

o(1/ log2 κ) terms, so that (C.8) holds for λ as well as for λ̃. Standard perturbation theory
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gives the leading-order estimate

ν − ν̃ ∼

∫ ∫

Γ†(x)
[

Gκ(x,x
′, τ) − G̃κ(x,x

′, τ)
]

Γ(x′) dxdx′

∫

Γ†(x)Γ(x) dx
,

where Γ(x) is the approximate solution (C.6), Γ†(x) is its adjoint, with a similar dependence

on r̃, and the integration domains can be taken to be [−π, π]× [−π, π]. The dominator is the

integral of a function proportional to 1/(r+ κ1/2) for small r and hence scales like log κ. To

estimate the numerator, we note that the difference between Green’s functions is proportional

to κ1/2 in the range κ1/2 � |x|, |x′| � 1. Outside this range, the difference between the

Green’s functions is O(1), but Γ̃(x) and Γ̃†(x) are both small, O(σ) = O(1/ logκ), as follows

from (C.6)–(C.7). This implies that the numerator is O(1/ log2 κ) and hence leads to an

O(1/ log3 κ) estimate for ν − ν̃ and λ− λ̃.

C.2 Globally controlled eigenvalues

In the globally controlled case L0 has an eigenvalue ν0 with corresponding eigenfunction

Γ0(x) under the regularity condition limr→0 rΓ = 0 (by analogy with §B.2). Suppose that

for non-zero κ the corresponding eigenvalue is νκ and the corresponding eigenfunction is Γκ.

Then standard perturbation theory implies that

νκ − ν0 ∼

∫

Γ†
0(x) [LκΓ0(x) − L0Γ0(x)] dx

∫

Γ†
0(x)Γ0(x) dx

(C.9)

where Γ†
0 is the eigenfunction of the operator adjoint to L0 with eigenvalue ν0. The analysis

in §4.1 indicates that Γ(x) ∼ |x|σ0−1 as |x| → 0, with σ0 the positive root of N(σ0) = ν0

(positive to satisfy the regularity condition). The dominant contribution to the integral in

the numerator of the right-hand side of (C.9) is the integral of a function that is O(|x|2σ0−2|)

over a region that is of linear dimension κ1/2. It follows that the estimated correction to the

eigenvalue is O(κσ0), corresponding to the result (3.10) obtained in the Kraichnan limit.
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[8] G. Falkovich, K. Gawȩdzki, and M. Vergassola. Particles and fields in fluid turbulence.

Rev. Modern Phys., 73(4):913–975, 2001.

[9] D. R. Fereday and P. H. Haynes. Scalar decay in two-dimensional chaotic advection

and Batchelor-regime turbulence. Phys. Fluids, 16:4359–4370, 2004.

[10] D. R. Fereday, P. H. Haynes, A. Wonhas, and J. C. Vassilicos. Scalar variance decay in

chaotic advection and Batchelor-regime turbulence. Phys. Rev. E, 65:035301, 2002.

[11] I. M. Glazman. Direct methods of qualitative spectral analysis of singular differential

operators. Israel Program for Scientific Translations, 1965.

[12] V. I. Klyatskin, W.A. Woyczynski, and D. Gurarie. Short-time correlation approxima-

tions for diffusing tracers in random velocity fields: a functional approach. In R. J.

Adler, P. Müller, and B. L. Rozovskii, editors, Stochastic modelling in physical oceanog-

raphy, pages 221–269. Birkhauser, 1996.

41



[13] A. Kupiainen. Some mathematical problems of passive advection. Contemporary Math.,

217:83–99, 1998.

[14] V. V. Lebedev and K. S. Turitsyn. Passive scalar evolution in peripheral regions. Phys.

Rev. E, 69:036301, 2004.

[15] W. Liu and G. Haller. Strange eigenmodes and decay of variance in the mixing of

diffusive tracers. Physica D, 188:1–39, 2004.

[16] A. J. Majda and P. R. Kramer. Simplified models for turbulent diffusion: theory,

numerical modelling and physical phenomena. Phys. Rep., 314:237–574, 1999.

[17] V. I. Oseledec. A multiplicative ergodic theorem. Liapunov characteristic numbers for

dynamical systems. Trans. Moskow Math. Soc., 19:197–221, 1968.

[18] J. Piepenbrink. Nonoscillatory elliptic equations. J. Diff. Eq., 15:541–550, 1974.

[19] R. T. Pierrehumbert. Tracer microstructure in the large-eddy dominated regime. Chaos,

Solitons & Fractals, 4:1091–1110, 1994.

[20] R. T. Pierrehumbert. Lattice models of advection-diffusion. Chaos, 10:61–74, 2000.

[21] A. Pikovsky and O. Popovych. Persistent patterns in deterministic mixing flows. Eu-

rophys. Lett., 61:625–631, 2003.

[22] D. Ruelle. Characteristic exponents and invariant manifolds in Hilbert space. Ann. of

Math., 115:243–290, 1982.

[23] A. A. Schekochihin, S. A. Boldryev, and R. M. Kulsrud. Spectra and growth rates of

fluctuating magnetic fields in the kinematic dynamo theory with large magnetic Prandtl

numbers. Astrophys. J., 567:828–852, 2002.

[24] A. A. Schekochihin, P. H. Haynes, and S. C. Cowley. Diffusion of passive scalar in a

finite-scale random flow. Phys. Rev. E., 70:046304, 2004.

[25] D. T. Son. Turbulent deacy of a passive scalar in the Batchelor limit: exact results from

a quantum mechanical approach. Phys. Rev. E, 59:R3811, 1999.

42



[26] J. Sukhatme and R. T. Pierrehumbert. Decay of passive scalars under the action of

single scale smooth velocity fields in bounded two-dimensional domains: from non-self-

similar probability distribution functions to self-similar eigenmodes. Phys. Rev. E, 66:

056302, 2002.

[27] J.-L. Thiffeault and S. Childress. Chaotic mixing in a torus map. Chaos, 13:502–507,

2003.

[28] M. M. Vishik. Magnetic field generation by the motion of a highly conducting fluid.

Geophys. Astrophys. Fluid Dyn., 48:151–167, 1989.

[29] G. A. Voth, T. C. Saint, G. Dobler, and J. P. Gollub. Mixing rates and symmetry

breaking in two-dimensional chaotic flow. Phys. Fluids, 15:2560–2566, 2003.

[30] Ya. B. Zel’dovich, A. A. Ruzmaikin, S. A. Molchanov, and D. D. Sokolov. Kinematic

dynamo problem in a linear velocity field. J. Fluid Mech., 144:1–13, 1984.

43



100 200 300 400 500 600 700 800 900 1000

100

200

300

400

500

600

700

800

900

1000

−5

−4

−3

−2

−1

0

1

2

3

4

5

x 10
−7

100 200 300 400 500 600 700 800 900 1000

100

200

300

400

500

600

700

800

900

1000

−1

−0.5

0

0.5

1

x 10
−3

Figure 8: Typical concentration field for a scalar decaying in the alternating sine flow (4.8)

with α = π. The domain size is P = 1 (top panel) and P = 4 (bottom panel).

44


